
Action Research for Engineering: Murine Experiments for Hypertension Research and STEM 
Education 

 
by 
 

Theo Hopper 

A dissertation submitted in partial fulfillment 
 of the requirements for the degree of  

Doctor of Philosophy 
(Biomedical Engineering) 

in the University of Michigan 
2023 

Doctoral Committee: 
 
Professor James Ashton-Miller, Chair  
Professor Daniel Beard 
Dr. Laura Hirshfield 
Assistant Professor Karin Jensen 
Professor David Nordsletten 

 
 

  



 
 
 
 
 
 
 
 
 
 
 
 
 

Sara E. Hopper  
  

shopper@umich.edu  
  

ORCID iD:  0000-0002-0081-8270 
 
  
  

© Sara E. Hopper 2023 
 



 ii 

Acknowledgements 

 There are so many people I should thank for their help and guidance. Firstly, I would like 

to thank my committee members. Professor James Ashton-Miller for stepping in as my chair and 

for all of the help over the past year. Professor Dan Beard for the experimental and physiological 

context for the cardiovascular components. Professor David Nordsletten for always being willing 

to mentor me, especially with all of the professional and career advice. It has been very comforting 

for me to know I have at least one true ally in academia. Thank you also for not getting mad at all 

of my silly little jokes. Professor Karin Jensen for also providing me with very valuable career and 

research advice. Thank you also for making me feel as though I had a space to belong in your lab 

group. Professor Laura Hirshfield for giving me the opportunity and mentorship required to take 

on the STEM Pride research project. I very much appreciate your willingness to start a project 

based on a random email with a half-fleshed out idea. Once we started talking about how much we 

love Target in our first meeting, I knew it would be great working with you!  

 I would also like to thank everyone I have had the pleasure of collaborating with. For my 

computational modeling work, I would like to thank Professor C. Alberto Figueroa, Professor Jay 

D. Humphrey, Dar Weiss, Federica Cuomo, Sara Roccabianca, Dr. Nicholas Burris, and Jacopo 

Ferruzzi. For my engineering education work, I would like to thank Professor Aileen Huang-Saad, 

Alanna Epstein, Ryan Rosario, Professor Laura Hirshfield, Jeanne Sanders, Laila Rad, and Irene 

Zhang. I have truly learned so much from all of you over the years, and your guidance has helped 

shape me into a better researcher, professional, and person.  



 iii 

 I am also very grateful to my teaching mentors, including Professor Aileen Huang-Saad, 

Cameron Louttit, Melissa Wrobel, and Lizzy Mays. Thank you all for providing so much guidance 

and mentorship. You all went above and beyond in your roles to make sure that I had the 

opportunities to learn how to be a better educator. I would also like to thank everyone I have done 

DEI work with: Chris Tossas-Betancourt, Julianna Richie, Daniel Pfau, David Nordsletten, Irene 

Zhang, Elizabeth Bottorff, Rachel Patterson, Firaol Midekssa, and Laila Rad. You all brought such 

interesting and helpful perspectives that helped educate and motivate me for the work we did 

together. 

 The biggest thank you to everyone I worked with in the computational vascular 

biomechanics lab. Fede, Sabrina, and Jonas, thank you for putting up with me when I joined the 

lab as a force of chaos and distraction. Thank you for the mentorship and guidance you provided 

me with then as well. Tossas and Kritika, thank you for everything you’ve done for me both with 

lab work and personally, although you both owe me ice cream. Liz, thank you for all of the emails 

you’ve read to make me feel better before sending. Thank you to Ismael, Taeouk, Yunus, Pieter, 

Nitesh, Abhilash, Alex, Chris Arthurs, Ignas, Jonathan, Nic, Vasilina, and Victoria. You all truly 

made coming to work everyday fun. I could not have gotten to where I am without your support.  

 I would like to thank all of the friends I have made in Ann Arbor: Monica, Mica, Julianna, 

Elena, Natasha, Aarti, Haley, Lauren, Ian, Jess, Rebecca, Laila, Peter, Anthony, Evan, Paula, and 

Elizabeth. You are truly some of the best people I have ever met. You have made Ann Arbor feel 

like home to me. Your support was key for me completing my degree. Thank you for working with 

me for hours in random cafes, playing games, puzzling too late into the night, giving feedback on 

my talks, going on chaotic apple picking trips, being the best cat sitters/god parents, listening to 

me talk for hours about random Tiktok drama, and pretending to care about my obsessions 



 iv 

(especially when it comes to watching Muppet movies). Thank you to Physically Present and all 

of my improv friends, the 3 hours a week we’ve dedicated for laughing was truly so important for 

me over the past 18 months.  

 Finally, I would like to thank my family for their unrelenting support: Mom, Dad, and, I 

guess, Kate. I always known that I am supported no matter what happens. Thank you, Mom and 

Kate, for the random calls about medical things or information about specific medicines. I also 

cannot forget to thank my true emotional support, the family pets – Riley, Dakota, Jelly Bean 

(Sorry, Mon and Mica, I have emotionally stolen Jelly), and Beans. Beans, you are the best first 

cat I could have. Thank you for all of the biscuits, cuddle time, and forcing me to leave the house 

and spend time outside. If you are reading this, HOW DID YOU LEARN TO READ?!?! 

  



 v 

 
 
 
 
 

Table of Contents 

Acknowledgements ......................................................................................................................... ii 

List of Tables .................................................................................................................................. x 

List of Figures ............................................................................................................................... xii 

List of Appendices ...................................................................................................................... xvii 

Abstract ...................................................................................................................................... xviii 

Chapter 1 Introduction .................................................................................................................... 1 

1.1 Action Research .................................................................................................................... 1 

1.2 Project Scope ......................................................................................................................... 3 

Chapter 2 Introduction to Hypertension Research .......................................................................... 6 

2.1 Motivation ............................................................................................................................. 6 

2.2 Hypertension and Vascular Stiffness .................................................................................... 7 

2.3 Clinical Measurements for Hypertension and Vascular Stiffness ....................................... 11 

2.4 Murine Experiments for Hypertension Research ................................................................ 16 

2.5 Computational Modeling Methodology .............................................................................. 18 

Chapter 3 Generalizability of Results for Studying Cardiovascular Aging: Analysis of Naturally 
Aged Mouse Model....................................................................................................................... 22 

3.1 Introduction ......................................................................................................................... 22 

3.2 Methods ............................................................................................................................... 25 

3.2.1 Experimental................................................................................................................. 25 

3.2.2 Computational Modeling .............................................................................................. 29 

3.3 Results ................................................................................................................................. 34 



 vi 

3.3.1 Morphology .................................................................................................................. 34 

3.3.2 Material Properties ....................................................................................................... 36 

3.3.3 Central and Peripheral Contributions of Resistance and Compliance.......................... 37 

3.3.4 Hemodynamics ............................................................................................................. 38 

3.4 Discussion ........................................................................................................................... 43 

Chapter 4 Generalizability of Results for Studying Hypertension: Impact of Isoflurane 
Anesthesia with Angiotensin-II Infused Mice. ............................................................................. 48 

4.1 Introduction ......................................................................................................................... 48 

4.2 Methods ............................................................................................................................... 51 

4.2.1 Experimental................................................................................................................. 51 

4.2.2 Anesthetized Computations .......................................................................................... 53 

4.2.3 Awake Computations ................................................................................................... 55 

4.3 Results ................................................................................................................................. 60 

4.3.1 Validation ..................................................................................................................... 61 

4.3.2 Vascular structure ......................................................................................................... 63 

4.3.3 Regional Hemodynamics .............................................................................................. 68 

4.4 Discussion ........................................................................................................................... 71 

4.4.1 Effects of isoflurane anesthesia .................................................................................... 71 

4.4.2 Effects of AngII-infusion ............................................................................................. 73 

4.4.3 Mouse-specific variations in hypertensive phenotype ................................................. 75 

4.4.4 Limitations and assumptions ........................................................................................ 78 

Chapter 5 Discussion of Murine Experiments for Hypertension Research .................................. 80 

5.1 Discussion ........................................................................................................................... 80 

5.2 Murine Models for Cardiovascular Aging .......................................................................... 82 

5.3 Anesthesia with AngII-infused Mice .................................................................................. 84 

Chapter 6 Introduction to Interventions for STEM Education ..................................................... 86 



 vii 

6.1 Motivation ........................................................................................................................... 86 

6.2 Social-Psychological Theory ............................................................................................... 88 

6.3 Student-centered learning .................................................................................................... 91 

6.4 Climate in STEM ................................................................................................................ 93 

6.5 Educational Data Collection Strategies ............................................................................... 97 

6.6 Personal Motivation ............................................................................................................ 98 

Chapter 7 Instructional Practices for Teaching Computer Programming: Applying Research-
based Teaching Strategies ............................................................................................................. 99 

7.1 Introduction ......................................................................................................................... 99 

7.2 Literature ........................................................................................................................... 101 

7.2.1 Project-Based Learning .............................................................................................. 101 

7.2.2 Scaffolding ................................................................................................................. 103 

7.2.3 Implications for Design and Evaluation ..................................................................... 104 

7.3 Implementation .................................................................................................................. 105 

7.3.1 Overview .................................................................................................................... 105 

7.3.2 Lectures ...................................................................................................................... 108 

7.3.3 Labs ............................................................................................................................ 109 

7.3.4 Final Project................................................................................................................ 115 

7.4 Evaluating Student Progression ........................................................................................ 119 

7.4.1 Survey Design, Collection, and Analysis ................................................................... 119 

7.4.2 Concept Maps ............................................................................................................. 120 

7.5 Findings ............................................................................................................................. 123 

7.5.1 Surveys ....................................................................................................................... 123 

7.5.2 Concept Maps ............................................................................................................. 126 

7.5.3 Document Analysis .................................................................................................... 126 

7.6 Discussion and Lessons Learned ....................................................................................... 132 



 viii 

Chapter 8 Climate in STEM for LGBTQIA+ Individuals: Development of a Visibility Campaign.
..................................................................................................................................................... 135 

8.1 Introduction ....................................................................................................................... 135 

8.2 Action Research Cycle 1 ................................................................................................... 138 

8.2.1 Previous Literature ..................................................................................................... 138 

8.2.2 Implementation ........................................................................................................... 141 

8.2.3 Assessment ................................................................................................................. 143 

8.2.4 Data Analysis.............................................................................................................. 145 

8.2.5 Demographics of Participants..................................................................................... 146 

8.2.6 Results – Climate in STEM ........................................................................................ 148 

8.2.7 Results – Impacts of STEM Pride .............................................................................. 150 

8.2.8 Reflection ................................................................................................................... 151 

8.3 Action Research Cycle 2 ................................................................................................... 153 

8.3.1 Implementation ........................................................................................................... 153 

8.3.2 Assessment ................................................................................................................. 153 

8.3.3 Focus Group Analysis ................................................................................................ 154 

8.3.4 Researcher Positionality ............................................................................................. 155 

8.3.5 Participant Demographics .......................................................................................... 155 

8.3.6 Survey Results – Climate in STEM............................................................................ 158 

8.3.7 Focus Group Results – Climate in STEM .................................................................. 162 

8.3.8 Impacts of STEM Pride .............................................................................................. 175 

8.4 Discussion ......................................................................................................................... 178 

8.4.1 Limitations .................................................................................................................. 181 

Chapter 9 Reflection and Recommendation for Changes to STEM Education Practice ............ 183 

9.1 Discussion ......................................................................................................................... 183 

9.2 Improving Computer Programming Education for BME.................................................. 184 



 ix 

9.3 Improving the Climate in STEM for Queer Individuals ................................................... 188 

Chapter 10 Conclusions .............................................................................................................. 194 

10.1 Conclusions ..................................................................................................................... 194 

10.2 Aim 1: Generalizability of Results for Studying Cardiovascular Aging: Analysis of 
Naturally Aged Mouse Model. ................................................................................................ 194 

10.3 Aim 2: Generalizability of Results for Studying Cardiovascular Aging: Impact of 
Isoflurane Anesthesia with Angiotensin-II Infused Mice ....................................................... 195 

10.4 Aim 3: Instructional Practices for Teaching Computer Programming: Applying Research-
based Teaching Strategies ....................................................................................................... 196 

10.5 Aim 4: Climate in STEM for LGBTQIA+ Individuals: Development of a Visibility 
Campaign ................................................................................................................................ 196 

Appendices .................................................................................................................................. 198 

Appendix A: IntroCAD Survey Questions ................................................................................. 199 

Appendix B: STEM Pride Likert-type Scale Survey Questions ................................................. 205 

Bibliography ............................................................................................................................... 208 



 x 

List of Tables 

Table 2-1. Pressure and diameter based metrics for vascular stiffness, adapted from [31]. dsys and 
ddias are systolic and diastolic diameter, respectively. Psys and Pdias are systolic and diameter, 
respectively. *Distensibility and compliance can be estimated based on diameter or area change, 
based on imaging modality and resolution [26]. ........................................................................... 16 

Table 4-1.  fold increases in systolic pressure (γ) and thickness (ℏ) with AngII-infused mice. ... 68 

Table 4-2. Ranking of each AngII-infused mice in comparison to the other AngII-infused mice. 
*,**, and *** and green, orange, and red shading correspond to smallest, medium, and largest 
values. ........................................................................................................................................... 76 

Table 7-1. Learning outcomes and the corresponding module element designed to meet that 
outcome. ...................................................................................................................................... 107 

Table 7-2. Student demographics for those enrolled in IntroCAD (N=13) ................................ 108 

Table 7-3. Description of how four of the lab core components were included in each activity.
..................................................................................................................................................... 114 

Table 7-4. Implementation of Project Phases framework from Aalborg University in IntroCAD 
[9]. ............................................................................................................................................... 117 

Table 7-5. Deliverables for the team-based final project along with the learning outcome they 
fulfill, guidelines given to students, and grading criteria............................................................ 119 

Table 7-6. Holistic scoring rubric adapted from Besterfield-Sacre et al. [220] .......................... 122 

Table 7-7.  Results of perceived increase in knowledge and confidence from Likert-scale 
questions out of 5 from the post-module survey. Mean +/- standard deviation and median are 
shown. ......................................................................................................................................... 124 

Table 7-8 Implementation of PBL components into the final design project. ............................ 133 

Table 7-9. Implementation of scaffolding into IntroCAD. ......................................................... 133 

Table 8-1. Demographics of survey respondents at timepoint 1 (pink) and timepoint 2 (orange) 
and survey respondents who actively engaged with the STEM Pride initiative (right).............. 147 

Table 8-2. Demographics of survey participants and participants who engaged with the initiative 
at timepoint 3. ............................................................................................................................. 157 



 xi 

Table 8-3. Demographics of focus group participants. Participants were assigned aliases to 
protect their identities. ................................................................................................................ 158 

Table 8-4. Significant demographics of the three clusters identified for timepoint 3. ............... 161 

 

 



 xii 

List of Figures 

Figure 1-1. The action research cycle, adapted from [3], [7]. ........................................................ 2 

Figure 2-1. Insidious positive loop between structural stiffness and blood pressure from [22]. .... 8 

Figure 2-2. Reflective waves reach the aortic inlet earlier in the cardiac cycle with stiffer vessel 
from [27]. ........................................................................................................................................ 9 

Figure 2-3. Non-linear stress-strain relationship of vascular tissue with contributions of elastin 
and collagen labeled from [31]. .................................................................................................... 10 

Figure 2-4. Pulse amplification down the aorta. The magnitude of which decreases with 
increased age and structural stiffness from [45]. .......................................................................... 13 

Figure 2-5. Clinical assessment of cf-PWV involves measurements of pressure transit time (∆t) 
and length (∆L) from [46] ............................................................................................................. 14 

Figure 2-6. Augmentation pressure is the pressure increase from reflective waves from [46]. ... 15 

Figure 3-1. Action research cycle to improve the lack of generalizability of mouse models for 
vascular aging research. In this study, we stop after the reflection point with recommendations 
based on this first iteration of the cycle. Future studies should continue this work with further 
iterations. ....................................................................................................................................... 24 

Figure 3-2. Pressure-diameter curves for the ascending thoracic aorta (ATA) of young (dashed 
line) and old (solid lines) adult subjects with corresponding values of in vivo axial stretch (λz, 
from literature data) and circumferential stretch (λθ, iteratively calibrated). Linearized stiffness 
(red lines) were used in our FSI simulations. For the humans (top), curves are recreated from 
best-fit values of the 8 material properties from [35] with in vivo circumferential stretches 
adjusted until in vivo mean pressures corresponded with in vivo mean diameters. For the mice 
(bottom), the pressure-diameter curves were measured directly in vitro, with best-fit values of the 
material parameters determined via nonlinear regression of the biaxial data. .............................. 28 

Figure 3-3. ATA inflow waveforms (mL/s) and associated values of CO (L/min). ..................... 31 

Figure 3-4. A: 3D models of the aorta and main branches for each subject along with body mass, 
height (for humans), and aortic length. Percent differences between young and old adults for 
each species is shown for mass and aortic length. Anatomical models are shown in the same 
scale between age groups, but not between species. B: Percent changes in inner diameter by 
region (proximal (pDTA) and distal (dDTA) descending thoracic aorta, suprarenal abdominal 
aorta (SAA), and infrarenal abdominal aorta (IAA)) of the aorta in comparison to the young 
ascending thoracic aorta (ATA) diameter for both species. ......................................................... 35 



 xiii 

Figure 3-5. Regional circumferential (Cθθθθ) and axial (Czzzz) material stiffness and wall 
thickness h for young adult and old adult humans (top) and mice (bottom) for five locations 
along the aorta (ascending thoracic aorta (ATA), proximal (pDTA) and distal (dDTA) 
descending thoracic aorta, suprarenal abdominal aorta (SAA), and infrarenal abdominal aorta 
(IAA)). The percentages indicate changes with aging relative to the young value. Note that the 
ATA stiffened the most with aging in humans (cf. [91]) whereas the DTA stiffened the most with 
aging in mice. ................................................................................................................................ 37 

Figure 3-6. Total resistance RTOT and compliance CTOT broken into components of the central 
(3D) and peripheral vasculature. ................................................................................................... 38 

Figure 3-7. Volume rendering of blood velocity at peak systole for the humans (left) and mice 
(right), with pressure and flow waveforms at three sites along the aorta (ascending thoracic aorta 
(ATA), descending thoracic aorta (DTA), and infrarenal abdominal aorta (IAA)) (center). ....... 39 

Figure 3-8. Validation of hemodynamic results using pressure data. For humans, the simulated 
left subclavian artery pressure (solid red line) compared well with systolic and diastolic pressure 
cuff values (dashed black lines). For the mice, simulated ascending thoracic aortic (ATA) flow 
waveforms (solid red lines) compared well with experimental data from multiple subjects 
(dashed lines). ............................................................................................................................... 40 

Figure 3-9. Computed values of mean arterial pressure (MAP) for five aortic locations 
(ascending thoracic aorta (ATA), proximal (pDTA) and distal (dDTA) descending thoracic aorta, 
suprarenal abdominal aorta (SAA), and infrarenal abdominal aorta (IAA)) and an iliac artery for 
all four primary study groups, all showing modest changes proximal to distal. .......................... 41 

Figure 3-10. Pulse pressure amplification manifests in the human aorta, but not the mouse. ...... 42 

Figure 3-11. Aorto-iliac PWV (left) and spatially weighted averages of structural aortic stiffness 
(right) for the humans and mice. Percent difference from young to old are indicated for both 
species. Baseline values for the young subjects were 6.9 m/s for human and 3.2 m/s for mouse 
PWV and 1195.7 and 15.3 for human and mouse structural stiffness. ......................................... 43 

Figure 4-1. Action research cycle for improving the generalizability of results from murine 
studies with AngII-infused mice and isoflurane anesthesia. In this study, we stop after the 
reflection stage with recommendations for improving experiments and continuing the cycle. ... 51 

Figure 4-2. Iterative workflow to estimate awake vascular state from fully-calibrated 
anesthetized computational models. ............................................................................................. 57 

Figure 4-3. Iterative changes in computational parameters to estimate awake conditions for 
mouse A1 with k=0 being the tuned anesthetized model and k=4 being the tuned awake model. 
Top left: pressure-curve reconstructed from ex vivo experimental parameters with (P(k), d(k))n. 
Top right: tail outlet waveforms with awake systolic and diastolic measurements and 5% 
tolerance. Bottom left: differences in total resistance (dashed) and compliance (dotted) with 5% 
tolerance. Bottom right: relative error for systolic and diastolic tail pressures. ........................... 60 



 xiv 

Figure 4-4. A. Imposed inlet boundary condition with flow waveforms (left) and cardiac output 
(right). B. Good agreement between anesthetized models and experimental data, shown with 
ATA pressure waveforms (left) and LCCA and IAA mean flows where available (right). ......... 62 

Figure 4-5. Computational (cross-hatched) and experimental (open) awake systolic (top) and 
diastolic (bottom) tail pressures were tuned to be within 5% difference. ..................................... 63 

Figure 4-6. Peripheral (top), central (middle), and total (bottom) resistance (left) and compliance 
(right) for controls (blue) and AngII-infused (red) mice for both anesthetized (solid) and awake 
(cross-hatched) computational models. ........................................................................................ 64 

Figure 4-7. Inner diameter for anesthetized and awake models. Top: Upper portion of 3D 
computational domain for awake (green) and anesthetized (red) for representative control and 
AngII-infused mice. Bottom: Inner diameter for each aortic region and a CCA for anesthetized 
(solid) and awake (cross-hatched) models for each mouse. ......................................................... 65 

Figure 4-8. Vascular structure for each mouse under anesthetized (solid) and awake (cross-
hatched) conditions. ...................................................................................................................... 67 

Figure 4-9. Effects of anesthesia and AngII-infusion on regional blood pressure. A. Mean and 
pulse pressure for 5 aortic regions, a CCA, and tail for anesthetized (solid) and awake 
(crosshatched). B. Pressure waveforms for 5 aortic regions for each awake AngII-infused mouse 
compared to C3 normalized to the same mean pressure and cardiac cycle length with ATA and 
IAA pulse pressure marked. .......................................................................................................... 69 

Figure 4-10. Flow waveforms for four locations in the aorta. ...................................................... 70 

Figure 4-11. Visualization of the effects of acute isoflurane administration on tail pressure of 
control and AngII-infused mice created from average anesthetized (computational) and awake 
(experimental) mean and pulse tail pressure of control (blue) and AngII-infused (red) mice. .... 73 

Figure 6-1. Social-Psychological Theory for higher education adapted from [146], [147]. ........ 89 

Figure 6-2. Impact of stereotypes associated with success in STEM and individual identities on 
STEM outcomes, from  [187]. ...................................................................................................... 95 

Figure 7-1. Action research cycle for improving teaching practices for computer programming to 
BME students. ............................................................................................................................. 101 

Figure 7-2. Schematic of module schedule with lectures (orange), labs (green), and final project 
(blue) indicated. .......................................................................................................................... 107 

Figure 7-3. Workflow of Lab 3: Quantifying Tumor Area. Students were given the original 
image and needed to conduct sequential code-based image processing steps to isolate and 
quantify the area of a brain tumor using two different methods. Students then answered questions 
related to the validity of both methods. ...................................................................................... 110 



 xv 

Figure 7-4. Representative final project submission. For this project, the team segmented and 
quantified cystic kidney stones. The team used thresholding based on average intensity values to 
isolate the kidney stones and spine from the original image, opening to isolate the spine, and then 
image subtraction to isolate the kidney stones. Image processing techniques not covered in class 
lectures or labs are shown in red. ................................................................................................ 118 

Figure 7-5. Mean and standard deviation for responses from 5-point Likert-type scale questions 
concerning confidence and usefulness of computer programming and image processing at 
timepoints 1 and 2. Significant gains are indicated through *, where p<0.05. ........................... 124 

Figure 7-6. Concept map scores for all students that completed the assessment pre-, mid-, or 
post-module. A significant increase was found between pre- and post-module. ........................ 126 

Figure 7-7. Concept maps from Alicia, who demonstrated high growth in concept map holistic 
score pre- to post-module. ........................................................................................................... 128 

Figure 7-8. Concept maps from Tara, who demonstrated minimal growth in concept map holistic 
score pre- to post-module. ........................................................................................................... 131 

Figure 8-1. Action research cycle for improving the climate in STEM for members of the queer 
community. ................................................................................................................................. 136 

Figure 8-2. Data collection and action research timeline. Data collection occurred via surveys at 
three time points and via two focus groups at the last time point. Number of participants for each 
time point is included: N is the number of survey participants, Nfollowers is the number of survey 
participants who actively engaged with the STEM pride initiative, N1 is the number of 
participants at the first focus group, and N2  is the number of participants at the second focus 
group. .......................................................................................................................................... 138 

Figure 8-3. Queer STEM identity model from [243]. ................................................................. 140 

Figure 8-4. Example post from the STEM Pride Instagram. Post one (TOP) focuses on the 
individual's interests, goals, and accomplishments. Post two (BOTTOM) focuses on the 
individual's relationship with the LGBTQIA+ community. ....................................................... 142 

Figure 8-5. Communities that affect sense of belonging and identity for queer people in STEM at 
a university. In this study, we assessed belonging and identity to the STEM field, queer 
community, and the university. ................................................................................................... 144 

Figure 8-6. Mean responses to Likert-type scale questions about sense of belonging (LEFT) and 
identity (RIGHT) with STEM field, queer community, and university for the first (purple) and 
second (orange) timepoints. P-values from inference testing are indicated with stars. .............. 148 

Figure 8-7. Comparison of sense of belonging and identity between identified clusters for 
timepoint 1 (top; purple) and timepoint 2 (bottom; orange). Timepoint 1 was separated into two 
clusters with undergraduate students (cluster 1 – solid bar) and graduate students (cluster 2 – 
striped bar). Timepoint 2 was separated into two clusters with gay male graduate students 



 xvi 

(cluster 1 – solid bar) and bisexual or lesbian female undergraduate students (cluster 2 – striped 
bar). ............................................................................................................................................. 149 

Figure 8-8. Perceived impact of STEM pride on sense of belonging and identity from survey 
participants who actively engaged with the initiative (Nfollowers = 13 and 18 for timepoints 1 and 2 
respectively) at timepoint 1 (purple) and 2 (orange). ................................................................. 150 

Figure 8-9. Sense of belonging and identity with STEM field, queer community, and university 
for all three timepoints (TOP) and for timepoint 3 with significant differences between constructs 
indicated (BOTTOM). ................................................................................................................ 159 

Figure 8-10. Sense of belonging and identity with STEM field, queer community, and university 
for each of the three clusters identified for time point 3. ............................................................ 162 

Figure 8-11. Visual representation of focus group analysis with queer theory and queer in STEM 
identity framework. Aspects of STEM culture enforce cis- and hetero-normativity, causing a 
chilly climate in STEM for and marginalization of queer individuals (gray), resulting in isolation, 
negative personal effects, and the need to navigate competing identities. ................................. 163 

Figure 8-12. Visual representations of groups of people that participants discussed considering in 
terms of being out: coworkers, family, friends, and acquaintances with four examples based on 
participants: out to everyone, out to close social contacts (i.e., not to family or coworkers), out to 
everyone but family, and out to close contacts (i.e., out based on emotional closeness regardless 
of sphere). ................................................................................................................................... 173 

Figure 8-13. Perceived impact of the STEM Pride initiative on metrics of sense of belonging and 
identity at all three time points.................................................................................................... 176 

 

 



 xvii 

List of Appendices 

 

Appendix A: IntroCAD Survey Questions ..................................................................................199 

Appendix B: STEM Pride Likert-type Scale Survey Questions ..................................................205 

 

 



xviii 
 

Abstract 

Action research is a form of research with the goal of improving standards of practice. In 

this thesis, action research was used to address practical issues within experimental methods for 

hypertension research and interventions for STEM education, including through defining the 

problem to be addressed, implementing a solution, assessing impacts, and providing 

recommendations for future improvements. 

Hypertension is highly prevalent and leading contributor to death worldwide. A positive 

feedback loop that relates structural stiffness and hypertension, whereby stiffness increases in 

response to hypertension and causes further increases in blood pressure, is hypothesized to 

promote end-organ-damage, which contributes to the development of cardiovascular, 

renovascular, and neurovascular disorders. The relationship between hypertension, vascular 

stiffness, and organ damage is an important research focus for the potential development of 

therapies and diagnostic tools. This is difficult to investigate in humans due to limitations in non-

invasive measurements, so murine experiments are commonly used. Action research can help 

maximize the clinical relevance of murine studies through optimization of experimental design. 

Specifically, our work investigated the impact of experimental conditions on metrics of 

hemodynamics and vascular structure using fluid-structure-interaction modeling of the central 

vasculature. 

In the first aim, we investigated the similarities and differences in hemodynamics and 

vascular structure between young and old humans and mice. This led to insights into the 

appropriate use of the naturally aged mouse to study cardiovascular aging and potential targets for 



xix 
 

development of novel mouse models. In the second aim, a computational workflow was developed 

to estimate awake hemodynamics and investigate the effects of anesthesia on control and 

hypertensive mice. We found that isoflurane anesthesia has a more profound effect on angiotensin-

II infused mice than controls, which may skew the results of research studies that characterize 

hemodynamics with this model. Future studies should consider using alternative anesthetics or 

computationally adjusting results of studies with angiotensin-II infused mice under isoflurane 

sedation. 

Computer programming is a highly sought after skill for BME graduates, but undergraduate 

students often struggle with knowledge of and attitudes towards the field. Action research can aid 

in the incorporation of research-based instructional strategies into practice, which can improve 

student outcomes. In the third aim, a short module was developed to improve BME undergraduate 

student’s conceptual knowledge of and attitudes towards computer programming. Project-based 

learning (PBL) and scaffolding were implemented through lectures with active learning activities, 

labs with open-ended extra credit, and a final project. Students exhibited gains in conceptual 

knowledge and confidence with the material from pre- to post-course. Future improvements 

include expanding to a semester course, increasing the difficulty of extra credit and project, and 

incorporating additional connections to practice.  

The climate in STEM towards members of the queer community has been previously 

described as chilly, which leads to lower retention and higher rates of mental health issues and 

closeting. In the fourth aim, action research and queer theory were applied to develop a visibility 

campaign, STEM Pride, to highlight the interests, achievements, and connections to the queer 

community of queer individuals in STEM. The impacts of the initiative were assessed, the climate 

was characterized, and additional needs of the community were identified through surveys and 
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focus groups. Future improvements include moving to more than one platform, increasing 

advertising efforts, hosting additional education events, highlighting the fluidity of identity, and 

advocating for additional safety signals in academic spaces. 
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Chapter 1 Introduction 

1.1 Action Research 

Action research is a form of research traditionally used in social sciences with the goal of 

improving standards of practice [1]–[4]. The basis for action research is solving an immediate 

problem, and it can be viewed as a framework for decision making [5], [6]. As opposed to 

traditional research, the insights gained from action research are directly used to inform best 

practices, as well as gaining general knowledge about the systems in place. This knowledge gained 

is subjective based on the context in which it was developed, which employs a post-modernist 

view of the relativity of knowledge [3], [4]. Often in action research, the researcher is also the 

practitioner, i.e., an educator refining their teaching strategies. Forms of action work further 

increase the participatory nature by including research participants in the research process [2]. 

Action research is a circular process, where the solution to a problem is iteratively improved upon. 

This is depicted in Figure 1-1, where 1) an issue in practice is observed and defined, 2) a plan is 

developed and implemented to address the issue, and 3) the intervention is assessed and the 

researcher reflects on further improvements, which starts the cycle over again [4].  
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Figure 1-1. The action research cycle, adapted from [3], [7]. 

To better understand the process of action research, consider a professor who wants to 

improve upon their practice in the classroom. This professor starts by characterizing the classroom 

environment and identifying issues that need to be addressed. They observe their students and 

search in literature for strategies employed by others to resolve the issue. The professor will then 

make an informed change to their teaching practices. The effects of this will be assessed, and the 

professor reflects on the adaptation, which leads to the identification of further issues or areas of 

improvement. This process of iteratively improving their teaching strategies continues, which not 

only gives insights into best-practices but also gathers knowledge about the issue at hand. Contrary 

to traditional research practices, critical personal reflection is a key process in action research [1]. 

Because the researcher is an active participant (i.e., an insider) in the practice, this personal 

reflection leads to further identification of problems associated with intervention to which 

someone who does not engage in the practice (i.e., an outsider) may be blind [2]. For example, an 

educational theorist may present a solution to a professor’s problem that is not feasible in practice 

because of large class sizes or limited time with students. In action research, the researcher is both 

the theorizer and practitioner, closing the gap between theory and practice [2].  
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Different forms of action research have been defined based on their key goals, which 

include technical, practical, and critical [2]. The goal of technical action research is to improve the 

outcomes of practice, like in an experimenter improving their research procedures to ensure 

generalizable knowledge [7]. Technical action research has been applied previously in engineering 

design [8]–[11]. Practical action research focuses on improving the processes involved in practice, 

like a professor improving their teaching strategies or a medical professional improving their 

interventions with patients [2]. Practical action research has been used in engineering education 

[12]–[14] and in industry engineering processes [6], [11], [15]. Critical action research uses critical 

theory and action research to promote change to oppressive systems [2], [4]. Identifying the 

negative societal forces on an individual is key in critical action research. For example, a professor 

that uses critical action research to improve inclusivity would analyze and create interventions to 

address the societal and historical factors that lead to the marginalization of groups of students in 

their classroom [2]. Critical action research has been used, albeit not frequently, in engineering 

education research to promote inclusivity [16]. 

1.2 Project Scope 

In this work, all three described types of action research were applied to the field of 

engineering. First, technical action research was used to improve the generalizability of murine 

models for hypertension research to human disease. Computer modeling approaches were used to 

analyze current experimental strategies for murine studies of hypertension. Secondly, practical 

action research was used to improve the teaching practices for computer programming skills for 

biomedical engineering students. Finally, critical action research was used to improve the climate 

of STEM education for LGBTQIA+ students. For each of these applications, this work describes 
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the stages in the action research cycle that were addressed, including defining the problem, 

implementation of a plan, and reflection, and makes recommendations for future iterations.  

This thesis is structured as follows: 

Chapters 2-5: Technical Action Research for Murine Models of Hypertension 

Chapter 2: Introduction to Hypertension Research. Discussion of hypertension 

pathophysiology, limitations of experimental methods for studying in vivo disease 

conditions, considerations for use of murine models, and background of fluid-solid-

interaction (FSI) modeling for the cardiovascular system. 

Chapter 3: Generalizability of Results for Studying Cardiovascular Aging: Analysis 

of Naturally Aged Mouse Model. Computational models of young and old humans and 

mice were built and calibrated from experimental and population-based data. The effects 

of aging on regional and global hemodynamics and vascular structure were examined to 

determine species-related differences. 

Chapter 4: Generalizability of Results for Studying Hypertension: Impact of 

Isoflurane Anesthesia with Angiotensin-II Infused Mice. A computational workflow 

was developed to estimate the awake conditions of and account for the differential effects 

of isoflurane anesthesia on angiotensin II-infused mice. Awake computational models were 

compared to analyze the impact of angiotensin II-infusion on aortic structure and 

hemodynamics.  

Chapter 5: Reflection and Recommendation for Changes to Experimental Practice 

Chapters 6-9: Action Research for STEM Education  
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Chapter 6: Introduction to Interventions for STEM Education. Background of social-

psychological theory, student-centered STEM education, climate in STEM for 

underrepresented groups, and discussion of research-based educational strategies.  

Chapter 7: Instructional Practices for Teaching Computer Programming: Applying 

Research-based Teaching Strategies. A 3-week, 1-credit short course was developed 

incorporating project-based learning and scaffolding to increase student perceptions of, 

confidence in, and conceptual understanding of computer programming. The effects of the 

educational strategies were assessed using concept maps and surveys. 

Chapter 8: Climate in STEM for LGBTQIA+ Individuals: Development of a 

Visibility Campaign. A social media initiative to increase visibility and awareness was 

created to improve the climate of LGBTQIA+ individuals in STEM. The effects of this 

initiative on participants were assessed through a survey and focus groups.  

Chapter 9: Reflection and Recommendation for Changes to STEM Education 

Practice  

Chapter 10: Conclusions 
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Chapter 2 Introduction to Hypertension Research  

2.1 Motivation 

Hypertension is defined as consistently elevated blood pressure, specifically when systolic 

blood pressure is greater than 130 mmHg or diastolic blood pressure is greater than 80 mmHg [17]. 

Factors that contribute to the development of hypertension include poor lifestyle, including high 

sodium diet, lack of exercise, and tobacco and alcohol use; genetic factors; and other conditions, 

such as diabetes, kidney disease, renal artery stenosis, sleep apnea, and autoimmune diseases [18], 

[19]. One-hundred and sixteen million people, nearly half of the adult population in the United 

States, have diagnosed hypertension [17]. Furthermore, hypertension is a precursor of organ 

damage, including in the heart, brain, and kidneys, and other cardiovascular diseases (CVD), 

including heart disease, heart failure, and stroke [20], [21]. Because of these, hypertension is a 

leading contributor to death worldwide, including to 670,000 deaths in the United States in 2020 

[17]. 

 There is a documented positive feedback relationship between hypertension and arterial 

stiffening that may be a root cause of the cardiovascular sequelae accompanying hypertension 

[22], [23]. There is a need to investigate the structural vascular changes associated with increasing 

blood pressure and further alterations in hemodynamics that contribute to organ damage. Such 

information may lead to advances in clinical diagnoses, stratification, and treatment strategies. 

However, it is difficult to obtain high resolution and high accuracy measurements for 

hemodynamics and arterial stiffening in vivo with clinical metrics from human subjects. Animal 
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models, specifically murine models, give researchers the necessary spatial and time resolution 

through the use of invasive and ex vivo techniques.  

Despite the experimental advantages of murine models, the differences between humans 

and mice may limit their ability to be used to gather information about the human disease state 

[24]. Careful experimental design must be used to ensure that results from murine experiments are 

generalizable. Technical action research can be used to optimize the experimental design practices 

to ensure this generalizability. In this work, the impact of experimental design decisions (i.e., the 

field “solutions” for studying hypertension in mice) on resulting hemodynamics are analyzed using 

computational modeling, leading to recommendations for best practices for murine experiments. 

Fluid-solid-interaction (FSI) models of the cardiovascular system were built from the results of 

experimental murine to explore in vivo hemodynamic and structural effects of hypertension and 

the impact of experimental decisions on the applicability of results to the human disease state. In 

this chapter, I will define the issue being addressed via action research and discuss the methods 

used to analyze current solutions. Below you will find a discussion of hypertension 

pathophysiology and vascular stiffness, clinical metrics for examining blood pressure and vascular 

stiffness, considerations for murine hypertension experiments, and computational techniques. 

2.2 Hypertension and Vascular Stiffness  

 Progression of hypertension and its contribution to other CVD is hypothesized to be caused 

by an insidious positive feedback relationship with increased stiffness of the central vasculature 

(Figure 2-1), in which hypertension is both a cause of and contributor to this increase in stiffness 

[22]. Briefly, an increase in blood pressure is accompanied by an increase in circumferential stress 

on the vascular wall. There is a homeostatic response to mitigate this stress with an increase in 

vascular thickness, which stiffens the vascular wall [22], [23]. Increased stiffness affects global 
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hemodynamics reflecting pressure waves earlier in the cardiac cycle, which augments systolic 

blood pressure (Figure 2-2) [21], [23], [25]. Further, increases in structural stiffness reduce the 

sensitivity of baroreceptors, thereby diminishing the ability to maintain homeostatic control of 

blood pressure [21]. Vessel stiffness can be described in two ways: material stiffness, which is the 

intrinsic properties of its components, and structural stiffness, which considers the vessel thickness 

along with material stiffness and is indicative of these alteration in hemodynamics [26]. 

 

Figure 2-1. Insidious positive loop between structural stiffness and blood pressure from [22]. 
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Figure 2-2. Reflective waves reach the aortic inlet earlier in the cardiac cycle with stiffer vessel from [27]. 

Vascular stiffening has been observed to precede systemic hypertension, typically in 

response to conditions that alter the molecular structure of the arterial wall, including aging, 

connective tissue disorders, and increased inflammation [28]. The material stiffness of a vessel is 

dependent on the content and organization of its molecular components, which vary based on type 

of vessel and location relative to the heart. The main molecules that contribute to passive vascular 

material stiffness are elastin and collagen, which give vessels a nonlinear stress-strain relationship, 

as seen in Figure 2-3 [29]–[31]. Elastin is responsible for the elasticity of the vessel wall, seen 

more at low strains, while collagen is primarily responsible for the material strength and load 

bearing capacity, seen more at higher strains [29]. Collagen fiber arrangement, content, and degree 

of crosslinking has a large effect on vascular stiffness [30]. Collagen fibers are arranged into 

families based on directionally in the arterial wall, including circumferentially, axially, and 

diagonally, which causes the arterial wall to be anisotropic [26], [30], [32], [33]. The content and 

organization of elastin and collagen varies along the length of the aorta, causing regionally varying 

tissue properties [34], [35].  Elastic arteries (as opposed to muscular arteries) are more proximal 

to the heart and have a higher ratio of elastin to collagen fibers [29]. The elastic properties of which 
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are important for maintaining healthy hemodynamics, especially in the ascending thoracic aorta 

(ATA). The ATA expands during systole in response to the increase in blood volume, and the 

elastic properties cause it to recoil during diastole, which aids in distal blood flow and dampens 

the pulse pressure heading to peripheral capillary beds [21], [29].  

 

Figure 2-3. Non-linear stress-strain relationship of vascular tissue with contributions of elastin and collagen 
labeled from [31]. 

Arterial stiffening is caused by growth and remodeling of the arterial wall. Collagen fibers 

are constantly degraded and deposited in the arterial wall based on mechanosensing of vascular 

cells [29], [30]. With an increase in stress associated with hypertension, more collagen fibers are 

deposited than degraded in the wall, causing an increase in collagen content. In addition to collagen 

content, hypertension also alters collagen organization and crosslinking, which also impacts 

material stiffness [36]. In contrast to collagen fibers, the majority of elastin fibers are synthesized 

during gestational growth and early childhood. In normotensive conditions, elastin fibers are 

durable and maintain their integrity in the vessel wall. However, the half-life of elastin is around 
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40 years [37], so elastin starts to degrade with age. Furthermore, increased cyclic load, e.g. with 

hypertension, can lead to elastin fragmentation and degradation [38]. Elastin fiber degradation 

decreases the elastic potential of the arterial wall, but the fibers are also replaced with collagen, 

which further increases material stiffness [39]. These instances of vessel remodeling often promote 

vessel thickening, causing further increases in structural stiffness. 

 Alterations in hemodynamics from increased structural stiffness cause end-organ damage 

and further pathology, contributing to hypertension-related mortality [21]. With vascular 

stiffening, the expanding and recoiling of the ATA is impaired, and peripheral vasculature is 

exposed to higher pulse pressures, damaging the capillary beds of low resistance organs, mainly 

the brain and kidneys [21]. Changes in wave reflection with vascular stiffening discussed earlier 

(Figure 2-2) promote cardiac damage. Subendocardial perfusion occurs predominantly in the 

diastolic phase of the cardiac cycle; in the healthy vasculature, pressure wave reflections reach the 

aortic inlet during early diastole, which increases pressure and drives coronary perfusion. When 

wave reflections arrive earlier in the cardiac cycle due to stiffening, the perfusion pressure gradient 

that drives coronary artery filling is decreased and cardiac afterload is increased [23]. High 

afterload also increases cardiac work and left ventricular stress, potentially leading to hypertrophy 

of the left ventricle and increasing metabolic demand of the myocardium  [25], [39], [40].  

2.3 Clinical Measurements for Hypertension and Vascular Stiffness 

 Given the relationship between vascular stiffness, hemodynamics, and cardiovascular 

mortality, there is a need for experimental studies that relate in vivo blood pressure and vascular 

stiffness. In humans, metrics related to aortic pressure and stiffness are difficult to obtain, either 

requiring invasive procedures or applying assumptions to use indirect, non-invasive 

measurements. Furthermore, these measurements often do not have the time or spatial resolution 
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necessary to gather key insights pertaining to progression of hypertension or the effects of vascular 

stiffening.  

 In terms of pressure, invasive catheterization is necessary to directly obtain central aortic 

pressure waveforms. This is typically not performed on healthy human subjects because of 

discomfort and risk, so non-invasive measurement techniques are often used on peripheral arteries. 

Such techniques include brachial artery cuffs, applanation tonometry, and ultrasound [41]. 

Clinically, systolic and diastolic blood pressure values are obtained from the brachial artery using 

a sphygmomanometer (cuff). Both applanation tonometry and ultrasound techniques utilize the 

movement of the arterial wall and blood pressure cuff measurements to estimate peripheral 

pressure waveforms [41]. No matter the non-invasive method, pressure is measured from the 

peripheral artery and assumed to correlate to the central arterial pressure. However, pulse pressure 

increases distally from the aortic inlet in a manner dependent on the structural properties of the 

aorta (Figure 2-4), so pulse pressure will be higher in the peripheral arteries and the difference will 

be smaller in stiffer arteries [42]. The FDA approved Sphygmocor applies a transfer function to 

estimate the central blood pressure waveform from the brachial artery pressure waveforms 

obtained via tonometry [43]. Schultz et al. (2020) found that the Sphygmocor underestimated 

systolic pressure compared to invasive measurements, and the difference was larger with higher 

systolic pressure [44]. Invasive catheter measurements are currently the only way to guarantee 

accurate central arterial pressure in all subjects. 
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Figure 2-4. Pulse amplification down the aorta. The magnitude of which decreases with increased age and 
structural stiffness from [45]. 

 Aortic tissue properties can only truly be captured through material testing of excised 

vascular tissue. However, even with such mechanical testing, the in vivo mechanical properties 

need to be interpreted from ex vivo measurements. In vivo structural stiffness can be estimated 

clinically from human subjects using available metrics, such as pressure and vessel diameter. Such 

clinical metrics include pulse wave velocity (PWV), augmentation index (AIx), and relationships 

between pressure load and vessel diameter, like distensibility or compliance [38], [46]. While these 

metrics have been previously shown to correlate to cardiovascular disease risk [39], their use as 

research tools for understanding the relationship between hypertension and structural alterations 

is limited by an inability to capture regional variations in stiffness and large operator variability. 

PWV is the current gold standard for the clinical assessment of stiffness and is based on the 

guiding principle that pulse waves travel faster in stiffer arteries [42]. Clinical PWV is assessed 

from speed of traveling pulse waves between two points in the vasculature, typically at the carotid 

and femoral arteries (cf-PWV) [46], [47]. cf-PWV is clinically measured by calculating the pulse 

transit time, estimated by the difference in times of the systolic upstroke of the cardiac cycle from 



 14 

pressure or volume waveforms, and the distance between measurement points, as seen in Figure 

2-5 [47]. PWV is related to vessel stiffness (E) through the Moens-Korteweg equation [47], seen 

in Equation 2-1. PWV has been previously found to correlate well with cardiovascular events and 

mortality [39]. Despite this, the efficacy of PWV as a tool for investigating aortic stiffening with 

hypertension has been previously examined [48]–[50]. Firstly, in the Moen-Korteweg equation, 

parameters such as vessel thickness and radius need to averaged over the length of the arterial 

system. Secondly, the distance used to clinically assess PWV is based on the measurement position 

on the skin and not aortic length [49]. This is especially problematic in older subjects, as the aorta 

becomes more tortuous with age [51]. Thirdly, not only does PWV not capture regional variations 

in vessel stiffness, previous studies have found that PWV underestimates aortic stiffness with 

larger regional variations [48]. Finally, there is high operator variability, especially when pressure 

waveforms are used to estimate transit time [47].  

 

Figure 2-5. Clinical assessment of cf-PWV involves measurements of pressure transit time (∆t) and length (∆L) from 
[46] 
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𝑃𝑃𝑊𝑊𝑊𝑊 =
∆𝐿𝐿
∆𝑡𝑡
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Equation 2-1. Relation of clinical estimation of PWV to vessel stiffness via the Moens-Korteweg equation [22]. E is 
vessel material stiffness, h is vessel thickness, ρ is blood density, and a is vessel inner radius. 

AIx uses the principles of backward wave reflections to the aortic root as a metric for average 

aortic stiffness [46]. As described previously, backward wave reflections arrive at the base of the 

aorta earlier in the cardiac cycle in a stiffer vessel, which augments systolic pressure [25]. AIx is 

calculated as the amplitude of this reflected wave, estimated by the difference in systolic peak 

pressures after peak blood flow (Figure 2-6) and known as augmentation pressure (AG) , divided 

by pulse pressure [31], [46]. Clinical determination of AIx requires analysis of the central pressure 

waveform, which, as discussed previously, is difficult to obtain. Non-invasive determination of 

AIx rely on tonometry measurements of a peripheral artery with a transfer function to account for 

pulse pressure amplification, like with the Sphygmocor device [52]. Invasive pressures from 

catheterization can be used to more directly calculate AIx. Previous studies have found that factors 

not related to arterial stiffness can affect AIx values, including heart rate [53] and LV myocardial 

shortening [52]. Studies also propose that AG may be a better indicator of arterial stiffness than 

AIx [52], [54]. 

 

Figure 2-6. Augmentation pressure is the pressure increase from reflective waves from [46]. 

Multiple clinical metrics relate the load, blood pressure, to the deformations, changes in vessel 

diameter or area, including distensibility (D), compliance (C), Peterson’s Modulus (Ep), and 
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stiffness index (β) [31]. D and C estimate the ability of the vasculature to respond to increased 

blood load, so they are inverse metrics for vessel stiffness (Ep and β) [31]. The relationships used 

to calculate these metrics can be seen in Table 2-1. As opposed to PWV and AIx, these measure 

local vessel properties and are not reflective of global aortic stiffness. Furthermore, due to the 

limited ability to measure central pressure non-invasively, these metrics are often taken from 

peripheral arteries, where pressure can be measured via tonometry or cuff and vessel diameter can 

be measured via Doppler Ultrasound [55]. Aortic stiffness can be estimated through these metrics 

with diameter measurements of the aortic region of interest and peripheral pressure measurements 

by negating the effects of pressure amplification; however, given the alterations in this 

amplification with age, this may not be an effective strategy for determining the effects of 

stiffening with age or hypertension[42]. 

Table 2-1. Pressure and diameter based metrics for vascular stiffness, adapted from [31]. dsys and ddias are systolic 
and diastolic diameter, respectively. Psys and Pdias are systolic and diameter, respectively. *Distensibility and 
compliance can be estimated based on diameter or area change, based on imaging modality and resolution [26]. 

Clinical Metric Relationship 
Distensibility 𝐷𝐷 = 𝑑𝑑𝑠𝑠𝑠𝑠𝑠𝑠−𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑠𝑠

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑠𝑠(𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠−𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑠𝑠)
* 

Compliance 𝐶𝐶 =  𝑑𝑑𝑠𝑠𝑠𝑠𝑠𝑠−𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑠𝑠
𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠−𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑠𝑠

* 

Peterson’s Modulus 
𝐸𝐸𝑝𝑝 =

(𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠 − 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑠𝑠)𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑠𝑠
𝑑𝑑𝑠𝑠𝑠𝑠𝑠𝑠 − 𝑑𝑑𝑠𝑠𝑠𝑠𝑠𝑠

=
1
𝐷𝐷

 

Stiffness Index 

𝛽𝛽 =
ln (

𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠
𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑠𝑠

)

(𝑑𝑑𝑠𝑠𝑠𝑠𝑠𝑠 − 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑠𝑠)/𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑠𝑠
 

2.4 Murine Experiments for Hypertension Research 

Due to difficulties in measuring central blood pressure and arterial stiffness in human 

subjects, animal models are often used. Furthermore, animal models increase experimental control, 

allowing researchers to independently examine factors related to hypertension and aortic stiffening 

without comorbidities or noise related to human subjects. Murine experiments are often used for 

cardiovascular disease research, as mice are inexpensive; have short, well-characterized life-spans; 
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and are relatively easy to manipulate genetically [26], [56]. Various factors impact the applicability 

of murine studies to human disease, including the disease model, background, and environmental 

conditions. 

Numerous murine models exist to study hypertension based on genetic manipulation and 

surgical or pharmacological intervention [57]. Common genetic murine models include the 

spontaneous hypertensive mouse (BPH/2Slg) and knockouts of genes relating to homeostatic 

control of blood pressure, including renin-aldosterone-angiotensin system (RAAS) and nitrous 

oxide (NO) synthesis [58]. Surgical induction of hypertension includes banding of the aorta or 

renal artery to increase resistance to blood flow [56]. Pharmacological induction of hypertension 

includes manipulation of blood pressure control, also through RAAS or NO synthesis, or 

increasing the amount of salt or fat content [56], [57]. Known differences between humans and 

mice can be used to develop disease models that more closely mimic the human condition. For 

example, given the half-life of elastin is around forty years [37] and the mouse lifespan is around 

2-3 years [59], elastin degradation does not contribute to natural mouse vascular aging. Based on 

this, aortic aging models have been developed that incorporate loss of elastin structural integrity, 

including infusion of elastases [60] and modification of genes related to elastin synthesis or 

structure, including elastin and fibulin-5 [32], [48], [61]. No matter the specific mechanism, these 

models rely on utilizing well-characterized causes of hypertension and, therefore, intrinsically 

cannot capture the clinical incidences of hypertension with unknown causes; furthermore, clinical 

presentation of hypertension is often combined with other cardiovascular risk factors, like diabetes 

and obesity, which is not taken into account with single phenotype mouse models [57].  

 In addition to the disease model, researchers need to consider the genetic strain, sex, and 

age of mice used. There are multiple inbred mouse strains (C57Bl6/N, 129SvPAS, etc.) commonly 
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used in research, in addition to mixed breeds of these [58]. Previous studies have found that 

normotensive blood pressure differs between mouse strain independent of other environmental 

factors [58], [62]. Similar to humans, cardiovascular phenotypes in mice show sex-based 

dimorphisms, including in the presentation and effects of hypertension [56]–[58]. In addition to 

analyzing differences between binary sexes, methods of blocking hormones, removing gonads, 

and intersex mouse models can be used to examine the role of sex-based characteristics in 

cardiovascular phenotypes [56]. The mouse lifespan has been extensively studied, characterized 

in terms of development stages, and related to the human lifecycle [59]. For example, it is known 

that a 2 year old C57Bl6/N mouse is approximately equivalent to a 69 year old human, which can 

be used when examining the effects of aging on cardiovascular physiology [59].  

 Environmental conditions can have a large impact on the results of cardiovascular studies. 

Of note, increasing frequency of handling for mice can reduce the amount of stress experienced 

during data collection [56]. This is especially important during awake blood pressure monitoring 

via tail blood pressure cuff, as increased stress can lead to overestimating resting blood pressure 

and heart rate [63]. Data collection requiring long measurement times; stillness of the animal, for 

example during imaging; discomfort; or invasive procedures require the application of anesthesia 

[64]. Choice and level of anesthetic can lead to inconsistencies in results [64], as can variations in 

temperature or physical conditions during data collection [56]. To improve generalizability of 

results from these studies, technical action research can be used to optimize experimental 

conditions. 

2.5 Computational Modeling Methodology 

 Computational blood flow modeling has emerged as an important tool to examine 

cardiovascular disease, as it allows researchers to analyze in vivo hemodynamics with higher 
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resolution than is feasible in experimental or clinical settings. FSI modeling involves the coupling 

of arterial wall motion with blood flow, which is necessary to examine the effects of changes in 

arterial structure on hemodynamics [65]. Other computational methods use a rigid-wall 

formulation, which reduces the computational time, complexity, and data collection necessary, but 

at the cost of accuracy to in vivo conditions and limited analysis potential [66]. In this work, we 

utilized the open-source finite-element modeling (FEM) software CRIMSON to create FSI models 

of the cardiovascular system consisting of a 3D domain containing the aorta and main branches 

coupled to reduced order Windkessel models at the outlets [66]–[68]. The CRIMSON software 

uses a coupled momentum model (CMM) to solve the weak form of the incompressible Navier-

Stokes equations for blood flow with a linear membrane model for the arterial wall [66], [67].  

To build computational models, the 3D domain is manually segmented from medical 

images and is discretized into tetrahedral element meshes. Boundary conditions must be applied 

to this domain to represent the inflow of blood, tissue properties, and truncated distal vasculature. 

Application of such boundary conditions should be dependent on the goals of computational 

analysis. A pulsatile flow waveform reconstructed from Doppler ultrasound or phase contrast 

magnetic resonance imaging (PC-MRI) can inform the inflow boundary condition. Reduced order 

heart models can also be utilized at the inlet to gain additional information pertaining to cardiac 

function; however, these require additional measurements, assumptions, and iterative tuning 

pertaining to left ventricular function [69], [70]. In this work, we are primarily interested in 

studying the vasculature system, so an inflow waveform was imposed at the aortic root.  

 Numerous constitutive relations have been established to model the biomechanical 

properties of the vasculature with various complexity. The simplest approximation assumes a 

linear stress-strain relationship, which allows stiffness to be captured with a single constant, the 
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Young’s Modulus (E). E is the ratio of stress applied by a specified load, in this case blood 

pressure, to the strain experienced by the vessel, in this case diameter or area change. E can be 

estimated from clinical metrics discussed in Clinical Measurements for Hypertension and Vascular 

Stiffness, for example with PWV and the Moens-Korteweg equation. However, as discussed 

previously, arterial tissue has known non-linear behavior [29]. Because we are interested in 

looking at arterial stiffening in depth, we used the four-fiber family model as the constitutive model 

for vascular tissue properties. The four-fiber family model incorporates the effects of four different 

collagen fiber orientations: circumferential, axial, and two diagonal angles [26], [71]. The strain 

energy density function (W) for the four-fiber family model can be seen in Equation 2-2. The 

parameters of W (c, c1i , c2i , 𝛼𝛼0) are fit for a region of vascular tissue based on the results of biaxial 

tissue testing [26]. The theory of small deformations superimposed on large can then be used to 

linearize the non-linear estimation around in vivo circumferential and axial stretch values to obtain 

an anisotropic, 5x5 stiffness matrix and thickness value [71]. Regionally varying tissue properties 

are applied to the aorta and main branches, which allows us to investigate the effects of regional 

differences in stiffening on global and local hemodynamics. A traction boundary was also applied 

to the vascular walls to incorporate perivascular support, which is modeled with stiffness (ks) and 

damping (cs) coefficients [34], [72], [73]. Values of these coefficients are iteratively tuned to match 

experimental data.  

𝑊𝑊�𝑪𝑪,𝑴𝑴𝒊𝒊� =  
𝑐𝑐
2

(𝐼𝐼𝐶𝐶 − 3) + �
𝑐𝑐1𝑑𝑑

4𝑐𝑐2𝑑𝑑
{exp [𝑐𝑐2𝑑𝑑 (𝐼𝐼4𝑑𝑑 − 1)2]

4

𝑑𝑑=1

− 1} 

Equation 2-2. Strain energy density (W) function for the four-fiber family constitutive model. 𝑐𝑐, 𝑐𝑐1𝑑𝑑 , 𝜌𝜌𝑎𝑎𝑑𝑑 𝑐𝑐2𝑑𝑑  are material 
parameters, IC is the first invariant of the right Cauchy-Green tensor, 𝐼𝐼4𝑑𝑑  represents the square of the stretch and 
depends on the fiber orientation, 𝛼𝛼0𝑑𝑑 , where 𝛼𝛼01 = 0° (axial), 𝛼𝛼02 = 90° (circumferential), and 𝛼𝛼03 = −𝛼𝛼04 =  𝛼𝛼0 
(diagonal) from [74]. 

 Multiple methods have been established to apply outflow boundary conditions, which also 

range in computational complexity. The simplest and least accurate to in vivo conditions is to apply 



 21 

a Dirichlet pressure boundary [68]. To better account for and characterized the vasculature 

truncated from the model, we apply a three-element Windkessel model to the outlets, which 

models the distal vasculature using a circuit analog composed of proximal (Rp) and distal (Rd) 

resistances and compliance (C) [68], [75]. The values for these parameters are initially estimated 

from experimental and population-based hemodynamic measurements [76], and then iteratively 

adjusted to match experimental hemodynamic data that is not used to inform the model, including 

arterial pressure and addition flows measured from locations other than the aortic inlet [48].  
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Chapter 3 Generalizability of Results for Studying Cardiovascular Aging: Analysis of 

Naturally Aged Mouse Model 

 

This chapter has been adapted from a peer reviewed version of this work:  

 

Hopper SE, Cuomo F, Ferruzzi J, Burris NS, Roccabianca S, Humphrey JD and Figueroa CA 

(2021) Comparative Study of Human and Murine Aortic Biomechanics and 

Hemodynamics in Vascular Aging. Front. Physiol. 12:746796. doi: 

10.3389/fphys.2021.746796 

3.1 Introduction 

Age is a primary risk factor for numerous cardiovascular diseases, including hypertension 

and associated secondary diseases [77], [78]. Even in the absence of co-morbidities that often arise 

in aging, natural aging-induced changes in structure and function of the vascular system include 

pronounced central artery stiffening [22], [25]. Such structural stiffening results in large part from 

changes in the composition and thickness of the arterial wall: elastin fibers undergo fatigue-related 

damage and can begin to degrade naturally despite their long half-life, while proteoglycans and 

collagen fibers can both remodel and accumulate, also influenced by increased cross-linking [79]. 

Whereas loss of elastic fiber integrity can reduce central artery resilience, and thus overall 

biomechanical functionality, the overall increase in structural stiffness due to accumulating 

extracellular matrix impacts hemodynamics as discussed in Chapter 2, leading to increases in 
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central systolic pressure and a deeper penetration of pulsatility into the peripheral vessels that 

affects end-organ function [21], [25], [39]. 

Due to limitations in human clinical studies discussed previously, mouse models are often 

used to study vascular aging. When performing these studies, choice of mouse model is 

particularly important for ensuring results are applicable for human disease research. Obvious 

differences between humans and mice include their very different lifespans (70+ years versus 2+ 

years [24]) and body size, with adult mice weighing approximately 0.05% that of the adult human 

[80]. Cardiovascular differences include cardiac output (5 L/min for humans [81], 15 mL/min for 

mice [80]), which reflects the size difference, but also heart rate (60 bpm for humans, 600 bpm for 

mice [82]). Blood pressure is similar between the species. Notwithstanding the order of magnitude 

higher heart rate in mice, the expected number of cardiac cycles over a lifetime is still higher in 

humans (2.2 x 109) than in mice (6.3 x 108), which is expected to impact mechanical fatigue-

induced loss of elastic fiber integrity [79]. Indeed, given that the normal half-life of vascular elastin 

is many decades [31], [83], it appears that arterial aging in mice can be attributed more to the 

accumulation of proteoglycans and remodeled collagen [84], [85] than to the loss of elastic fiber 

integrity that occurs in humans alongside matrix remodeling. Further differences between human 

and murine vascular aging remain to be established.  

Action research can be used to improve murine models for cardiovascular aging research, 

which can be seen in Figure 3-1. The issue that is addressed is the lack of generalizability of results 

from murine models for aging to humans. Based on this issue, we designed a study to compare 

human and murine natural aortic aging on hemodynamics and vascular structure with 

computational modeling, the results of which can be used to inform the use of murine models for 

future studies. In this study, FSI models were built for young and old female adult humans and 
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mice to compare hemodynamic and biomechanical effects of aging for the species. For humans, 

representative computational models for young and old adult subjects were defined using imaging 

data, non-invasive pressure measurements, and population-specific arterial wall properties. For the 

mice, representative population-based computational models for young and old adults were 

obtained using in vivo and in vitro data on vascular anatomy, hemodynamics, and wall mechanics. 

Due to the differences in human and mouse data collection, special care was taken to ensure that 

the computational models were informed consistently between the species. Both human and mouse 

subjects were considered healthy, with no comorbidities, with the ages between species generally 

equivalent. Structural and hemodynamic results were compared to determine the species- and age-

related differences between subjects. The reflection and recommendations from the results of this 

study can be found in Chapter 5. Future research should implement the recommendations based 

on the differences identified here and perform future iterations of the action research cycle. 

 

Figure 3-1. Action research cycle to improve the lack of generalizability of mouse models for vascular aging research. 
In this study, we stop after the reflection point with recommendations based on this first iteration of the cycle. Future 
studies should continue this work with further iterations. 



 25 

3.2 Methods 

In setting an age correspondence between mice and humans, the Jax Mice website (jax.org) 

suggests that a 13-27 week old mouse is similar to a 20-30 year old human, and an 81-108 week 

old mouse is similar to a 56-69 year old human [59]. Imaging and brachial cuff pressure data were 

obtained for young adult (31 year old) and older adult (81 year old) female human subjects. This 

study was approved by the University of Michigan Board of Review (HUM00041514). In vivo 

imaging and ex vivo biomechanical testing data were obtained for young adult (20 week old) and 

older adult (100 week old) female mice. All animal procedures were approved by the Institutional 

Animal Care and Use Committee (IACUC) of Yale University. The mice had a mixed C57BL/6 x 

129/SvEv background, generated as Fbln5+/+ by breeding Fbln5+/- heterozygous pairs [86]. For the 

young adult mice, data were collected for three cohorts at 20 weeks of age: one for anatomy, one 

for hemodynamics, and one for wall mechanics. For the old adult mice, data were collected from 

two cohorts that aged naturally to 100 weeks: one for anatomy and one for both hemodynamics 

and wall mechanics.  

3.2.1 Experimental 

Vascular Anatomy. Magnetic resonance angiography (MRA) was performed on human 

subjects at the University of Michigan Medical Center. These exams were performed on 3T MRI 

scanners (Ingenia, Philips, Best, The Netherlands) using a 32-channel torso coil. A non-contrast 

MRA was performed spanning the thoraco-abdominal aorta using a 3D balanced turbo field echo 

sequence with navigator-based respiratory compensation (TE: 1.3 ms, TR: 4.3 ms, resolution: 0.7 

x 0.7 x 1.5 mm). 

As described previously [48], mice were anesthetized with 1-2% isoflurane and given a 

bolus intravenous (jugular vein) injection of nanoemulsion formulation (Fenestra VC, 
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MediLumine Inc., Montreal, CA), at a dose of 0.2 ml/20 g, as a blood-pool contrast agent for 

prolonged vascular imaging. The animal was immediately placed prone in a micro-CT scanner 

(eXplore CT120, GE healthcare) for non-gated whole-body scanning. Images were reconstructed 

as isotropic 49 x 49 x 49 µm3 voxels. A relatively constant heart rate (± 10%) was achieved by 

careful maintenance of isoflurane anesthesia and body temperature.  

Hemodynamics. 40-phase, 2D phase-contrast MRI (PC-MRI) images were acquired in 

planes orthogonal to the human aorta at the levels of the mid-ascending aorta and distal descending 

aorta at the diaphragm to obtain information concerning blood velocity and vessel area over the 

cardiac cycle (TE: 3.0 ms, TR: 5.0 ms, slice thickness: 8 mm, temporal resolution: 19 ms, velocity 

encoding value: 150 cm/sec). Brachial artery blood pressure was measured with a standard non-

invasive cuff method, averaged from patient data dating back two years (averaged values of 111/66 

mmHg for young adult and 111/55 mmHg for old adult). It is important to note that the older 

human was considered healthy and free of cardiovascular diseases and medication, except for long-

term, low-dose diuretic (hydrochlorothiazide) to control blood pressure which resulted in a 

reduction of blood pressure from 140/85 mmHg prior to medication to the 111/55 mmHg used in 

this study. 

As described previously [48], [72], mice were laid supine after isoflurane inhalation 

anesthesia (2-3% for induction, 1.5% for maintenance) and secured on a surgical platform with a 

recirculating heating pad (TP-500 Heat Therapy Pump, Gaymar Industries Inc, Orchard Park, NY) 

to maintain body temperature at 37oC. Mean blood velocity and luminal diameters were then 

acquired via ultrasound (Vevo 2100 system, FUJIFILM VisualSonics) in the ascending thoracic 

aorta (ATA), infrarenal abdominal aorta (IAA), and a common carotid artery (CCA). Cardiac 

output (CO) was measured with standard B-mode transthoracic echocardiography and central 
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aortic pressure was measured using a SPR-1000 Millar pressure catheter with a diameter of 1F. 

Hemodynamic measurements were performed on n =10 young adult and n = 10 old adult mice.  

 Aortic Biomechanics. The four-fiber family constitutive model described in Chapter 2 

was used to quantify the biaxial material stiffness of the arterial wall, both human and murine. 

Since we could not (and should not) perform biaxial material testing on human subjects, the 8 

model parameters and in vivo axial stretch (λz) were specified from literature data for three 

segments of the aorta: ATA, descending thoracic aorta (DTA), and IAA for different age groups 

[35], which corresponded to where PC-MRI measurements of area was collect. Material 

parameters for the young adult were based on data for 31–60 year old subjects, while those for the 

old adult were based on data for the 61+ year old age group. An iterative approach was then used 

to adjust the resulting pressure-diameter curves to match patient data on in vivo pressure and 

diameter. The unloaded diameter (and therefore the in vivo circumferential stretch (λθ)) was 

iteratively adjusted until the mean pressure (estimated as Pmean = (2Pdias + Psys) 3⁄  from cuff 

measurements) corresponded with the in vivo mean diameter (estimated as Dmean =

(2Ddias + Dsys) 3⁄  from PC-MRI images) on the pressure diameter curve [35]. Examples of 

adjusted pressure-diameter curves can be seen in Figure 3-2. 
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Figure 3-2. Pressure-diameter curves for the ascending thoracic aorta (ATA) of young (dashed line) and old (solid 
lines) adult subjects with corresponding values of in vivo axial stretch (λz, from literature data) and circumferential 
stretch (λθ, iteratively calibrated). Linearized stiffness (red lines) were used in our FSI simulations. For the humans 
(top), curves are recreated from best-fit values of the 8 material properties from [35] with in vivo circumferential 
stretches adjusted until in vivo mean pressures corresponded with in vivo mean diameters. For the mice (bottom), the 
pressure-diameter curves were measured directly in vitro, with best-fit values of the material parameters determined 
via nonlinear regression of the biaxial data. 

For the mice, ex vivo mechanical testing was performed on four excised segments of the 

murine aorta (ATA, DTA, suprarenal abdominal aorta (SAA), and IAA) and a CCA with a 
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computer-controlled custom biaxial testing device [87], as described previously [48]. After 

standard preconditioning, seven cyclic pressure diameter tests were performed: cyclic pressure 

diameter tests from 10 to 140 mmHg at three different fixed values of axial stretch (λz) (95%, 

100%, 105% of the in vivo value) and cyclic axial extension tests at four fixed values of transmural 

pressure (10, 60, 100, and 140 mmHg) [26]. Best-fit values of the eight model parameters for the 

same four-fiber family constitutive model were determined for n = 5 young adult and n = 5 old 

adult mice [26]. 

3.2.2 Computational Modeling 

FSI models were built with the open source computational hemodynamics platform 

CRIMSON [67]. As mentioned previously, data from imaging, hemodynamics, and wall 

mechanics were combined to create FSI models comprised of 3D anatomical models having 

spatially varying anisotropic wall mechanical properties and external tissue support, with inlet 

flow waveforms and 3-element Windkessel models on each outflow branch. 

 Anatomical Models and Finite Element Meshes. The CRIMSON GUI was used to create 

3D models of the aorta and main branches. Centerline paths were determined for each vessel of 

interest and circular contours were added perpendicular to the centerline with discrete spacing to 

represent the vessel lumen. 3D volumes resulted by lofting between contours and applying a union 

function to blend the aorta and main branching vessels. For the humans, the 3D representation was 

based on MRA images. For the mice, the 3D representation was based on µCTA images. 

Furthermore, for the mice, 9 sets of intercostal arteries were added based on the location of the 

ribs. 

Field-driven mesh adaptation techniques were used to create finite-element meshes refined 

on regions of high velocity gradients. For the humans, meshes had 1.4 x 106 tetrahedral elements 
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and 2 x 105 nodes for the young adult and 2.6 x 106 tetrahedral elements and 5 x 105 nodes for the 

old adult. For the mice, meshes had 1.7 x 106 tetrahedral elements and 3 x 105 nodes for the young 

adult and 2.9 x 106 tetrahedral elements and 5 x 105 nodes for the old adult. 

 Boundary Conditions. For the humans, available data on pressure and cardiac output for 

each subject were used to inform computational models. For the mice, allometric scaling [48] was 

used to incorporate data from hemodynamics and wall mechanics from multiple mouse cohorts to 

the 3D FSI models. Briefly, allometric scaling took the form Υ =  Υ0Μb with Υ being the quantity 

of interest (e.g., CO, resistance RTOT, and compliance CTOT), Υ0 the normalized quantity from 

experimental data, Μ the body mass, and b a scaling constant. Linear regression of log-log plots 

of the quantify of interest versus body mass was used to determine the coefficients [48]. 

 Inflow Boundary Condition: For the humans, aortic inflow waveforms were generated 

from PC-MRI velocity and diameter data using the freely available Medviso software Segment, 

version 3.0 R8115 [88]. A semi-automated technique was used to segment the ATA lumen over 

one cardiac cycle. For the mice, population-averaged flow waveforms from a hemodynamics 

cohort were used, as described previously [48]. CO was allometrically scaled based on body mass 

for the old and young subjects, again as before [48], [89]. ATA flow waveforms and cardiac output 

can be seen in Figure 3-3 for all subjects. 
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Figure 3-3. ATA inflow waveforms (mL/s) and associated values of CO (L/min). 

 Outflow Boundary Conditions: A three-element RCR Windkessel model was applied to 

the outlet of all branches. First, total arterial resistance (RTOT) and total arterial compliance (CTOT) 

were estimated. RTOT was estimated from Pmean CO⁄   for both species. For the humans, CTOT was 

estimated from (Qmax − Qmin Psystole − Pdiastole⁄ )∆t [90]. For the mice, CTOT was estimated from 

the slope of the diastolic decay curve of the experimental ATA pressure waveforms (Pdiastole(t) =

 P0exp (−t/RTOTCTOT) ) [76]. Furthermore, in the mice, RTOT and CTOT were estimated using 

population data from the hemodynamics and wall mechanics cohort, then allometrically scaled as 

described previously. 

RTOT and CTOT can be separated into 3D (central) and peripheral portions. The 3D portion 

is set by the anatomy and stiffness of the central vasculature; the peripheral portion can be 
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estimated iteratively. Once RTOT and the distal portion of CTOT are obtained, they must be 

distributed among the outflow branches of each computational model to ultimately specify 

proximal resistance (Rprox
i ), compliance (Ci), and distal resistance (Rdist

i ) for each outlet (i) as 

described previously [48], [75]. 

 Wall Mechanics: The FSI simulations were based on a coupled momentum formulation 

[66]. The vessel walls were modeled as an incompressible, pseudoelastic membrane with a 5x5 

stiffness matrix and wall thickness, h. The theory of small deformations superimposed on large 

was used to linearize the material stiffness around the mean pressure using in vivo axial and 

circumferential stretches [48], [71]. For both species, anisotropic stiffness parameters varied 

spatially for the aorta and main branches.  

For the humans, thickness h and in vivo axial stretch were adopted from the literature: h 

was assumed to be 14% of the luminal radius for the young adult and 16% for the old adult [35]. 

Spatially varying parameters for the aorta were assigned for the ATA, DTA, and IAA, as described 

in 3.2.1. Linearization of stiffness occurred at the mean diameter and mean pressure point of the 

pressure diameter curve. Branching vessels were assigned the stiffness of the closest aortic 

segment; for example, the upper branches were assigned the stiffness of the ATA.  

For the mice, h and in vivo axial stretch were determined from in vitro testing [26]. In vivo 

circumferential stretch was calculated from the unloaded diameter and pressurized diameter from 

µCT images. Linearization for the mice occurred at in vivo axial and circumferential stretches. For 

the ATA, in vivo axial stretch was determined from length in µCT images. Different values of 

stiffness and thickness were prescribed for six regions of the aorta, the ATA, proximal DTA 

(pDTA), distal DTA (dDTA), SAA, IAA and one CCA based on in vitro testing. The same values 

for the four-fiber family parameters were used for both sections of the DTA, but because of 
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differences in diameter, linearization was performed at different in vivo circumferential stretch for 

the proximal and distal portions. Upper branches (both CCAs, left subclavian, and right innominate 

artery) were assigned the same stiffness and thickness as the tested CCA. Middle branches 

(mesenteric, celiac, and left and right renal arteries) were assigned the same stiffness matrix as the 

SAA and the thickness of the CCA. Iliac and tail arteries were assigned the stiffness and thickness 

of the IAA. 

Perivascular support given by stiffness (ks) and damping (cs) coefficients were applied to 

all vessels to represent the pressure (Pext) from tissues surrounding the vasculature [72], [73]. In 

the human, different ks and cs were applied to the ATA, DTA, and IAA portions of the aorta, as 

described previously [34]. Branches off the aorta were assigned the same values of perivascular 

support as the closest aortic segment. For the young adult human, ks = 200 Pa/mm for the ATA, 

100 Pa/mm for the DTA, and 10 Pa/mm for the IAA with cs =10 Pa*s/mm for the entirety of the 

aorta. For the old adult human, ks = 5200 Pa/mm for the ATA, 5050 Pa/mm for the DTA, and 10 

Pa/mm for the IAA with cs = 10 Pa*s/mm for the entirety of the aorta. A similar approach was 

used for the mice, as described previously for the young adult [48]. This resulted in applied ks = 

13500 Pa/mm for the ATA, 9000 Pa/mm for the pDTA, 16500 Pa/mm for the dDTA, 20000 Pa/mm 

for the SAA, 47000 Pa/mm for the IAA, and 50000 Pa/mm for the CCAs with cs = 10 Pa*s/mm 

for the young adult mouse; global values of ks = 40 Pa/mm and cs = 30 Pa*s/mm were prescribed 

for the old adult mouse. 

Pulse Wave Velocity Analysis: PWV was calculated from the ATA (near the aortic root) 

to the iliac artery (directly after the iliac bifurcation), which is different from the common carotid-

femoral PWV (cfPWV) which fails to include the ATA, a region of particular change in aging 

[91]. PWV was calculated as the ratio of the centerline distance between the ATA and iliac artery 
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and the pulse transient time (PTT). To calculate the PTT, the foot of the pressure waves at each 

region of interest was calculated based on the ‘intersecting tangent algorithm’ [92]. 

3.3 Results 

3.3.1 Morphology 

Anatomical models of the aorta and main branches of humans and mice can be seen in 

Figure 3-4(A). Body mass, height, and aortic length for all subjects along with age-related percent 

differences are also presented. Quantitative differences between young adult and old adult aortic 

inner diameter are shown in the bar plots for Figure 3-4(B), which show the percent diameter of 

each aortic region in comparison to the young ATA diameters. Humans experienced a more 

dramatic increase in aortic diameter than the mice, especially in the ATA though not in the IAA, 

noting that the aorta in the young human tapered gradually from the ATA to the IAA. This trend 

matches previously published work using human population data [34]. Both young and adult 

mouse geometries revealed the drastic reductions in IAA diameter in relation to the other regions. 
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Figure 3-4. A: 3D models of the aorta and main branches for each subject along with body mass, height (for humans), 
and aortic length. Percent differences between young and old adults for each species is shown for mass and aortic 
length. Anatomical models are shown in the same scale between age groups, but not between species. B: Percent 
changes in inner diameter by region (proximal (pDTA) and distal (dDTA) descending thoracic aorta, suprarenal 
abdominal aorta (SAA), and infrarenal abdominal aorta (IAA)) of the aorta in comparison to the young ascending 
thoracic aorta (ATA) diameter for both species. 
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3.3.2 Material Properties 

Figure 3-5 shows regional values of circumferential (Cθθθθ) and axial (Czzzz) material 

stiffness and wall thickness (h) prescribed based on available data (ATA, DTA, and IAA for 

humans based on linearized values from literature; ATA, pDTA, dDTA, SAA, and IAA for mice 

based on biaxial tissue testing). Humans and mice demonstrated differing patterns of aortic 

stiffness. Human subjects exhibited increased material stiffness down the aorta with peak values 

occurring in the IAA. In contrast, mice exhibited peak circumferential stiffness in the pDTA and 

then exhibited decreases distally. Nevertheless, both species experienced an increase in 

circumferential stiffness with age in all aortic regions with the exception of the human IAA. This 

increase in stiffness was larger in the mouse than the human with the largest increase (550%) 

occurring in the mouse pDTA. Humans had the greatest increase in circumferential and axial 

stiffness (87% and 606%, respectively) from young to old in the ATA. For the mouse, axial 

stiffness increased with age in all aortic regions except for the IAA. Wall thickness increased in 

the human subjects with age, while in the mouse it remained relatively constant, except for in the 

IAA. 
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Figure 3-5. Regional circumferential (Cθθθθ) and axial (Czzzz) material stiffness and wall thickness h for young adult 
and old adult humans (top) and mice (bottom) for five locations along the aorta (ascending thoracic aorta (ATA), 
proximal (pDTA) and distal (dDTA) descending thoracic aorta, suprarenal abdominal aorta (SAA), and infrarenal 
abdominal aorta (IAA)). The percentages indicate changes with aging relative to the young value. Note that the ATA 
stiffened the most with aging in humans (cf. [91]) whereas the DTA stiffened the most with aging in mice. 

3.3.3 Central and Peripheral Contributions of Resistance and Compliance 

Figure 3-6 shows the breakdown of RTOT and CTOT between the central (3D) and peripheral 

components. RTOT was of similar magnitude for mice and humans, but CTOT was three orders of 

magnitude smaller for the mice. The young adult human had smaller total resistance and larger 

total compliance than the older. Conversely, mice experienced a decrease in resistance and an 

increase in compliance with age. Humans had most of their total compliance in the central 

vasculature, while mice, particularly the older mice, had a majority in the periphery. For both 

species, there was a decrease in central and increase in peripheral compliance with age.  
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Figure 3-6. Total resistance RTOT and compliance CTOT broken into components of the central (3D) and peripheral 
vasculature. 

3.3.4 Hemodynamics 

Computational results for peak systolic blood velocity as well as regional (ATA, DTA, 

IAA) blood pressure and flow waveforms are shown in Figure 3-7 for all four models: young and 

old adult human, young and old adult mouse. The younger human had greater blood velocities than 

the older subject, consistent with the larger cardiac output (Figure 3-3) and smaller aortic 

dimensions (Figure 3-4). Conversely, the older mouse had greater blood velocities and higher 

aortic flows than the younger. Both older subjects show reverse flow in diastole, which is absent 

in the younger subjects. Human CO decreased 32% from the young to the old subjects, while 

mouse CO increased 52% with age. 
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Figure 3-7. Volume rendering of blood velocity at peak systole for the humans (left) and mice (right), with pressure 
and flow waveforms at three sites along the aorta (ascending thoracic aorta (ATA), descending thoracic aorta (DTA), 
and infrarenal abdominal aorta (IAA)) (center). 

Hemodynamic results were validated against experimental data. For the humans, averaged 

blood pressure cuff measurements were compared with the simulated (not imposed) left subclavian 

artery pressure (Figure 3-8), resulting in discrepancies less than 5% for diastolic and systolic 

pressures for both young and old adult humans. For the mice, simulated ATA pressure waveforms 

were compared with measured Millar ATA pressure waveforms in terms of pulse pressure, mean 

pressure, and slope of the diastolic decay (Figure 3-8). Further, simulated IAA and CAA mean 

flows showed good agreement with their experimental counterparts. 
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Figure 3-8. Validation of hemodynamic results using pressure data. For humans, the simulated left subclavian artery 
pressure (solid red line) compared well with systolic and diastolic pressure cuff values (dashed black lines). For the 
mice, simulated ascending thoracic aortic (ATA) flow waveforms (solid red lines) compared well with experimental 
data from multiple subjects (dashed lines). 

Figure 3-9 shows the calculated mean arterial pressure for five aortic locations (ATA, 

pDTA, dDTA, SAA, IAA) and iliac artery. Mean pressure was similar between species and the 

pressure gradient down the aorta was small for all subjects. Figure 3-10 shows pressure waveforms 

at the same six locations. Numerical values for pulse pressure are indicated at the ATA and iliac 

artery. The overall spatial trends of the pressure waveforms differ significantly between species. 

Humans show an amplification of the pulse pressure down the aorta (31% increase for the young, 

9% increase for the old, see table in Figure 3-10), consistent with the increase in material stiffness 

reported in Figure 4. On the other hand, mice show an attenuation of pulse pressure down the aorta 

(-19% for the young, -36% for the old), consistent with the reported decrease in material stiffness 

in the descending thoracic and infrarenal aorta (Figure 3-5). Conversely, both species show similar 

changes in ATA pulse pressure with aging: 33% increase for the old human and 41% increase for 
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the old mouse. These increases in pulse pressure are driven by the similar stiffening of the ATA 

with age (87% increase in circumferential stiffness for the human, 129% increase for the mice, see 

Figure 3-5). Lastly, ATA-to-iliac PWV and spatially weighted averages of structural aortic 

stiffness can be seen in Figure 3-11. The humans had higher values of PWV than the mice. Yet, 

the mice showed a larger increase in PWV with age than did humans, consistent with the larger 

increase in structural stiffness. 

 

Figure 3-9. Computed values of mean arterial pressure (MAP) for five aortic locations (ascending thoracic aorta 
(ATA), proximal (pDTA) and distal (dDTA) descending thoracic aorta, suprarenal abdominal aorta (SAA), and 
infrarenal abdominal aorta (IAA)) and an iliac artery for all four primary study groups, all showing modest changes 
proximal to distal. 
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Figure 3-10. Pulse pressure amplification manifests in the human aorta, but not the mouse. 
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Figure 3-11. Aorto-iliac PWV (left) and spatially weighted averages of structural aortic stiffness (right) for the 
humans and mice. Percent difference from young to old are indicated for both species. Baseline values for the young 
subjects were 6.9 m/s for human and 3.2 m/s for mouse PWV and 1195.7 and 15.3 for human and mouse structural 
stiffness. 

3.4 Discussion 

Choice of murine model is an important factor to consider for ensuring applicability of 

results to the human disease condition. In this study, we used technical action research to improve 

the generalizability of results from murine models for cardiovascular aging research. FSI modeling 

of the cardiovascular system was used to compare the hemodynamic and structural effects of 

natural aortic aging between humans and mice. The differences and similarities discussed below 

can inform future murine studies of cardiovascular aging. To our knowledge, this study is the first 

comparison of the differences in hemodynamics, wall properties, and vascular anatomy as a 

function of age between mice and humans. In the following paragraphs, the results for our 

representative subjects are compared to population-based data from literature, the similarities and 

differences between humans and mice in terms of aging are analyzed in depth, and the limitations 

to the current study are described. A discussion of the inferences from this analysis to future mouse 

studies can be found in Chapter 5. 
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The representative healthy human subjects in this study showed a decrease in CO with 

aging, which is consistent with trends found in the literature [93]. Consistent reporting of changes 

in CO and other hemodynamic parameters with age in mice has been challenging due to variations 

in strains and experimental procedures [80]. Here, mice showed an increase in CO with age which 

can be explained by the increase in body size [85]. Furthermore, both older subjects had reverse 

flow throughout the aorta, which is absent in the younger subjects. This is of particular importance 

in the IAA, as reverse flow negatively impacts renal function [94]. 

In this study, older subjects showed larger values of aortic length and diameter for both 

species. In the human, this is consistent with trends found in the literature [95], [96]. For the 

representative subjects used herein, aortic length increased more in the mice than in the humans 

because of the increased aortic tortuosity and body size in the older mouse. Aortic tortuosity often 

increases with age in humans as well [34], [51] although this was not seen in the old adult human 

subject in this study. There was a trend toward a decreasing aortic inner diameter along the length 

of the aorta in both species, which is consistent with results reported in previous studies [34], [35]. 

Humans and mice showed marked differences in both spatial patterns of aortic stiffness 

and changes in stiffness with aging. Mainly, we see an increase in stiffness down the aorta in 

humans, which is consistent with trends found in literature [25], [35]. In contrast, in mice the 

circumferential stiffness increases from the ATA to the pDTA, then decreases distally, which is 

consistent with previous murine studies [48], [97]. With age, both species exhibit an increase in 

aortic stiffness. In the humans, the largest increase in stiffness with age occurs in the ATA. In the 

mice, the largest stiffening happens in the DTA and SAA. These age-related changes in stiffness 

of the two species are most likely determined by different mechanisms: mechanical fatigue-
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induced loss of elastic fiber integrity over many decades in the human [31], [79], [83], and 

accumulation of proteoglycans and remodeled collagen in the mouse [84], [85]. 

The aforementioned differences in aortic stiffness between species and age groups also 

resulted in marked hemodynamic differences. Consistent with previously reported findings [98], 

[99], humans present a pulse pressure amplification down the aorta while mice have pulse pressure 

attenuation down the aorta. However, both species showed an increase in ATA pulse pressure with 

age, which suggests similar hemodynamic responses to aging. In the humans, ATA and iliac pulse 

pressures became more similar with age, also consistent with prior findings [98], [99], whereas 

pulse pressures along the aorta became more different in the mouse with age. 

Both species showed an increase in ATA to iliac PWV with age. Despite not being 

commonly used clinically due to difficulty in measurement, aortoiliac PWV has advantages over 

cfPWV, mainly that it includes the ATA, an area known for stiffening with age [25], [91]. For the 

humans, PWV values were consistent with mean healthy population data 50 for both age groups: 

6.2 ± 1.5 m/s (compared to our 6.9 m/s) for 30-year-olds, and 10.9 ± 5.4 m/s (compared to our 

9.23 m/s) for subjects > 70-year-old subjects. While ATA to iliac PWV was directly calculated 

from our computational models, [100] measured cfPWV and scaled it by 0.8 to represent the ATA 

to iliac values. 

Humans and mice also exhibited different trends in terms of total arterial resistance and 

compliance. Figure 5 shows that most of the vascular compliance is in the periphery in mice, as 

opposed to in the central vasculature in humans [101]. The younger human has lower total 

resistance and larger total compliance than the older, which contradicts the trend seen in the mouse 

of a decrease in resistance and an increase in compliance with age. These findings in mice are 

consistent with previous computational FSI studies of hemodynamics in fibulin-5 deficient mice 
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[48]. Despite an overall decrease in vascular resistance and increase in vascular compliance, there 

is an increase in resistance and decrease in compliance in the central vasculature, which is 

consistent with our age-related changes in vascular diameter and stiffness. 

Despite the importance and advantages of direct comparisons across species and age using 

consistent methods, limitations herein include the use of subject-specific morphological and 

hemodynamic data for the humans (noting expectation of considerable differences across subject 

cohorts) and population-based data for the mice. In this work, we do not present any population-

based statistics. Statistical significance would be important to address for different patient cohorts 

or for different mouse groups, but with greater numbers of subjects. The key focus here is not on 

group-to-group differences, but rather on similarities and differences between representative 

subjects of the species, human and murine in particular. Furthermore, in both species, nonlinear 

material properties were population-based. For the humans, the parameters of the 4-fiber family 

model were the only non-subject specific data used to build the computational models, although 

linearization was informed by subject-specific deformations. While trends in stiffness and PWV 

are consistent between our subjects and literature, the impact of the population-based data should 

be further explored. For example, the method to linearize stiffness with our subject-specific 

deformations should be perform with multiple age-based parameters included in [35] to determine 

the effects on trends in stiffness and resulting hemodynamics. All results were for females, and 

cardiovascular aging likely differs for males. Additionally, the older human subject has 

experienced menopause and the related decrease in circulating sex hormones, which is known to 

impact cardiovascular health [102]. In contrast, the naturally aged mouse model did not experience 

menopause. To better incorporate the effects of menopause, ovariectomized aged female mice 
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could be used in future studies [103]. Similar studies comparing young and old males and 

contrasting aged males and females would be interesting as well.  

Because we used population-based data for a particular mouse colony, our results hold for 

the C57BL/6 x 129/SvEv strain, with expected differences for pure C57BL/6 and 129/SvEv mice 

(cf. [104]). Previous work has characterized regional aortic biomechanics in multiple mouse 

models, though without associated FSI analyses of the central hemodynamics [26], [97], [105], 

[106]. It was beyond the present scope to consider effects of specific genetic mutations or modifiers 

in either the mice or the humans. Moreover, because we used subject-based data for the human, 

these results are not indicative of the entire population, although the subjects were selected such 

that changes in cardiac output, aortic dimensions, and aortic stiffness with age were consistent 

with reported population data. The only notable difference is the lack of increased tortuosity in the 

older human subject aorta. Furthermore, the in vivo data were collected under resting conditions 

in the human and under anesthesia in the mice. Finally, because of the ability to use invasive 

procedures in murine subjects, there are intrinsic differences in the measurement techniques 

between the species. To mitigate the effects of this, efforts were made to ensure the consistency of 

data. Particularly, despite not being able to perform biaxial tissue testing in humans, the four-fiber 

family model was used based on literature values and adapted to simulated biaxial test data [35]. 

Computational techniques were consistent between the species. 
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Chapter 4 Generalizability of Results for Studying Hypertension: Impact of Isoflurane 

Anesthesia with Angiotensin-II Infused Mice. 

 

4.1 Introduction 

Anesthesia is necessary for murine measurements that require the animal to be still or 

causes discomfort, which includes hemodynamic assessments using echocardiography, 

ultrasound, microCT, and catheter-based assessment of blood pressure. For cardiovascular studies 

aiming to capture in vivo hemodynamics, the effects of anesthesia need to be considered in the 

analysis of results, as hemodynamics will differ from the typical awake state. While the exact 

mechanisms of action for many anesthetics are unknown, many involve direct depression of 

cardiac output or reduction of systemic vascular resistance (SVR) [107], [108]. No matter the 

specific mechanisms of action, vascular relaxation is expected with anesthesia, which reduces 

mean arterial pressure (MAP) leading to a decrease in arterial luminal diameter and passive 

vascular stiffness, based on the vascular stress-strain relationship, and an increase in wall 

thickness, based on the assumed incompressibility of the vasculature wall. Inhalant anesthetics, 

including isoflurane and halothane, are commonly used for murine studies, as it is easy to monitor 

and adjust anesthetic depth and recovery is quick [64]. Isoflurane is typically the preferred inhalant 

anesthetic in murine studies, as it has been reported to maintain physiologic stability, in terms of 

heart rate, blood pH, and arterial pressures of O2 and CO2 [109]. While the exact mechanisms of 

action of isoflurane are unknown [108], there is known reduction in contractility of cardiac and 
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smooth muscle cells, which depresses cardiac function and decreases SVR to result in a reduction 

of MAP [110].  

For murine studies comparing in vivo hemodynamics between controls and disease mouse 

models, the effect of anesthetic can safely be ignored if the reduction in hemodynamic parameters 

is similar between cohorts. However, previous studies have reported complex interactions between 

isoflurane and angiotensin-II (AngII), a common mouse model for studying hypertension. AngII 

is a critical molecule of the renin-angiotensin-aldosterone-system (RAAS), which maintains 

homeostatic blood perfusion to the kidneys [111]. Dysfunction or dysregulation of the RAAS 

system increasing the amount of circling AngII is common in many clinical presentations of 

chronic systemic hypertension; therefore, there are multiple therapies that interact with this system, 

including angiotensin converting enzyme inhibitors (ACEi) and angiotensin receptor blockers 

(ARBs) [112]. AngII-infused mouse models have been used to study the effects of systemic 

hypertension as well as to promote atherosclerosis, aortic aneurysms, and dissections [97], [113]. 

AngII-infusion effects many bodily systems, including the brain, heart, vasculature, kidneys, gut, 

musculature, etc. [114]. In the vasculature, it is known that AngII induces vasoconstriction, which 

increases SVR leading to higher systemic blood pressure and increasing stiffness through the 

feedback loop discussed in Chapter 2. In addition, AngII directly causes aortic stiffening through 

inflammation in the vasculature wall [97], [115], which has been shown to vary based on aortic 

region [97].  

The effects of the reported regional variations in aortic stiffness on local hemodynamics 

are not well known. Further, because of the clinical relevance of and widespread use of AngII-

infused mouse models, it’s important to be able to classify in vivo hemodynamics, which may lead 

to insights into the progression of advanced systemic hypertension and secondary cardiovascular 
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diseases. It is therefore important to understand the reported interactions between isoflurane and 

AngII-infusion. Previous studies have reported that isoflurane dampens the hemodynamic and 

vasoconstrictive responses to acute infusion of AngII [116]–[118]. The cause of this has been 

attributed to isoflurane inhibiting Ca+2 handling in aortic smooth muscle cells as a result of AngII, 

i.e., decreasing the amount of Ca+2 to be released from the sarcoplasmic reticulum or cross the cell 

membrane, which reduces the ability of vascular smooth muscle cells to contract [117], [119]. 

Despite evidence for this strong effect of isoflurane on AngII-mediated changes in hemodynamics, 

little is known about the acute effects of isoflurane on the measurement of hemodynamics in mice 

chronically infused with AngII. 

In this study, we use an action research framework to improve the generalizability of results 

from murine experimental studies that use AngII-infusion and isoflurane anesthesia, which can be 

seen in Figure 4-1. The problem identified is the potential differential effects of isoflurane 

anesthesia on chronically AngII-infused mice. An intervention was developed to analyze this 

effect, which included a workflow to estimate the awake parameters from FSI models built with 

anesthetized data. This workflow included iterative adjustment of peripheral resistance and 

compliance with aortic stiffness and diameter influenced by the direct and indirect effects of 

isoflurane based on awake tail cuff pressure measurements. Awake and anesthetized 

hemodynamics and vascular structure were compared for control and AngII-infused mice, leading 

to recommendations to improve future murine experiments and insights about the effects of 

isoflurane, AngII-infusion, and mouse-to-mouse variations in hypertension phenotype.  
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Figure 4-1. Action research cycle for improving the generalizability of results from murine studies with AngII-
infused mice and isoflurane anesthesia. In this study, we stop after the reflection stage with recommendations for 
improving experiments and continuing the cycle. 

4.2 Methods 

All animal protocols were approved by the Institutional Animal Care and Use Committee 

(IACUC) of Yale University. While under deep anesthesia, mini-osmotic pumps were implanted 

subcutaneously in three experimental mice to deliver AngII continuously at 1000 ng/kg/min for 

14 days. Three non-implanted, non-infused mice served as controls. All mice were male on a 

C57BL/6J background. Both groups were euthanized at 14 weeks of age using Beuthanasia-D and 

death was ensured by exsanguination upon removal of the aorta for biomechanical testing.  

4.2.1 Experimental 

To promote rigor and reproducibility, the in vivo and ex vivo experimental procedures 

followed prior protocols [32], [48], [72] with the exception that all experimental procedures were 

performed on each mouse used in the study, hence allowing direct matching of regional mechanical 

properties and in vivo hemodynamics. Briefly, tail-cuff measurements (Kent Scientific, CT) of 
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peripheral blood pressure were taken prior to and after 14 days of AngII infusion under awake 

conditions. To minimize variations in these measurements, mice were preconditioned to the system 

for multiple days prior to each actual measurement. Next, the mice were anesthetized with 

isoflurane (2.0-4.0 % for induction, 0.5-1.0 % for maintenance) and imaged using ultrasound 

(Vevo 2100, Fujifilm VisualSonics) to collect information on local blood flow (including cardiac 

output) and arterial diameter at key sites including the ascending aorta, infrarenal abdominal aorta, 

and left common carotid artery. The mice were then allowed to recover. The next day, the mice 

were re-anesthetized and a bolus intravenous (tail vein) injection of a nanoemulsion formulation 

(Fenestra VC, MediLumine Inc, Montreal) at 0.2 ml/20 g was used to obtain microCT images 

(eXplore CT120, GE Healthcare) to visualize the entire central vasculature, from carotid to the 

iliac arteries. Finally, while still under anesthesia, a SPR-1000 Millar pressure catheter was 

advanced from a right carotid cut-down to mid-ascending aorta to measure central blood pressure. 

Once complete, the mice were euthanized and the entire aorta plus the common carotid arteries 

were excised. 

The excised vasculature was divided into five segments: left common carotid artery 

(LCCA), ascending (ATA) and descending (DTA) thoracic aorta, and suprarenal (SAA) and 

infrarenal (IAA) abdominal aorta. Each segment was separately cleaned of excess perivascular 

tissue, then cannulated on custom micropipettes and placed within a custom biaxial testing device 

[87] within a Hank’s buffered physiological solution at room temperature to ensure passive 

mechanical behaviors. Following a standard preconditioning protocol, each segment was subjected 

to 7 testing protocols: 3 cyclic pressure-diameter tests while held at, or ±5% of, the in vivo value 

of axial stretch plus 4 cyclic axial force-length tests while held fixed at 10, 60, 100, or 140 mmHg. 

The pressure, outer diameter, axial force, and axial extension were collected on-line, yielding over 
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2800 data points per sample. Data from the unloading portion of the last cycle of each protocol 

were then used to find best-fit values of 8 material parameters in an independently validated “four-

fiber family” constitutive relation, as described in Chapter 2. Please see our prior papers for further 

details, including characterizations across regions of the central vasculature [32], [97]. 

4.2.2 Anesthetized Computations 

Multi-domain fluid-solid-interaction (FSI) models were created using the open-source finite 

element modeling platform CRIMSON [67]. Importantly, these models were informed using the 

microCT, ultrasound, and invasive catheter data, and necessarily defined the anesthetized state. 

These in vivo data on vascular anatomy, blood flow, and blood pressure were augmented with the 

ex vivo measurements of regional wall dimensions and material properties to define a spatially 

varying, deformable, three-dimensional (3D) computational domain, which was augmented further 

using estimated values of external tissue support. A measured pulsatile inflow waveform was 

prescribed at the ascending aorta, and 3-element Windkessel (RCR) models were applied at all key 

branch outlets. Parameters of the Windkessel models were tuned iteratively until computational 

values for the ATA pressure, IAA flow, and CCA flow were within 10% of experimental values. 

Please see our prior studies for further details on the associated methods [48], [120] as well as 

Chapter 3, but below find some additional details of importance below. 

Anatomical Models. Six mouse-specific models (3 controls, 3 hypertensive) were defined 

by 3D representations of the aorta and main branches, which were segmented manually from the 

microCT images using a CRIMSON interface. Path-lines were drawn along the center of the 

vessels of interest; 2D contours were added perpendicular to the path-lines to represent the vessel 

lumen; the contours were lofted to create 3D volumes for each vessel and vessels were blended to 

create a 3D model of the central vasculature. Nine pairs of intercostal arteries were added based 
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on the location of the ribs. Tetrahedral finite element meshes were generated for each of the six 

3D anatomical models, each typically consisting of over 1.6 million elements. Field-driven 

adaptation was used to create meshes based on regions of high velocity gradients. 

Wall Mechanics. As mentioned previously, a coupled momentum formulation was used for 

the FSI simulations [66]. The vascular walls were modeled as incompressible and pseudoelastic, 

with regionally specific anisotropic properties defined by a 5 x 5 stiffness matrix and local wall 

thickness, ℎ. Regional values of stiffness were determined via a “small on large” linearization of 

the nonlinear material properties [71] determined for each of separate regions for each of the six 

samples that were tested ex vivo. The in vivo values of axial stretch and wall thickness were also 

determined from the biaxial tissue testing except for the ATA. The in vivo axial stretch of the ATA 

under anesthetized, rest, and normal ambulatory conditions is expected to be less than the 

experimentally determined energetically optimal value, which would be expected to hold under 

extreme “fight or flight” conditions. Thus, the ATA stretch was estimated based on microCT and 

ultrasound values [48]. The value of the in vivo circumferential stretch was determined from the 

unloaded diameter measured ex vivo and the pressurized, anesthetized diameter from the microCT 

images. Stiffness and wall thickness were prescribed at six locations of the aorta: ATA, proximal 

DTA (pDTA), distal DTA (dDTA), SAA, and IAA, and both CCAs based on results from biaxial 

tissue testing. Branches were assumed to have values of stiffness based on the closest region of 

the aorta, as found to be useful previously [120]. Effects of perivascular support were modeled 

using stiffness (𝑘𝑘𝑠𝑠) and damping (𝑐𝑐𝑠𝑠) coefficients [48], [72], [73]. Values of these coefficients were 

tuned iteratively, along with parameters for the Windkessel models (see below), to match the 

measured ATA pressure.  
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Boundary Conditions. Inlet flow waveforms were prescribed based on ultrasound-

measured velocity and diameter at the ATA. Cardiac output (𝐶𝐶𝐶𝐶) was calculated from these 

waveforms; if it differed more than 10% from the 𝐶𝐶𝐶𝐶 measured from echocardiography, it was 

scaled to match the experimental value. Furthermore, based on prior findings [89], 𝐶𝐶𝐶𝐶 was scaled 

by 7% to account for the hemodynamic impact of the Millar catheter during pressure 

measurements. Because previous studies have reported limited effect of isoflurane anesthesia on 

CO [107], [121]–[123]. inflow waveforms were kept consistent with the anesthetized 

measurements for awake simulations.  

A 3-element RCR Windkessel model, consisting of distal and proximal values of resistances 

(𝑅𝑅𝑑𝑑 and 𝑅𝑅𝑝𝑝, respectively) and compliance (𝐶𝐶), was applied at the outlet of each of the aortic 

branches to represent the vasculature truncated from the 3D model. Values of the Windkessel 

parameters were first estimated based on experimental data, as described previously [48], [90], 

[120]. Briefly, total resistance (𝑅𝑅𝑇𝑇𝑇𝑇𝑇𝑇) was estimated as 𝑃𝑃𝑚𝑚𝑚𝑚𝑑𝑑𝑚𝑚/𝐶𝐶𝐶𝐶 while total compliance (𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇) 

was estimated based on the slope of the diastolic decay curve of the ATA pressure waveform, 

using 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑠𝑠(𝑡𝑡) = 𝑃𝑃0exp (− 𝑡𝑡
𝑅𝑅𝑇𝑇𝑇𝑇𝑇𝑇𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇

) [76]. 𝑅𝑅𝑇𝑇𝑇𝑇𝑇𝑇 and 𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇 were then separated into a 3D and 

peripheral component and were distributed to outlet branches as described previously [90]. The 

values of the Windkessel parameters were then adjusted iteratively until computational simulations 

matched the measured values of ATA pressure and mean flow in the IAA and CCA, as available. 

All mice had sufficient data to match mean flow in the IAA, while two mice (AngII - A1 and 

control - C3) did not have sufficient data to estimate mean flow in the CCA.  

4.2.3 Awake Computations 
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After successful calibration of the FSI models to match the anesthetized experimental data, 

the six models were adjusted to represent awake conditions, first, to determine the effects of 

isoflurane anesthesia on the hemodynamics in both the control and AngII-infused mice and, 

second, to evaluate effects of the AngII-induced vascular remodeling on the hemodynamics in the 

more relevant, awake, state. To achieve this, an iterative workflow was developed to adjust the 

anesthetized model parameters (𝑅𝑅𝑇𝑇𝑇𝑇𝑇𝑇, 𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇, linearized stiffness ℂ, wall thickness ℎ, and luminal 

diameter 𝑑𝑑) based on the mouse-specific awake tail-cuff pressure data. The steps of the workflow 

(Figure 4-2) include:  

1. update 𝑅𝑅𝑇𝑇𝑇𝑇𝑇𝑇 and 𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇 based on the difference between the computationally simulated tail 
waveform and the experimental data. Run simulation, 

2. update 𝑑𝑑 and ℂ based on the new simulated pressure and the pressure-diameter curve from 
ex vivo testing. Run simulation, and 

3. calculate the errors for systolic (εsys) and diastolic (εdias) values of the tail pressure and 
changes in 𝑅𝑅𝑇𝑇𝑇𝑇𝑇𝑇 (∆𝑤𝑤𝑅𝑅) and 𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇  (∆𝑤𝑤𝐶𝐶). If pressure errors and changes in Windkessel 
parameters are greater than 5%, the repeat (1-3). 
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Figure 4-2. Iterative workflow to estimate awake vascular state from fully-calibrated anesthetized computational 
models. 

Specifically: 

Step 1 - updating 𝑅𝑅𝑇𝑇𝑇𝑇𝑇𝑇 and 𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇. The simulated outlet tail pressure of the awake model was 

compared with the experimentally measured tail-cuff pressure to calculate new values of 

𝑅𝑅𝑇𝑇𝑇𝑇𝑇𝑇 and 𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇. 𝑅𝑅𝑇𝑇𝑇𝑇𝑇𝑇 was calculated using Equation 4-3; for each iteration 𝑘𝑘, 𝑅𝑅𝑇𝑇𝑇𝑇𝑇𝑇 was 

scaled using the ratio of awake mean pressure (estimated via Equation 4-1) to 
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computational mean pressure. 𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇 was calculated using Equation 4-4; for each iteration 

𝑘𝑘, 𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇 was scaled using the ratio of computational pulse pressure to awake pulse pressure 

(calculated via Equation 4-2). 𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇
(𝑘𝑘)  and 𝑅𝑅𝑇𝑇𝑇𝑇𝑇𝑇

(𝑘𝑘)  were then distributed to the outlet branches 

using the same flow distributions as the anesthetized model (described above).  

𝑃𝑃𝑚𝑚𝑚𝑚𝑑𝑑𝑚𝑚𝑑𝑑𝑎𝑎𝑑𝑑𝑘𝑘𝑚𝑚 =  
2
3
𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑠𝑠
𝑡𝑡𝑑𝑑𝑑𝑑𝑡𝑡 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 +

1
3
𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠
𝑡𝑡𝑑𝑑𝑑𝑑𝑡𝑡 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 

Equation 4-1. Estimation of mean pressure from diastolic and systolic pressure values. 

𝑃𝑃𝑝𝑝𝑐𝑐𝑡𝑡𝑠𝑠𝑚𝑚𝑑𝑑𝑎𝑎𝑑𝑑𝑘𝑘𝑚𝑚 =  𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠
𝑡𝑡𝑑𝑑𝑑𝑑𝑡𝑡 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 − 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑠𝑠

𝑡𝑡𝑑𝑑𝑑𝑑𝑡𝑡 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 

Equation 4-2. Calculation of pulse pressure from systolic and diastolic values. 

𝑅𝑅𝑇𝑇𝑇𝑇𝑇𝑇
(𝑘𝑘) =  

𝑃𝑃𝑚𝑚𝑚𝑚𝑑𝑑𝑚𝑚𝑑𝑑𝑎𝑎𝑑𝑑𝑘𝑘𝑚𝑚

𝑃𝑃𝑚𝑚𝑚𝑚𝑑𝑑𝑚𝑚
(𝑘𝑘−1) 𝑅𝑅𝑇𝑇𝑇𝑇𝑇𝑇

(𝑘𝑘−1) 

Equation 4-3. Update of RTOT based on ratio of awake to previous iteration mean pressure. 

𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇
(𝑘𝑘) =  

𝑃𝑃𝑝𝑝𝑐𝑐𝑡𝑡𝑠𝑠𝑚𝑚
(𝑘𝑘−1)

𝑃𝑃𝑝𝑝𝑐𝑐𝑡𝑡𝑠𝑠𝑚𝑚𝑑𝑑𝑎𝑎𝑑𝑑𝑘𝑘𝑚𝑚 𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇
(𝑘𝑘−1) 

Equation 4-4. Update of CTOT based on ratio of previous iteration to awake pulse pressure. 

 

Computational simulations were then run with the new Windkessel parameters, leading to 

changes in 𝑃𝑃𝑚𝑚𝑚𝑚𝑑𝑑𝑚𝑚 throughout the vascular system.  

Step 2 - updating 𝑑𝑑 and ℂ. Pressure-diameter curves, reconstructed from mouse-specific 

parameters for the four-fiber family stored energy density function, were used to update 

the mean diameter 𝑑𝑑(𝑘𝑘) corresponding to 𝑃𝑃𝑚𝑚𝑚𝑚𝑑𝑑𝑚𝑚
(𝑘𝑘)  for multiple vascular segments (ATA, 

pDTA, dDTA, SAA, IAA, right CCA, and left CCA). The 3D vascular model was then 

scaled linearly using the ratio of 𝑑𝑑(𝑘𝑘) to 𝑑𝑑(𝑘𝑘−1) for each segment. Updated values of 

vascular stiffness ℂ(𝑘𝑘) for each segment were determined through linearization at 
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(𝑑𝑑(𝑘𝑘),𝑃𝑃𝑚𝑚𝑚𝑚𝑑𝑑𝑚𝑚
(𝑘𝑘) ). Wall thickness ℎ(𝑘𝑘) was calculated based on the assumption of 

incompressibility with the arterial wall modeled as locally cylindrical. 

Step 3 - error minimization. Computational simulations were then run with new diameter, stiffness, 

and thickness values. The relative error 𝜀𝜀(𝑘𝑘) was calculated between computationally-

determined and experimentally-measured systolic and diastolic tail pressures. The percent 

differences of the Windkessel parameters (∆𝑤𝑤) were calculated based on 𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇
(𝑘𝑘) , 𝑅𝑅𝑇𝑇𝑇𝑇𝑇𝑇

(𝑘𝑘)  and 

𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇
(𝑘𝑘+1), 𝑅𝑅𝑇𝑇𝑇𝑇𝑇𝑇

(𝑘𝑘+1). The awake computational model was considered to be fully calibrated 

when the stopping criteria of less than or equal to 5% was met for all error conditions: 

𝜀𝜀𝑑𝑑𝑑𝑑𝑑𝑑𝑠𝑠
(𝑘𝑘) , 𝜀𝜀𝑠𝑠𝑠𝑠𝑠𝑠

(𝑘𝑘) , ∆𝑤𝑤𝑅𝑅, and ∆𝑤𝑤𝐶𝐶. Enforcing a low error yields a model representative of the awake 

hemodynamic conditions, whereas enforcing a small percent change in Windkessel 

parameters ensures a stable parameter space. To illustrate this process, the points on the 

pressure-diameter and resulting tail waveforms with 𝑅𝑅𝑇𝑇𝑇𝑇𝑇𝑇, 𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇, 𝜀𝜀𝑠𝑠𝑠𝑠𝑠𝑠, and 𝜀𝜀𝑑𝑑𝑑𝑑𝑑𝑑𝑠𝑠 for each 

iteration for one mouse (AngII - A1) can be seen in Figure 4-3. 
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Figure 4-3. Iterative changes in computational parameters to estimate awake conditions for mouse A1 with k=0 
being the tuned anesthetized model and k=4 being the tuned awake model. Top left: pressure-curve reconstructed 
from ex vivo experimental parameters with (P(k), d(k))n. Top right: tail outlet waveforms with awake systolic and 
diastolic measurements and 5% tolerance. Bottom left: differences in total resistance (dashed) and compliance 
(dotted) with 5% tolerance. Bottom right: relative error for systolic and diastolic tail pressures. 

4.3 Results 

All AngII-infused mice used in this study exhibited some characteristics of the typical hypertensive 

phenotype, including increased systemic blood pressure. Further, mouse A1 presented an aortic 
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dissection in the SAA and mouse A3 presented with aortic valve regurgitation causing diastolic 

backflow in the ATA.  

4.3.1 Validation 

Hemodynamics under anesthesia: Full multi-domain FSI simulations were first run for each of the 

six mice under the anesthetized conditions that were used to collect the ultrasound, microCT, and 

invasive pressure data. Whereas mouse-specific ATA flows were prescribed as inlet boundary 

conditions (Figure 4-4A), the computationally predicted values of ATA pressure and similarly 

CCA and IAA flows were then compared to experimental measurements (Figure 4-4B). In each 

case, predicted mean and pulse pressure in the ATA and mean flow in the CCA and IAA were 

within 10% of the measured values for all mice that had sufficient information for direct 

comparison. These validations provided confidence for implementing the aforementioned 

workflow for determining associated parameter values for awake conditions. 
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Figure 4-4. A. Imposed inlet boundary condition with flow waveforms (left) and cardiac output (right). B. Good 
agreement between anesthetized models and experimental data, shown with ATA pressure waveforms (left) and LCCA 
and IAA mean flows where available (right). 

Hemodynamics under conscious conditions: Recall that the only hemodynamic information 

available in the awake mice was the tail-cuff pressure data. Regional values of luminal diameter, 

wall stiffness, and outlet boundary conditions (𝑅𝑅𝑇𝑇𝑇𝑇𝑇𝑇, 𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇,) were thus tuned iteratively until the 

computed systolic and diastolic tail pressures matched experimentally measured tail pressures 

within 5% and with a stopping condition for 𝑅𝑅𝑇𝑇𝑇𝑇𝑇𝑇 and 𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇 requiring the calculated value for the 

next iteration to differ by less than 5% from that for the prior iteration. The number of iterations 𝑘𝑘 

required for each mouse varied from 2 (control mouse C2) to 8 (control mouse C3). The good 
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agreement between the computed and experimental systolic and diastolic tail pressure can be seen 

in Figure 4-5.  

 

Figure 4-5. Computational (cross-hatched) and experimental (open) awake systolic (top) and diastolic (bottom) tail 
pressures were tuned to be within 5% difference. 

4.3.2 Vascular structure 

𝑅𝑅𝑇𝑇𝑇𝑇𝑇𝑇 and 𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇 can be separated into components based on contributions from central (3D 

computational domain) and peripheral (Windkessel parameters). Figure 4-6 shows the vascular 

resistance and compliance for each mouse studied separated into these components. Awake mice 

had larger resistances and smaller compliances than anesthetized mice, and these differences were 

larger in the AngII-infused mice than controls. For resistance, this difference was larger in the 

peripheral component than central. Awake AngII-infused mice had larger resistances and similar 

compliances than controls. For resistance, this difference was again larger in the peripheral 
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component. For compliance, awake AngII-infused mice had smaller peripheral, but larger central 

compliances than controls, which accounts for the similar total compliances.  

 

Figure 4-6. Peripheral (top), central (middle), and total (bottom) resistance (left) and compliance (right) for 
controls (blue) and AngII-infused (red) mice for both anesthetized (solid) and awake (cross-hatched) computational 
models. 

 Inner diameter was compared for five aortic regions and a CCA (Figure 4-7). Awake 

computational models have larger inner diameters than anesthetized for each aortic region. For 

both controls and AngII-infused, the increase was smaller in the IAA than in other aortic regions. 

AngII-infused mice again show larger changes with anesthesia than controls. Awake AngII-

infused mice had larger inner diameters than controls in the abdominal aortic regions (ATA, 

pDTA, and dDTA) and CCA, while they were similar in the SAA and IAA, except in the SAA for 

mouse A3. The mouse-to-mouse variations in the effects of AngII-infusion can be appreciated in 
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regard to inner diameter. In the ATA, pDTA, dDTA, and SAA, mouse A3 had larger diameters 

than the other two AngII-infused mice. However, inner diameters were similar between the three 

AngII-infused mice in the IAA and CCA. Although not shown, the AngII-infused mice also 

exhibited longer IAA regions than control mice.  

 

Figure 4-7. Inner diameter for anesthetized and awake models. Top: Upper portion of 3D computational domain for 
awake (green) and anesthetized (red) for representative control and AngII-infused mice. Bottom: Inner diameter for 
each aortic region and a CCA for anesthetized (solid) and awake (cross-hatched) models for each mouse. 

 Circumferential (ℂθθθθ) and axial (ℂzzzz) stiffness, vascular thickness, and structural 

stiffness for each mouse for both anesthetized and awake conditions can be seen in Figure 4-8. 

Awake mice had larger circumferential, axial, and structural stiffnesses and smaller thicknesses 

than anesthetized. Again, this difference was larger in AngII-infused mice than controls, which led 
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to stiffnesses being smaller than the controls in the anesthetized state. For controls, the increase 

with anesthesia was larger in the abdominal aorta (SAA and IAA) than thoracic aorta. For AngII-

infused mice, the increase with anesthesia was larger in the pDTA and dDTA than other aortic 

regions. In the awake state, the AngII-infused mice in general exhibited larger circumferential, 

axial, and structural stiffness and smaller thickness values than controls, although there were both 

regional and mouse-specific differences in trends. The ATA of AngII-infused mice exhibited 

similar circumferential stiffness but larger thickness, leading to increased structural stiffness 

compared to controls. The pDTA, dDTA, and SAA had larger circumferential stiffness and 

thickness, which greatly increased structural stiffness compared to controls. The IAA and CCA 

had larger circumferential stiffness, but similar thicknesses, leading to similar structural stiffness 

with controls. In terms of mouse-to-mouse variations, mouse A2 has the smallest circumferential 

stiffness and largest thickness compared to the other mice, while mouse A3 has the largest 

circumferential and axial stiffness and smallest thickness compared to the other mice. Mouse A1 

is in between mouse A2 and A3 for circumferential and axial stiffness and thickness, except for in 

the SAA, where it presented with a dissection. The best fit perivascular stiffness parameter (ks) 

was found to be C1 – 1, C2 – 40, C3 – 1, A1 – 10, A2 – 1, A3 – 10 Pa/mm, while perivascular 

dampening parameter (cs) was found to be C1 – 300, C2 – 100, C3 – 300, A1 – 200, A2 – 100, A3 

– 500 Pa*s/mm. 
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Figure 4-8. Vascular structure for each mouse under anesthetized (solid) and awake (cross-hatched) conditions. 

Maladaptive vascular remodeling can be assessed by comparing the fold increase in 

systolic pressure (𝛾𝛾 = 𝑃𝑃/𝑃𝑃0 where P0 is the mean of control group systolic pressures) and the 

resulting fold increase in thickness (ℏ = ℎ/ℎ0 where h0 is the mean of control group thicknesses). 

If ℏ is much larger than 𝛾𝛾 for a portion of the vasculature, remodeling is considered to be 

maladaptive for that region [124]. The values of 𝛾𝛾 and ℏ for each AngII-infused mouse for the four 

regions of the vasculature and a CCA can be seen in Table 4-1. Mouse A1 exhibited severe 
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maladaptive remodeling in the SAA, while mouse A2 exhibited maladaptive remodeling in all 

regions of the aorta except for the IAA. Mouse A3 exhibited no maladaptive remodeling, and 

conversely, had thickness ratios that were less than pressure ratios in all regions. 

Table 4-1.  fold increases in systolic pressure (γ) and thickness (ℏ) with AngII-infused mice. 

 ATA DTA SAA IAA CCA 
 𝛾𝛾 ℏ 𝛾𝛾 ℏ 𝛾𝛾 ℏ 𝛾𝛾 ℏ 𝛾𝛾 ℏ 
A1 1.34 1.5 1.43 1.6 1.41 3.6 1.42 0.8 1.36 0.8 
A2 1.18 1.7 1.21 2.1 1.22 2.2 1.22 1.0 1.18 0.8 
A3 1.24 1.1 1.30 1.1 1.30 1.1 1.29 0.9 1.24 0.9 

4.3.3 Regional Hemodynamics 

Pulsatile pressure and flow can be assessed at any location in the 3D computational domain, 

allowing for in depth examination of the effects of regional variations in vascular structure on local 

hemodynamics. Mean and pulse pressures can be seen in Figure 4-9A for each mouse for each 

region of the aorta, a CCA, and the tail for the anesthetized and awake computational models. Each 

mouse exhibited an increase in both pulse and mean pressure from the anesthetized to the awake. 

This increase was larger in the AngII-infused mice compared to control and in pulse pressure 

compared to mean pressure, which led to anesthetized pulse pressure being smaller in AngII-

infused mice than controls. The change in mean pressure with anesthesia was similar in all aortic 

regions, whereas pulse pressure had larger changes in the abdominal regions (SAA and IAA) and 

tail than the thoracic regions (ATA, pDTA, and dDTA) and CCA for both control and AngII-

infused mice. For the control mice, there was less variation between mice in mean and pulse 

pressure in the awake models than the anesthetized. Awake AngII-infused mice had larger mean 

pressures than controls in each of the regions analyzed. Mouse A1 had much larger pulse and mean 

pressures than the control mice, while mice A2 and A3 had similar pulse pressure to controls in 

the more proximal regions of the aorta (ATA and pDTA) and the CCA, and then larger in the other 

regions. Both controls and AngII-infused mice exhibited pulse attenuation down the aorta. This 
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can be seen for each awake AngII-infused mouse compared to a representative control (C3) in 

Figure 4-9B. The pulse attenuation is smaller in the AngII-infused mice than controls. The 

difference in pressure between AngII-infused mice was mainly due to differences in systolic blood 

pressure, with diastolic pressures being more similar between AngII-infused mice. 

 

Figure 4-9. Effects of anesthesia and AngII-infusion on regional blood pressure. A. Mean and pulse pressure for 5 
aortic regions, a CCA, and tail for anesthetized (solid) and awake (crosshatched). B. Pressure waveforms for 5 
aortic regions for each awake AngII-infused mouse compared to C3 normalized to the same mean pressure and 
cardiac cycle length with ATA and IAA pulse pressure marked. 
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Flow waveforms are shown at 4 aortic sites (ATA, DTA, SAA, and IAA) for all six mice 

under both anesthetized and awake conditions (Figure 4-10). Mean flows were similar between 

AngII-infused and control mice in all aortic regions, except for the IAA, where AngII-infused mice 

have a markedly higher mean flow. AngII-infused mice also exhibited longer left ventricular 

ejection times (LVET; control mice C1 – 65 ms, C2 – 72 ms, C3 – 65 ms versus AngII-infused 

mice A1 – 71 ms, A2 – 71 ms, A3 – 75 ms). As mentioned previously, A3 exhibited aortic 

regurgitation causing increased backflow in the ATA. 

 

Figure 4-10. Flow waveforms for four locations in the aorta. 
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4.4 Discussion 

During many forms of in vivo data collection from mice, anesthesia is necessary to ensure 

comfort of the animal and reduce noise associated with stress and motion. Relaxation associated 

with anesthesia decreases systemic pressure, vascular luminal diameter, and, because of the non-

linear stress-strain relationship, stiffness. If the chosen anesthetic has similar effects on each 

region of the vasculature and each study cohort, trends from these studies are likely to not be 

affected by the use of anesthetic; however, previous studies have shown an inhibitory relationship 

between isoflurane anesthesia and AngII-induced vasoconstriction [117]–[119]. In this study, 

action research is used to improve the generalizability of murine studies with AngII-infused mice 

that require isoflurane anesthesia. In this section, you will find a discussion of the effects of 

isoflurane anesthetic on controls and AngII-infused mice, effects of AngII-infusion on in vivo, 

awake hemodynamics and vascular structure, mouse-specific variations in hypertensive 

phenotype from AngII-infusion, and limitations and assumptions of our workflow and 

experimental design. A discussion of the insights pertaining to future murine studies can be found 

in Chapter 5.  

4.4.1 Effects of isoflurane anesthesia 

Through comparison of anesthetized and estimated awake computational models, the 

impacts of isoflurane anesthesia on hemodynamics and structure of the central vasculature were 

analyzed in both control and AngII-infused mice. Many of the results are consistent with the known 

mechanisms of isoflurane. SVR decreased from the awake to the anesthetized state, especially in 

the periphery, which is consistent with the relaxation of vascular smooth muscle cells causing 

vasodilation with isoflurane [110]. Vascular compliance increased with anesthesia, which is also 

related to vasodilation and the pressure-dependent decrease in arterial stiffness. Isoflurane 
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decreased mean pressure, because of decrease in SVR, and pulse pressure, because of increased 

compliance. Because of the decrease in mean pressure, vascular luminal diameter and stiffness 

decreased and thickness increased, which also contributes to the decrease in pulse pressure. 

Further, the in vivo, awake descriptors of vascular structure, including stiffnesses and thickness, 

are similar to other studies of C57BL/6 mice and AngII-infused C57BL/6 mice that linearize with 

awake pressure measurements [104], [125]. In the control mice, we identified spatially varying 

effects of isoflurane on aortic structure and hemodynamics. Stiffness decreased more in the 

abdominal aortic regions (SAA and IAA) than thoracic regions (ATA and DTA). This may be 

because of differences in mechanical properties from differences in elastin and collagen content. 

Further, the active relaxation of the vascular smooth muscle with anesthesia is not included in the 

simulations, which are especially important in the distal regions of the aorta. Further studies should 

further investigate this finding. Adjusting for anesthesia leads to less variation in mean and pulse 

pressure between control mice, which suggests that the workflow may be reducing the dose-

dependent effects of anesthesia caused by difficulty to ensure equal doses with inhalant anesthetics 

[64].  

We identified differential effects of isoflurane anesthesia on AngII-infused mice, which is 

consistent with previous studies [116]–[119]. To our knowledge, this is the first characterization 

of the effects of acute isoflurane use in chronic AngII-infused mice on global hemodynamics and 

vascular structure. Isoflurane decreased systemic mean and pulse pressure more in AngII-infused 

mice than controls (Figure 4-11). This caused the pressure-dependent properties of the vascular 

wall to also be depressed more in AngII-infused mice. Importantly, this caused AngII-infused mice 

to have lower pulse pressure and vascular stiffness than control mice while under anesthesia, which 

defied ex vivo biomechanical findings and expected effects of AngII-infusion. While we are unable 
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to examine the mechanisms of this interaction with the computational workflow, the larger 

decrease in peripheral resistance in AngII-infused mice than controls with anesthesia is consistent 

with the hypothesis that isoflurane reduces the ability of AngII to induce vasoconstriction in 

vascular smooth muscle cells [117], [119]. Furthermore, the relationship between AngII and 

isoflurane may relate to the increased risk of intraoperative hypotension observed in patients with 

chronic systemic hypertension or control their blood pressure using RAAS agonists, which should 

be further explored [126]–[128].  

 

Figure 4-11. Visualization of the effects of acute isoflurane administration on tail pressure of control and AngII-
infused mice created from average anesthetized (computational) and awake (experimental) mean and pulse tail 
pressure of control (blue) and AngII-infused (red) mice. 

4.4.2 Effects of AngII-infusion 

Through comparison between AngII-infused and controls awake computational models, 

we examined the effects of chronic AngII-infusion on in vivo vascular structure and 

hemodynamics. In this section, results are generalized between the three AngII-infused mice, while 
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a discussion of mouse-to-mouse variation can be found below. AngII-infused mice had larger 

vascular resistance than controls, most of which is in the peripheral component. This is consistent 

with increased vasoconstriction with AngII-infusion. Luminal diameters are slightly larger in 

AngII-infused mice, and more so in the abdominal aorta (ATA, pDTA, and dDTA) and CCA. 

Regional differences in effects of AngII-infusion are consistent with Bersi et al. (2017): the ATA 

exhibited slight increases in circumferential stiffness, decreases in axial stiffness, and increased 

thickness; the DTA and SAA exhibited increases in circumferential stiffness, axial stiffness, and 

thickness; and the IAA exhibited slightly increased circumferential stiffness, increased axial 

stiffness, and similar thicknesses [97]. We also characterized the CCAs, which, as expected due to 

similar function and properties, has similar effects as the IAA.  

The value of computational analysis in this case is the characterization of local 

hemodynamics in response to the spatially varying vascular stiffening with AngII-infusion. 

Because of increases in vascular resistance, mean pressure increased with AngII-infusion and this 

increase was similar for all aortic regions. On the other hand, differences in pulse pressure were 

region specific. For most AngII-infused mice, pulse pressure is similar to controls in the ATA and 

CCA. Pulse pressure increases in the more distal aortic regions, because of large increases in 

structural stiffness in the DTA and SAA. This is a likely a leading contributor to the propensity of 

AngII-infused mice to exhibit dissections in the SAA [97], like mouse A1. This differential 

increase in pulse pressure decreases pulse attenuation down the aorta, which differs from the 

naturally aged mouse phenotype seen in Chapter 3. Interestingly, we characterized less remodeling 

in the IAA compared to other regions, similar to [97], including with a smaller increase in diameter, 

thickness, and structural stiffness; however, we still found an increase in pulse pressure in this 

region compared to other regions, which may be attributed to the increase in mean flow in this 
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region. Future studies should examine the impact of increased distal pulse pressure on end-organ 

damage in the abdominal and renal capillary beds. Finally, we observed that AngII-infused mice 

exhibited increased left ventricular ejection times, which may be an indicator of cardiac 

remodeling in response to the increase in afterload associated with hypertension [129]. This 

finding may be an early sign of ventricular hypertrophy, as AngII-infusion is common mouse 

model for studying diastolic dysfunction and heart failure with preserved ejection fraction 

(HFpEF) [130]–[134], although sufficient experimental data pertaining to cardiac function was not 

collected to corroborate this. Future studies could employ a heart model [69], [70] or couple 3D 

ventricular models to the arterial domain [135] to better study cardiac function and HFpEF disease 

progression.  

4.4.3 Mouse-specific variations in hypertensive phenotype 

Since all experimental data was collected from each individual mouse used in this study, 

computational models presented are truly mouse-specific, which allows us to analyze the mouse-

to-mouse variations in the effects of AngII-infusion. The following discussion uses the awake 

computational models to analyze these differences between mice. Table 4-2 summarizes the 

generalized trends in computational and experimental metrics for each AngII-infused mouse in 

relation to the other AngII-infused mice. Mouse A1 had medium values for diameter, stiffness, 

and thickness with some degree of maladaptive remodeling and largest CO, mean pressure, and 

pulse pressure. The increase in mean pressure compared to the other mice is likely due to increased 

CO, as it had the smallest RTOT. An increased CO also implies an increased stroke volume (SV) 

because mice had similar heart rates, as seen by similar cardiac cycle lengths. The larger pulse 

pressure observed in this mouse, which was over 10 mmHg larger than the other mice, is likely 

due to the increase in SV, as it did not have the largest structural stiffness compared to the other 
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mice. The increase in mean pressure compared to the other mice is also likely due to CO, as it had 

the smallest RTOT. Additionally, mouse A1 had an aortic dissection in the SAA, which was likely 

observed because of the much larger pulse pressures.  

Table 4-2. Ranking of each AngII-infused mice in comparison to the other AngII-infused mice. *,**, and *** and 
green, orange, and red shading correspond to smallest, medium, and largest values. 

 

Mouse A2 had the smallest values for circumferential and axial stiffnesses, but the largest 

thickness and maladaptive remodeling. This suggests that for this mouse, vessel thickness was 

increased in a way that had little effect on the material stiffness of the vessel. This phenotype is 

consistent with Korneva and Humphrey’s (2019) description of AngII-infused mice with 
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Maladaptive modeling Table 1-1 ** *** * 
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maladaptive modeling [136]. Because Korneva and Humphrey (2019) also related high degrees of 

maladaptive remodeling with an impairment of smooth muscle cells to constrict, it is possible that 

mouse A2 exhibited this impairment, although sufficient data to confirm this was not collected. 

Although not shown, mouse A2 had the smallest in vivo axial stretch of the AngII-infused mice, 

which was also exhibited in the maladaptive mouse phenotype in [136]. This mouse also exhibited 

the largest increase in all components of resistance. The largest increase in RTOT is due to the 

smallest diameter values. The increase in Rperiphery suggests an increased remodeling in the 

periphery as well, although future studies would need to confirm this. Despite the evidence of 

maladaptive remodeling in this mouse, it had the lowest mean and pulse pressures, likely related 

to the lesser increase in CO than mouse A1 and smaller structural stiffness than A3. 

Mouse A3 exhibited the largest increase in material stiffness, in both the circumferential 

and axial directions, but with the smallest thickness of the AngII-infused mice, suggesting that 

vascular remodeling had a larger impact on material stiffness than thickness. The large increases 

in material stiffness led to larger structural stiffnesses than the other mice, despite the smallest 

degree of vascular thickening and no maladaptive modeling. This mouse had the smallest CO, 

largest LVET, and aortic regurgitation resulting in increased diastolic backflow in the ATA. This 

may indicate a further progression of cardiac dysfunction compared to the other mice, but this 

would need to be validated with further experimental procedures.  

In summary, mouse-specific computational modeling allows for in-depth analysis of the 

variations in hypertensive phenotype with AngII-infusion. For mouse A1, the increase in CO and 

SV can explain many of its hypertensive phenotype, including increased pulse pressure and mean 

pressure, observed. Mouse A2 exhibited maladaptive remodeling, which increased structural 

stiffness through increasing vessel thickness but without changing material stiffness. Conversely, 
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mouse A3 had increased material stiffness but with very little thickening. These different 

phenotypes suggest different mechanisms of excess circulating AngII, although the causes of these 

differences need to be examined in the future.  

4.4.4 Limitations and assumptions 

There are multiple limitations and assumptions in the presented study both in experimental 

design and computational workflow to adjust for the effects of anesthesia. The largest limitation 

to this study is the small sample population. The insights discussed herein, especially concerning 

the effects of AngII-infusion, need to be further verified with a larger mouse population. Further, 

although completing all experimental procedures on each mouse allowed for the creation of 

mouse-specific computational models, we needed to assume that experimental conditions were the 

same for each procedure, including that depth of anesthesia. It is also assumed that the preceding 

experiments did not alter hemodynamics and structure, which may not be the case given the stress 

put on the animals and potential for vascular damage from the invasive Millar catheterization.  

For the workflow to estimate awake conditions, we assume that there are no changes in 

flow distribution from the aorta with isoflurane anesthesia. Previous studies have reported that 

there might be some alterations to preserve cerebral blood flow [107]. Further, we assume that 

there is no change to the ratio of distal to peripheral resistances at each outlet. Importantly, the use 

of tail cuff pressure as the only awake pressure measurements leads to experimental variability. 

As mentioned in Chapter 2, the stress of being handled during blood pressure cuff assessment can 

increase blood pressure and heart rate [137]. In this study, mice were preconditioned to the 

measurement apparatus for several days before measurements were taken. There are multiple 

catheter-based methods for continuous recording of blood pressure in awake mice, including 

implanted telemetry [138]. While these are able to more closely monitor central pressures in the 
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awake state and obtain pressure waveforms, the addition of the catheter affects the hemodynamics 

of the system [89] and may induce inflammation and remodeling. For these reasons, we have 

decided to use tail cuff measurements for assessment of awake pressure, although further studies 

could be performed to assess the differences in estimated awake hemodynamics between awake 

pressure measurement techniques.  

In summary, we presented a new workflow that enables researchers to simulate central 

hemodynamics in mice under awake conditions, based in part on detailed measurements that are 

available only under anesthetized conditions. We showed that differential effects of anesthesia on 

different groups of mice can confound simulated results and their interpretation. Accounting for 

these differential effects in AngII-infused and non-infused C57BL/6J mice, revealed that in vivo 

hemodynamics are estimated poorly in the AngII-infused mice in the absence of appropriate 

understanding of the effects of isoflurane anesthesia. Finally, the awake computational models 

allowed us to characterize better the increases in in vivo vascular stiffness particularly in the DTA 

and SAA with AngII infusion, which increases pulse pressure throughout the aorta and decreases 

the typical pulse pressure attenuation in the abdominal segment. Having local hemodynamics, both 

pressure and flow, promise to help us to understand better previously reported results on regional 

differences in aortic adaptation or maladaptation during AngII-induced hypertension [97] (Bersi 

et al., 2017), thus emphasizing the importance of coupling computational and experimental studies 

as well as in vivo and ex vivo measurements. Finally, given the marked specimen-to-specimen 

variability in AngII-induced pathologies [139], collecting all data from each mice will be critical 

for understanding differential disease progression.  
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Chapter 5 Discussion of Murine Experiments for Hypertension Research 

5.1 Discussion 

Hypertension is a highly prevalent cardiovascular disease and leading contributor to death 

worldwide [17]. Through a positive feedback relationship with arterial stiffness, hypertension 

causes end-organ-damage promoting the development of secondary diseases, including in the 

heart, brain, and kidneys [21], [22]. A better understanding of the relationship between 

hypertension, arterial stiffness, and progression of resulting pathology may be beneficial for 

development of treatment strategies and prognostic criteria; however, it is difficult to obtain the 

high-resolution, direct measurements necessary from human subjects in vivo. Murine models are 

commonly used to study hypertension and arterial stiffness because of their low cost, high 

availability of genetic manipulation, and short lifespans [26], [58]. Careful experimental design is 

necessary to ensure the results of murine experiments are transferable to human disease. Technical 

action research can be used to make decisions concerning experimental factors, including disease 

models, environmental conditions, and measurement techniques, to optimize the generalizability 

of results. In this work, we used FSI modeling of the cardiovascular system to obtain high 

resolution metrics of hemodynamics and vascular structure throughout the central vascular system, 

which allowed us to determine the impact of experimental decisions.  

Aging is a primary risk factor for many cardiovascular diseases, including hypertension, 

and is, therefore, a common area of research for murine experiments. Multiple murine models have 

been employed to study cardiovascular aging, although differences between these models and 

natural human aging are often not considered in depth. In Chapter 3, we identified key similarities 
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and differences in hemodynamics and vascular structure between young and old representative 

humans and mice through in-depth comparison of computational models of the central vasculature 

system. Human computational models were built from subject specific data on anatomy, 

hemodynamics, and vascular deformations and population specific data for parameters of the four-

fiber family model for vascular mechanics. Trends observed with aging for the human subjects are 

consistent in many ways with expectations from literature. Murine computational models were 

built from population-based data on anatomy, hemodynamics, and vascular mechanics using 

allometric scaling as described in [48]. An in depth comparison between our results and previously 

published work can be found in Chapter 3 – Discussion. The implications of identified similarities 

and differences for improving generalizability of murine models for cardiovascular aging research 

are presented in section 1.1.  

Measuring in vivo cardiovascular parameters in mice requires anesthesia to reduce 

discomfort and movement artifacts. Use of anesthesia should be carefully controlled, as it 

depresses cardiovascular function. Isoflurane is typically preferred for these experiments, because 

of an ease of controlling depth and quick recovery time [64]. Previous studies have reported a 

potential inhibitory mechanism of isoflurane anesthesia on angiotensin-II (AngII), a commonly 

used molecule for inducing hypertension in murine studies [116]–[119], [140]. In Chapter 4, the 

impact of isoflurane anesthesia on chronically AngII-infused mice was investigated through the 

development of a computational workflow for estimating awake hemodynamic conditions. The 

estimated awake parameters for hemodynamics and vascular structure are consistent with the 

expected effects of AngII-infusion, demonstrated through global increases in pressure and regional 

aortic remodeling similar to prior studies [97], [136]. Resulting insights pertaining to the effects 

of isoflurane anesthesia and chronic AngII-infusion can be found in Chapter 4 – Discussion. 
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Suggestions for future murine studies that aim to characterize in vivo hemodynamics of AngII-

infused mice are presented in section 1.2. 

5.2 Murine Models for Cardiovascular Aging 

The identified similarities and differences between naturally aged humans and mice can be 

used to inform the appropriate context for using the naturally aged C57BL/6 x 129/SvEv mouse for 

cardiovascular aging studies. Regional similarities between the species indicate that the naturally 

aged C57BL/6 x 129/SvEv mouse may be appropriate for investigating the effects of aging on 

particular aortic regions. For example, both species exhibit a similar increase in pulse pressure and 

vascular stiffness in the ascending thoracic aorta (ATA). If a researcher is interested in studying 

this region in particular, this might be an appropriate mouse model. Furthermore, this may indicate 

that the age-related effects on cardiac function and coronary artery perfusion may be similar 

between species, although future studies should validate this. Regional differences between the 

species indicate for which regions the naturally aged C57BL/6 x 129/SvEv mouse is not an 

appropriate model. For example, the patterns of pulse pressure, vascular stiffness, and diameter 

tapering vary between species in the abdominal aortic regions. If a researcher is interested in 

studying the effects of aging in this region, this may not be an appropriate mouse model. Similarly, 

this may indicate that this is not an appropriate mouse model for investigating the effects of aging 

on, say, kidney perfusion. Furthermore, the differences in age-related changes in peripheral 

resistance and compliance between species may indicate that this mouse model is not appropriate 

for studying the effects of aging on distal vascular perfusion.  

The in depth comparison between human and murine natural aging also informs the 

potential targets for the development of novel murine models for cardiovascular aging. A key 

difference between mechanisms of aging between species is the lack of elastin degradation in the 



 83 

murine aorta. Because of this, mouse models for cardiovascular aging have been developed that 

target elastin structure, including infusion of elastases and manipulation of key genes for elastin 

synthesis, including fibulin-5 (Fbln5). The FSI modeling techniques used in this work have been 

employed previously for a Fbln5 knock out mouse model (Fbln5-/-) and similar patterns of aortic 

stiffening and pulse pressure were observed to the naturally aged mouse model presented herein 

[48]. To observe patterns of aortic stiffness and hemodynamics similar to humans, mouse models 

may need to incorporate differential stiffening of the distal aortic regions, which would induce an 

increasing stiffness gradient down the aorta. This may be possible because of the differences in 

structure between thoracic and abdominal aortic regions, although future work would need to be 

performed to identify potential mechanisms to achieve this. Aortic banding at level of the 

diaphragm may induce inflammation and increase abdominal stiffness locally as well.  

In this work, we completed one action research cycle for improving the generalizability of 

murine results for cardiovascular aging, which lead to suggestions for appropriate use of the 

naturally aged C57BL/6 x 129/SvEv mouse model and potential targets for the generation of novel 

models for studying cardiovascular aging. Further iterations of the action research cycle should be 

completed based on these suggested improvements to improve the generalizability of murine 

experimental methods for studying cardiovascular aging. One potential direction for future action 

research cycles is to continue to assess the naturally aged C57BL/6 x 129/SvEv mouse model to 

further identify aspects of cardiovascular aging that are similar to humans. This could include 

examining alterations in cardiac function and organ perfusion with age. Another potential direction 

for future action research cycles is to apply FSI modeling techniques for additional models of 

cardiovascular aging to identify more appropriate mouse models. This could include models of 

elastin degradation and aortic stiffening. Researchers may also consider assessing other animal 
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models, including other commonly used animal models for cardiovascular research such as rats or 

pigs, to determine if there are species that exhibit natural aortic aging more similar to the humans.  

5.3 Anesthesia with AngII-infused Mice 

Through a novel computational workflow to estimate awake hemodynamic conditions, we 

found that isoflurane anesthesia had a larger effect on chronically AngII-infused mice compared 

to controls. This suggests that researchers should consider using alternative anesthetics for studies 

with AngII-infused mice. Although not preferred by researchers because of long recovery times, 

ketamine is a potential alternative that should be explored, as other volatile anesthetics may have 

similar effects on AngII-infused mice [64], [118], [119]. The possibility of reducing the amount 

of anesthesia given to AngII-infused mice should also be considered, although the effects of AngII-

infusion on the analgesic properties of isoflurane would need to be investigated to justify this. If 

alterations to experimental conditions are not feasible, the computational workflow presented in 

Chapter 4 may be used to adjust for the differential effects of anesthesia for these studies. In this 

case, future work should be performed to further validate the estimated awake hemodynamics with 

experimental data. Telemetry to assess awake blood pressure at various regions of the central 

vasculature could be used to achieve this. Researchers should also be aware of the necessary 

experimental data needed to inform computational models if they intend to use the workflow to 

estimate awake hemodynamic conditions. Of note, ex vivo pressure-diameter curves from biaxial 

tissue testing may diminish the ability of researchers to employ this method. Future work should 

also explore the impact of the constitutive relationship for aortic biomechanics on estimates of 

awake stiffness. 

As with section 1.1, we completed one action research cycle for improving the 

generalizability of results from murine experiments that use isoflurane anesthesia with AngII-
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infused mice. Future iterations of the action research cycle should be completed based on the 

suggested improvements, which would lead to the optimization of experimental conditions for 

characterizing in vivo hemodynamics of AngII-infused mice. One continuation of this action 

research cycle would be to use the methods presented herein to explore the impact of different 

types of anesthesia. Researchers could also iterate on the dose of isoflurane used with AngII-

infused mice, which would need to include metrics for consciousness and analgesia. Finally, the 

computational workflow developed could be optimized to future ensure accuracy of results and 

ease of use.  
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Chapter 6 Introduction to Interventions for STEM Education 

6.1 Motivation 

Many science, technology, engineering, and math (STEM) classrooms utilize an 

instructional paradigm for education, which focuses on the transfer of knowledge to students in a 

traditional lecturing format. However, this has been previously shown to be ineffective for the 

development of usable knowledge, which is essential for practical STEM careers. To better prepare 

STEM undergraduate students, student-centered pedagogies should be implemented, which focus 

on the act of learning by students rather than the transfer of knowledge from instructors. Practical 

action research can be used to optimize the implementation of student-centered pedagogies in the 

classroom to improve student outcomes. Another systemic issue in STEM education is a chilly 

climate for historically underrepresented groups, which is a significant barrier to success for 

individuals from these groups. Many diversity, equity, and inclusion (DEI) efforts in STEM 

education do not attempt to address the cultural discourses that promote this chilly climate and, 

therefore, have limited widespread success. Critical action research can be used to improve the 

climate in STEM for students through the development of interventions to dismantle the forces in 

STEM culture that cause DEI issues.  

I am additionally motivated in this section because of my personal experiences with STEM 

education. Throughout my own undergraduate and graduate education, I was often frustrated by 

the teaching methods used in my classes. Many of my professors were focused more on the content 

of the lectures rather than the learning of students. Anecdotally, these classes did not help me 

become a confident biomedical engineer; my time outside of class was spent struggling to teach 
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myself the material or to complete exercises only tangentially related to what would be included 

in assessments. I grew frustrated with my own abilities and struggled to see myself as an engineer. 

Even now, I struggle with confidence and skills covered in these content-focused, lecture-based 

classes. In contrast, I still remember content and have fond memories from classes in which 

professors actively engaged students with the content. It was clear that these professors cared about 

student learning, implemented research-based teaching strategies, and adapted to student feedback. 

Moving into a teaching focused position post-graduation, I hope to ensure that the teaching 

methods I use in my classroom are optimized for student learning. 

I additionally struggle to identify as an engineer because I differ in many ways from the 

dominant cultural narrative of who an engineer should be, i.e., a person who has unrelenting focus 

pertaining to facts and technology, who does not struggle with any scientific or mathematical 

concept, who can dedicate 12 hours a day for work without break, and who does not care about 

feelings or non-technical skills. Many engineers who fall outside of this dominant narrative, for 

example because of cultural norms or neurodivergences, struggle to build engineering identity and 

to persist in the field. In addition, those with historically marginalized identities struggle in 

academia and the engineering field because of factors like lack of representation, under 

preparedness for higher education, less time to dedicate to coursework outside of the classroom, 

social stigma, and non-inclusive teaching practices. Colleges and universities undertake diversity, 

equity, and inclusion (DEI) efforts to help mitigate these factors and increase retainment and 

retention of diverse students, including initiatives and events to educate about identity-based 

issues, develop communities of support, provide resources, etc. Despite good intentions, many of 

these efforts do not have a large impact because of lack of support from those with power, 

misunderstanding of the needs of communities, under funding, etc. From a student perspective, 
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many DEI efforts from universities feel disingenuous and misguided, because they are often not 

informed by the societal factors that lead to inequality or do not consider lived experiences of 

individuals within communities. I would like to help improve the climate in engineering and 

academia for those with marginalized identities and ensure that anyone who is interested in 

engineering has the proper support and resources to succeed through DEI efforts informed by the 

voices and needs of individuals from historically marginalized communities. 

In this work, I demonstrate the application of practical action research to the improvement 

of instructional strategies for teaching computer programming to biomedical engineering students 

(Aim 3) and critical action research to the improvement of the climate in STEM for LGBTQIA+ 

individuals (Aim 4). A social-psychological framework is employed for evaluating these 

interventions, which emphasizes the importance of interpersonal and intrapersonal factors for the 

development of knowledge [141]–[144]. In this chapter, background information is provided 

related to social-psychological theory, student-centered learning, the cultural climate in STEM, 

and educational data collection strategies. 

6.2 Social-Psychological Theory 

As applied to education, social-psychological theory describes the influence of social and 

intrapersonal factors on student learning [145]. With a social-psychological lens, we situate the 

learner in their environment and acknowledge the importance of context for learning. The learner 

is both impacted by and influences their environment, and these relationships inform their 

academic behavior, which can be seen in Figure 6-1 [145]. For example, if a student is particularly 

interested in computer programming, they may situate themselves in environments that allow them 

to explore this field further. If an instructor complements their effort and skills in this area, they 

then develop confidence in their abilities, continue to pursuit their interests, and align their career 
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goals with computer programming. Contrarily, if a student is unable to see themselves portrayed 

in the dominant narrative of an engineer, they may enter into higher education with already low 

confidence in their abilities despite interest and capabilities in the field. If they then do not feel a 

sense of belonging in engineering and academic environments, their interests may diminish, and 

their confidence decreases further. This may lead to them not setting academic goals, having low 

emotional well-being, and reducing the amount of effort they put towards academics, limiting their 

ability to succeed.  

 

Figure 6-1. Social-Psychological Theory for higher education adapted from [146], [147]. 

Social-psychological indicators allow us to explore individuals’ relationships with their 

environments and the effects of these relationships on the individual, including through sense of 

belonging, community, motivation, self-efficacy, engagement, and identity. These indicators are 

dynamic, interconnected, and have been shown to affect metrics of learning and success in STEM, 

including GPA and retention [142], [144], [147]–[151]. Therefore, interventions can be developed 

that aim to increase these factors to improve student outcomes, and these factors can be used to 

assess the impact of various interventions. In this work, social-psychological factors were used to 
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assess the impact of the developed interventions during the action research cycle, which included 

self-efficacy, attitudes, sense of belonging, and identity. In this section, I will define and 

summarize previous studies relating these factors to student success in STEM. 

Self-efficacy is the perceived ability succeed at completing a particular task, which has been 

found to relate to academic motivation, interest, goals setting, effort, and persistence [152]. Self-

efficacy is a well-known predictor of academic performance in STEM, including in predicting 

GPA [153]. Low self-efficacy has been shown to induce negative emotional responses, including 

anxiety [145], [152]. Student background characteristics, including gender, membership in groups 

underrepresented in STEM, and socio-economic class, have been shown to impact STEM self-

efficacy [154], [155]. Various educational interventions have been shown to increase self-efficacy 

in STEM, which effectively give students the opportunity to practice professional STEM skills or 

interact with experts, including undergraduate research programs, problem-based learning, maker 

and design experiences, and effective mentoring [154]–[158]. Attitudes describe students’ 

emotion, cognition, and intention towards a field [159]. Attitudes towards STEM are influenced 

by personal interest, self-efficacy, and perceived usefulness or applicability to their lives or values 

[159]. Positive attitudes towards a field have been related to achievement [160], [161]. Gender has 

been shown to have an impact on attitudes towards STEM, especially in traditionally masculine 

dominated fields like computer programming [159], [161]. 

Sense of belonging describes a student’s feelings of connectedness and importance within 

an institution [162]. Students navigate their sense of belonging based on their environment and 

context, for example at the college, dorm, class, or field levels [149], [162]. For academic fields, 

including STEM, a critical component of belonging is congruence between personal beliefs and 

field values [149]. High sense of belonging in higher education is associated with academic 
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success, emotional well-being, motivation, engagement, and retention, while lower sense of 

belonging is associated with lower emotional well-being [149], [162], [163]. Previous studies have 

shown that multiple identity-based factors, including gender, queerness, underrepresented 

minority status, and first generation status, may impact a student’s sense of belonging in STEM 

[148], [149], [162]. Identity development is the process by which students grow to associate 

themselves with people of a particular context, including to STEM fields, institutions, and to 

affinity groups [164]. For example, a student develops STEM identity as they begin to ‘see 

themselves’ as a STEM person. STEM identity development is contingent on gaining 

competencies, becoming well-versed in cultural standards, having continued interest, and being 

recognized by others [158], [164]–[166]. STEM identity development correlates to academic 

achievement, high attitudes, and persistence in the field [165], [166]. 

6.3 Student-centered learning 

STEM fields are highly interdisciplinary with many subdisciplines that require graduates to 

apply many levels of scientific and mathematical knowledge to complex problems. Because 

application of knowledge is a critical component to STEM, undergraduate studies must prepare 

students beyond memorization of facts and concepts; students must organize and connect 

knowledge so that it is ‘usable’ during problem solving [167], [168]. Traditional lecture-based 

courses, like those described in the Motivation, are based in the instruction paradigm, which 

maintains that a professors’ goal in a classroom is to deliver content to students [169]. Previous 

research has shown that the instruction paradigm is not effective for the development of higher 

order application of material [167], [169], [170]; students taught primarily with this method have 

demonstrated difficulty using previously learned knowledge in new contexts [167]. To better 

prepare students for complex problem solving, experts called for an adaptation of the learning 
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paradigm, which asserts that a professors’ goal in a classroom is to encourage student learning 

[169]. As opposed to the instruction paradigm, the learning paradigm involves students in the 

responsibility for their learning – it is not enough that the instructors provide knowledge, students 

must engage with knowledge to build an understanding [169].  

Active learning approaches give students the opportunity to engage with material, which 

promotes the learning paradigm. Broadly, an active learning exercise is any activity that requires 

more than passive listening from students [171]. Previous studies have found that active learning 

increases student learning compared to traditional lecture-based courses [172]. Despite this, 

traditional lecture methods were found to be the most common use of class time in STEM courses 

in 2018 [173]. Implementation of active learning can vary from incorporating low time 

commitment activities (e.g., think-pair-share, clicker questions, minute papers) to completely 

redesigning courses (e.g., flipped classroom, service learning). In most forms, active learning 

activities give students the ability to practice the application of material in a low-stakes 

environment where they can get immediate feedback on their logical thinking processes [171]. 

Active learning activities can also help in the development and maintenance of social-

psychological indicators discussed above, such as self-efficacy, positive attitudes, and STEM 

identity. Project- or problem-based learning is particularly helpful in STEM, as students are given 

the opportunity to practice authentic problem-solving, which has been shown to help build self-

efficacy and STEM identity [167], [174], [175]. These methods are often paired with cooperative 

learning, which allows students to learn from peers and develop effective teamwork skills [167], 

[176], [177]. In addition to these benefits, active learning can help students gauge their 

understanding of a concept and determine the level of effort needed until mastery, which can 

increase the amount of control they exert in their education [167], [168]. The amount of control a 
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student has in their education is another important social psychological factor for academic success 

[175]. 

6.4 Climate in STEM 

Given the importance of social context on student success, it is critical to examine the climate 

for historically underrepresented groups in STEM. Women and people of color historically receive 

less STEM higher education degrees and hold fewer positions in the STEM workforce than 

appropriate based on the US census [178]–[180]. A leaky pipeline analogy has been commonly 

used to describe the leaving of groups currently underrepresented in STEM from the field; 

however, this has been criticized for prioritizing increasing STEM graduates versus improving the 

climate for students [181]. In this work, we use a critical approach for characterizing the climate 

in STEM for underrepresented groups, which attributes the oppression of identity-based groups to 

societal forces rather than intrinsic differences between individuals [16]. We pair this with a 

strengths-based approach, which highlights the assets that individuals use to navigate society, 

rather than a deficit approach, which supposes that marginalized individuals have deficits that need 

to be “fixed” to integrate into society [16]. Various factors of the STEM and US sociopolitical 

environment contribute to a chilly climate for underrepresented racial or ethnic groups, women, 

first generation students, students of low socioeconomic background, LGBTQIA+ students, and 

disabled students, which contribute to low sense of belonging and difficulty developing STEM 

identity, limiting the ability for marginalized students to succeed despite their strengths, interests, 

and skills in the field [148], [149], [162], [179], [180]. In this section, I will briefly discuss some 

of the key components of the STEM climate that work to marginalize students with identities that 

differ from the majority, regardless of specific identity, followed by a brief discussion of how these 

factors compound for students who hold multiple marginalized identities. 
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Before discussing specific aspects of STEM culture that lead to marginalization, it is 

important to acknowledge the aspects of US society that contribute to inequity for 

underrepresented groups long before their STEM education. For example, underrepresented racial 

and ethnic groups are less likely to have adequate preparedness in science and math, a large 

contributor to STEM academic achievement, because of inequitable historical and societal 

distributions of wealth and resources to non-majority groups [180]. Societal views of gender, math, 

and technology contribute to lower self-efficacy and interest in these fields by women starting in 

Middle School [182]. As mentioned in the motivation, there is a dominant narrative concerning 

those who succeed in STEM, which reduces the sense of belonging for those whose personal 

identities are not congruent with or whose culture values are not represented in it [183]. Because 

the STEM field has largely been dominated by white, cis-heterosexual, abled men, the traits and 

values associated with STEM identities are also those that are traditionally held by white, cis-

heterosexual, abled men [184]–[188]. Stereotypes that persist concerning STEM success include 

being non-social, individualist, competitive, willing and able to work for long hours, and 

completely objective [141], [188], [189]. These stereotypes exclude students from cultural 

backgrounds that prioritize family and working towards collective benefits [190], value social and 

non-technical skills [187], [191], and have caregiver or family responsibilities [188]. Master and 

Meltzoff (2020) further defined how stereotypes of success and individual identities impact 

retention in STEM, which can be seen in Figure 6-2. In this model, interventions were defined to 

help individuals with underrepresented status persist, including broadening the definition of STEM 

workers; a growth mindset, which emphasizes gaining competencies through effort as opposed to 

intrinsic ability; and increasing sense of belonging [187].  
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Figure 6-2. Impact of stereotypes associated with success in STEM and individual identities on STEM outcomes, from  
[187]. 

Other factors contribute to the chilly climate in STEM for individuals, including 

underrepresentation, isolation, stereotype threat, and microaggressions. Primary representation of 

individuals from the dominate identity groups further enforce the identity-based stereotypes of 

successful STEM workers [182], [192]. Furthermore, lack of role models with similar 

characteristics within peer and achievement groups leads to a difficulty socializing into STEM 

culture, developing STEM identity, and feeling a sense of belonging [141], [179], [186], [188]. 

Various factors contribute to feelings of isolation in STEM including social alienation by peers, 

absence of other individuals from their identity groups, and lack of acknowledgment of their 

identities, which leads to reduced sense of belonging in STEM and decreased emotional well-being 

[186]. The latter of these factors is particularly important as it contradicts the idea that a 

‘colorblind’ view is beneficial to underrepresented racial groups. In fact, implementation of a 

colorblind framework for addressing diversity from healthcare administrators led to decreased 

engagement from racially diverse individuals compared to a multicultural framework [192]. While 
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stereotypes exist regarding the traits of those who succeed in STEM, stereotypes are also imposed 

on underrepresented groups. In a chilly climate, individuals may fear their behavior or level of 

academic achievement may confirm negative stereotypes about their identity groups, i.e. 

stereotype threat, which is associated with lower motivation, academic achievement, and 

emotional well-being [187], [193]. Microaggressions are indicators of a lack of belonging or a 

negative view of identity groups often perpetrated by people with power [186]. Racial- and gender-

based microaggressions are prevalent in STEM education and include undervaluing the 

achievements and STEM identities of individuals in these groups. Microaggressions contribute to 

the low sense of belonging and emotional distress of underrepresented groups in STEM [186]. 

While we use a critical lens to identify aspects of STEM culture that contribute to oppression 

of underrepresented students in general, it is important to acknowledge that these factors 

compound for individuals who hold multiple marginalized identities [186]. For example, the 

intersections of being non-male and non-white compound for Black women, causing cumulative 

disadvantage, i.e., their identities will have larger impacts than either Black men or white women 

[188]. Women of color are extremely underrepresented in STEM and have been shown to 

experience isolation, microaggressions, tokenism, and harassment [143], [186], [188], [189], 

[192]. Various interventions have been developed to improve the culture in STEM for 

underrepresented individuals with varying degrees of success, which often aim to increase sense 

of belonging or interest towards STEM materials [190]. However, further work should focus on 

dismantling the aspects of STEM culture that create a chilly climate and contribute to oppression 

of non-majority individuals. 
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6.5 Educational Data Collection Strategies 

Experimental design to determine the impact of educational interventions should be 

primarily informed by the goals of the research project, i.e., whether the researcher is looking to 

determine if the intervention is better than traditional methods or if it is simply beneficial to 

students. When attempting to determine if an intervention is better than traditional methods, it is 

important to include a sufficient randomly selected control group and keep factors not related to 

the intervention consistent, like time of class, demographics of students, instructor, etc. If 

determining the benefits of an intervention without comparison to accepted methods, a time-based 

assessment without a carefully constructed control group may be sufficient [194]. For action 

research, the primary goal is to improve the developed intervention and gaining information about 

the widespread effectiveness of the information is secondary, so this work focused on 

characterizing time-based changes in metrics of individual success. The indicators of success that 

are assessed should be linked to the study objective, goals of the intervention, and theoretical 

framework. In this work, we applied social-psychological theory, so we used the indicators 

discussed in Section 6.2: attitudes, identity, and sense of belonging. 

Researchers also need to design their data collection strategies based on the goals of their 

study, and these can include quantitative, qualitative, and mixed method approaches [4], [194]. 

Quantitative researchers rely on numerical metrics, like GPAs, grades on course assessments, or 

responses to Likert-type survey questions, to describe a population. An important assumption of 

quantitative researchers is the properties of these metrics can be used to gather knowledge about 

the characteristics of the population [3]. For quantitative research, the experiment should be 

constructed to ensure generalizability to the entire population by random sampling and large 

enough sample sizes, validity of measurements to the actual metric of interest, and reliability of 
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measurement strategies over time [194]. Qualitative research relies on in depth data collection 

from an individual or, usually small, groups of participants with forms such as interviews, open-

response survey questions, focus groups, ethnographies, etc. [4], [194]. As opposed to 

characterizing an entire population, qualitative researchers can gather information about individual 

experiences and the strategies an individual uses to navigate within the population [195]. 

Furthermore, qualitative methods are particularly helpful for exploratory studies, since it is easier 

to identify unexpected insights [194]. Many engineers are more comfortable with quantitative 

research because it is more similar to traditional engineering methods and is viewed as more 

objective than qualitative. However, careful experimental design, thorough description of 

experimental context, and thick description of the results can ensure that qualitative studies are 

credible, transferable, and dependable [194]. Researcher positionality is important for both 

quantitative and qualitative research, although examination and explicit statement of positionality 

is especially important for qualitative research as researchers naturally analyze information 

through the lens of their experiences and identities [3]. Mixed methods combine qualitative and 

quantitative strategies at various levels, which should be informed by the goals of the study [194]. 

In this work, we used mixed methods approaches to assess the effectiveness of interventions.  

6.6 Personal Motivation 
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Chapter 7 Instructional Practices for Teaching Computer Programming: Applying 

Research-based Teaching Strategies 

 

This chapter has been adapted from a peer reviewed version of this work:  

 

R Rosario*, SE Hopper*, A Huang-Saad. “Applying research-based teaching strategies in a 

biomedical engineering programming course: Computer-aided diagnosis,” J Biomed Eng 

Educ, vol 2, no 1, pp 41-55, 2022, doi:10.1007/s43683-021-00057-w. 

* Authors contributed equally to this work. 

7.1 Introduction 

Computer programming is fundamental for the academic and professional success of 

biomedical engineers. Many undergraduate biomedical engineering (BME) programs across the 

United States have a computing component [196]. Additionally, a recent survey of BME faculty 

identified programming as the second most important skill for the future careers of biomedical 

engineers, just behind statistics and more important than design, regulatory materials, biomaterials, 

and system processing [197]. Thus, developing strong programming fundamentals is critical to the 

success of BME undergraduates. One important factor that impacts students’ success with 

computer programming is their attitudes towards the field [160], [161], [198], [199]. As mentioned 

in chapter 6, student attitudes are dependent on their perceived meaningfulness, interest, and self-

efficacy with computer programming [160]. Furthermore, student identities can impact their 

attitudes towards programming; previous studies have found that women are less likely to have 
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high attitudes towards programming than men [161], [200] Anecdotally, a large proportion of 

undergraduate BME students often have low attitudes towards, confidence in, and aptitude with 

computer programming, but this has not been investigated in depth previously [201].  

Incorporating research-based instructional strategies can improve teaching techniques for 

computer programming. While engineering education researchers seek to make strategies 

generalizable for most classroom environments, strategies utilized by an instructor should be 

grounded in their learning objectives, classroom environment, and student population. Instructors 

can use practical action research to iterate on their implementation of educational strategies to 

optimize for their specific course. In this work, we describe an example of one action research 

cycle for improving classroom strategies in a computer programming module for biomedical 

engineering students, which can be seen in Figure 7-1. In this chapter, you will find an in depth 

discussion of all steps of the action research cycle, including a summary of relevant literature, 

implementation of research-based strategies, and assessment. Future recommendations for future 

iterations of this course can be found in Chapter 9. Specifically, we designed a 1-credit, 4-week 

applied programming course about computer-aided diagnosis (CAD) that implemented project-

based learning (PBL) and scaffolding through lectures with active learning activities, labs, and an 

open-ended project. Social-psychological theory was used to assess the impacts of this combined 

intervention through quantitative analysis of conceptual knowledge and attitudes towards 

computer programming and qualitative analysis of open-response survey questions pertaining to 

the resistance towards the interventions.  
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Figure 7-1. Action research cycle for improving teaching practices for computer programming to BME students. 

7.2 Literature 

7.2.1 Project-Based Learning 

Project-based learning (PBL) is a common student-centered learning practice that has been 

used in engineering education, specifically to promote student engagement with design and 

increase professional skills [202]–[204]. In this method, students apply their knowledge to an 

open-ended, authentic problem in teams, which is meant be similar to the professional engineering 

experience [202], [203], [205]. Capraro and Slough defined PBL as “an ill-defined task within a 

well-defined outcome situated with a contextually rich task requiring students to solve several 

problems which when considered in their entirety showcase student mastery […]” [206]. Critical 

components of PBL include: well-defined outcomes, ill-defined tasks to promote self-directed 

learning, students working in cooperative groups to complete the task, instructors acting as a 

facilitator rather than provide explicit instruction, and projects having real-life applications [206]. 

PBL also often includes an end product as a summative assessment, often in the form of a device, 
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program, design, report, and/or presentation [202], [207]. PBL is known to increase student’s 

motivation, satisfaction with their work and learning, long-term knowledge, professional skills, 

self-directed learning skills, and engagement [208]. 

 The implementation of PBL has been discussed and assessed in undergraduate engineering 

education. For example, at Massey University, the engineering curriculum has been redesigned 

with a focus on PBL in an effort to develop key professional competencies (knowledge acquisition, 

communication, problem definition, teamwork, system thinking, decision making, 

professionalism, and design process) in students [205]. Within PBL courses, students follow the 

project stages of comprehension of problem, creation of solution, critique, and communication. 

The benefits of PBL from this program include an increased learning of design principles, 

application of theory to practical problems, deep learning, and decreased rates of plagiarism. 

Students also had high satisfaction with PBL and its effects on their learning [205]. Furthermore, 

through a PBL-based civil engineering capstone class, Gavin suggests that PBL increased student 

confidence with group work, time management, and technical skills [209]. Students also had high 

satisfaction with PBL and high perceptions of their learning in a PBL course compared to lecture-

based courses [209]. 

Instructor support is an important factor to consider when implementing PBL [202], [203], 

[205]. Scaffolding, described below, is one method that can be used in PBL classes to structure 

instructor facilitation. Pleiss, Perry, and Zastavker found poor student outcomes (low self-efficacy, 

negative view of instructor support, and poor motivation) in a PBL-based course that did not 

implement scaffolding compared to a PBL-based course that implemented scaffolding [156]. 
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7.2.2 Scaffolding 

The term “scaffolding,” in the context of education, was first described by Wood et al. in 

1976 [210] and generally associated with the socio-cultural work by Vygostky [211]. In Wood et 

al.’s work, scaffolding was described as a process tutors use to support students in solving 

problems that is beyond the student’s individual ability [211]. While scaffolding is generally 

accepted as an effective teaching practice, scaffolding strategies are generally ill-defined [211]. 

van de Pol, Volman, and Beishuizen’s 2010 literature review sought to leverage education research 

to describe how teachers scaffold student learning experiences in the classroom and to rigorously 

define the process [211]. Their synthesis of 66 articles identified three characteristics of 

scaffolding in the classroom: (1) contingency, (2) fading, and (3) transfer of responsibility. 

Contingency is the adaptation of support to the student, which must be responsive and tailored to 

student needs. This requires the instructor to determine a student’s current competence before 

providing appropriate support. Fading is the gradual decrease of support. To be fading, the level 

of support must gradually decrease over time. This is closely linked to the final component, transfer 

of responsibility. To have a transfer of responsibility, the student must gradually take ownership 

over their learning.  

Education research in scaffolding is largely based in the K-12 context. In one of the few 

studies addressing the effects of scaffolding on undergraduate engineering education, Mayer, 

Moeller, Kaliwata, Zweber, Stone, and Frank found that scaffolding single problem-based learning 

class sessions increased student performance on short-answer concept questions [212]. In this 

study, Mayer et al. operationalized scaffolding through ten-minute lectures on key concepts and 

guided handouts. The lecture and handouts introduced key concepts and guided students through 

the calculations necessary to solve the problem presented in the course. When compared to 
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students in a problem-based learning session without scaffolding, the students in the scaffolded 

problem-based learning session scored higher on a post-course, short-answer concept test [212].  

7.2.3 Implications for Design and Evaluation 

In this section, we designed a four-week, one-credit module on introductory computer 

programming for BME students. To motivate students and promote interest in the topic, the course 

focused on an application of computer programming for the medical field. The module was a 

product of the U-M Biomedical Engineering Incubator [213]. Because students had no prior image 

processing experience, this module was designed to focus on both the acquisition and application 

of knowledge. We used traditional lectures, to promote gains in conceptual knowledge, particularly 

in the short-term [214], and PBL to mimic engineering professional realities by having students 

engage in the self-directed application of knowledge [203]. To strengthen the role of instructors as 

facilitators while implementing PBL and increase perceptions of instructor support and self-

efficacy, scaffolding was incorporated throughout the module [156]. We defined four design goals 

for the module: 

1. Students should demonstrate gains in programming skills as applied to the content. 

2. Students should be able to identify clear applications for skills and knowledge from the 

module. 

3. Students should demonstrate gains in conceptual knowledge. 

4. Students should have positive attitudes toward the material and instructor support.  
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7.3 Implementation 

7.3.1 Overview 

Introduction to Computer-Aided Diagnoses (IntroCAD) was a one-credit, undergraduate 

module that met for three-hours, twice per week for four weeks in the winter semester of 2020. 

The module was designed by three graduate students, the first two authors and a classmate, 

enrolled in the University of Michigan BME Instructional Incubator in Fall 2019. The first two 

authors (the graduate student teaching team) elected to co-teach the module in winter 2020 with 

the third author as their faculty mentor. The goal of the module was to provide students with a 

basic knowledge of digital image processing in the context of medical applications and to increase 

students’ skills in image processing, computer programming, teamwork, and communication, as 

characterized by the learning outcomes in Table 7-1. There were three fundamental components: 

1) lectures with active learning exercises, 2) labs, and 3.) a final project (Figure 7-2). Lectures and 

labs were designed to introduce foundational coding and image processing skills and concepts. 

The final project, a PBL exercise, allowed students to apply that knowledge to an authentic 

problem.  

Both formative and summative assessment were used to provide feedback, gauge student 

perceptions, evaluate growth in conceptual knowledge and skills, and assess completion of 

learning outcomes (Table 7-1). Formative assessments included responses to lab questions, in-

class activities, three surveys, and daily muddiest points [215], which accounted for 30% of the 

total grade. For each lab, students were asked to submit scripts and answer 5-6 questions, which is 

described in more detail in the lab section below. Lab responses were designed to address learning 

outcomes 1, 2, and 4 (Table 7-1). Students were graded on activities from lectures, which were 

designed to check for understanding of the content that was covered in class. The surveys helped 
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the graduate student teaching team assess completion of design goals and adjust class session plans 

based on students’ expectations, areas of confusion and interest, and general feedback. Students 

were asked to submit a muddiest point for every class session, which asked students to identify the 

most confusing part of the class which instructors would address at the beginning of the next class 

[215]. These muddiest points and surveys helped the graduate student teaching team to adjust class 

plans to address areas of greatest confusion, enabling the contingency required when implementing 

scaffolding. Summative assessment from the final project accounted for the remaining 70% of the 

total grade, consisting of a script (30%), final report (20%), and presentation (20%). The script 

assessed learning outcomes 1, 2, and 3, while the report and presentation assessed outcomes 4 and 

5. Due to unexpected impact of COVID-19, the last class (Week 4, Thursday) was cancelled. 

Thirteen students enrolled in the module (Table 7-2). Although the module was initially 

designed for sophomore BME students, 8 out of 13 students had already completed their 

sophomore year. In a pre-module survey, all students expressed that they had at least some prior 

introductory-level coding experience and had previously used MATLAB. 
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Table 7-1. Learning outcomes and the corresponding module element designed to meet that outcome. 

 

Figure 7-2. Schematic of module schedule with lectures (orange), labs (green), and final project (blue) indicated. 

Number Learning Outcomes Portion of module covered in 
1 To apply automated image processing techniques 

to medical images 
Lecture, labs, final project 

2 To implement industry best practices to create 
organized, efficient, and understandable code 

Lecture, labs, final project 

3 To work as a team to design an algorithm to 
identify and describe illness or injury 

Final project 

4 To critically evaluate methods used in scripts Labs, final project 

5 To communicate the motivation for creating their 
scripts, methods, results, and broader implications 
and future extensions of their final scripts. 

Final project 
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Table 7-2. Student demographics for those enrolled in IntroCAD (N=13) 

Class level: 
     1st year: 0 
     2nd year: 5 
     3rd year: 4 
     4th year and higher: 4 
Gender: 
    Male: 5 
    Female: 8 
Formal programming experience: 
    None: 1 
    Only introductory courses: 6 
    Higher level programing courses: 6 
Confidence with Image processing: 
    Strongly agree: 2 
    Somewhat agree: 1 
    Neither agree nor disagree: 3 
    Somewhat disagree: 5 
    Strongly disagree: 2 

7.3.2 Lectures 

Over the eight class sessions, five lectures (Figure 1) were presented. Lectures 1, 4, and 5 

focused on general coding skills, supplementing the university’s introductory coding course for 

engineers. Lectures 2 and 3 introduced concepts relevant to image processing. All lectures except 

the first lasted 30 minutes or less. Lectures incorporated active learning exercises and facilitated 

discussions. Each class started with a clear explanation of the daily learning objectives and ended 

with a muddiest point exercise [215].  

Lectures 1-5 were scaffolded; lecture content was informed by student survey responses 

and designed to address lab questions and muddiest points, demonstrating contingency. Lectures 

1 and 2 included more thorough descriptions of concepts, and lectures 3-5 evolved to be more 

open-ended and included student-led discussions about problems in the field and issues students 

were facing in their final project. This progression illustrates fading and transfer of responsibility, 

two critical components of scaffolding. 
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 Lectures 1, 4, and 5 heavily incorporated active learning exercises. Lecture content was 

presented to students in 3-10 minute intervals, which were immediately followed by sample 

problems. Students completed the sample problems, asking their peers for help as needed. For 

lecture 1, which reviewed coding fundamentals, a phone-based application was used to poll student 

responses to concept-based questions throughout the lecture. If most students answered 

incorrectly, then additional instruction was provided, thus demonstrating contingency. For lectures 

4 and 5, which covered coding for comprehensibility and efficiency, the graduate student teaching 

team led a discussion where students discussed their evaluations of sample scripts in terms of the 

criteria for comprehensibility and efficiency that were reviewed in lecture. To incorporate active 

learning in all lectures, students were often asked to consider questions individually before 

discussing in small groups and sharing to the class (think-pair-share), think of real-world 

applications, critique methods, and summarize key concepts from labs and lectures [171]. 

7.3.3 Labs 

Labs were self-paced image processing exercises that students completed individually. 

There were three labs in total, which introduced loading image data, segmenting images, and 

quantifying features (Figure 7-2). As an example, the workflow from the third lab is shown in 

Figure 7-3. Each lab was designed to meet the following five criteria: (1) a focus on a real-world 

problem, (2) a beginner-level set of instructions and questions to address the problem, (3) 

advanced-level open-ended extra credit questions to address a nuance on the problem, (4) an 

accumulative build-up of knowledge with progressively less detailed instructions, and (5) a low-

stakes checklist for formative assessment. 
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Figure 7-3. Workflow of Lab 3: Quantifying Tumor Area. Students were given the original image and needed to 
conduct sequential code-based image processing steps to isolate and quantify the area of a brain tumor using two 
different methods. Students then answered questions related to the validity of both methods. 

 Real-World Problem. For each lab, students were tasked with solving an authentic task 

associated with medical images, which has been shown to increase engagement with material and 

learning [216]. This allowed for unexpected errors that required students to engage in basic inquiry 

to correct. These errors occur because real-world data has inherent noise and deficiencies that can 
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make pre-set tasks difficult. Finally, using real medical images prepared students for their final 

projects, where students applied concepts from labs to a larger, unstructured real-world problem. 

Beginner-Level Instructions and Questions. Each lab included beginner-level 

instructions and questions that students with minimal coding experience should have been able to 

complete. These instructions and questions were designed for the student who can write a simple 

script using mathematical operations, variables, conditionals, loops, and function calls; all skills 

that are learned in the first-year coding course for engineers at the institution. Student confidence 

with these skills was also assessed using the pre-module survey, demonstrating the scaffolding 

component of contingency. Using only that introductory knowledge and instructions included in 

handouts, students were expected to be able to complete the exercises. In some cases, this was 

accomplished by providing several lines of code that students could directly insert into their scripts. 

When code was provided to students, a corresponding follow-up question that asked students to 

explain the function was included to confirm comprehension. Lab instructions and questions were 

reviewed by four BME faculty, one Ph.D. student in engineering education, and one postdoctoral 

fellow in engineering education for clarity prior to the launch of the module. 

Expert-Level Extra Credit Questions. Recognizing that students of varying levels may 

enroll in the module, complex, open-ended extra credit questions that required more advanced 

knowledge and inquiry to solve in the lab handouts were also included. These questions were 

designed for students with more experience in computer programming and covered concepts that 

were not explicitly introduced in lecture. The extra credit questions took two forms, either asking 

a student to explain a concept that was introduced but not explored in the lab activity or 

implementing a new piece of code that necessitated the use of functions not discussed in the 

module. To complete the extra credit assignment, students often needed to search MATLAB 
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documentation to understand the nuances of functions or to identify a function that would meet 

their needs. The more advanced extra credit questions required outlining and iteration to complete. 

By including questions that were targeted at both beginner- and advanced-level students, the lab 

activities incorporated contingency. 

Progressively Less Detailed Instructions. Fading was explicitly incorporated in the 

design of the labs. Each successive lab activity required the use of skills and knowledge that were 

introduced in prior lab activities with the goal of introducing students to a range of skills and serve 

as a starting point for their final projects. This was accomplished in the lab handouts through 

careful wording of the instructions. Lab handouts included more detailed instructions when first 

introducing a skill or concept with less detail in subsequent labs. For example, in lab 1, one step 

had students convert an image to grayscale: “Since this is an RGB image, we need to convert to 

grayscale before we can binarize or perform our other operations. Use the function rgb2gray to 

create a new image matrix.” Much less detail was provided for this step in Lab 2, where a similar 

step instructed students to “convert the image to grayscale,” with no additional instruction. If 

students were unsure how to perform any of these steps, they were referred to prior lab materials 

or the MATLAB help directory. The lab handouts demonstrated two of the critical components of 

scaffolding: fading and transfer of responsibility. Table 7-3 provides specific examples for how 

each lab incorporated these first four lab design criteria. 

Formative Assessment. Lastly, lab handouts provided a low-stakes opportunity for 

students to identify their current knowledge level and gaps that needed to be addressed. Incorrect 

responses on the lab handout resulted in a small (1-2%) point reduction. Full credit was awarded 

if the script compiled, all steps of the lab were followed, all questions were answered in 1-2 

sentences, and all figures were created with descriptive labels. Lab assignments were graded and 
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returned before the due date of the next lab, which allowed students to address their issues in the 

next lab. The labs provided beginner-level students with a low-stakes opportunity to acquire the 

skills necessary to effectively contribute to the final projects.  

Additional Considerations. While not a key component of the design process, it should 

be noted that students were asked to sit with their project teams when completing the labs to 

encourage peer-to-peer learning [177]. When a student had a question about the lab, the graduate 

student teaching team encouraged the students to first discuss the question with their project teams. 

If the team was unable to answer their question through discussion, instructors would re-enter the 

discussion. By the end of the third lab, most student questions were answered by their peers without 

instructor guidance. 
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Table 7-3. Description of how four of the lab core components were included in each activity. 
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7.3.4 Final Project 

The last half of the module was devoted to the final project, where students extended what 

they learned in the first four sessions and incorporated knowledge from other biomedical 

engineering domains. Pre-module survey results were used to create groups with evenly distributed 

coding ability. Groups were tasked with selecting one of eight problems. Each problem instructed 

students to use image processing to quantify a clinical parameter, such as “quantify the age and 

size of a fetus.” Students were also responsible for finding their own radiographic images from 

medical databases. None of the problems were previously used as an example in the module. Each 

problem provided a well-defined task with clear real-life applications. 

 To solve the problem, students needed to seek out new knowledge. Specifically, they 

needed to understand the clinical problem, to understand the corresponding physiology, and gain 

additional imagine processing skills. As a result, the graduate student teaching team observed the 

students engage in self-directed learning. For example, one student group chose to analyze a 

computed tomography (CT) scan to determine whether a patient had kidney stones (Figure 7-4). 

The students were unfamiliar with the causes of kidney stones, their appearance in medical images, 

and relevant clinical markers when making a diagnosis. To address this knowledge gap, the 

students looked to general online sources and academic papers on kidney stones. After sharing 

knowledge among group members, the students applied this conceptual knowledge of the 

pathology to their iterative algorithm development, where they suggested potential identification 

methods, acquired missing imaging processing skills-based knowledge, implemented their 

identification method in MATLAB, and evaluated the algorithm’s performance. The students’ 

process was emblematic of cooperative, self-directed learning that occurs during PBL when the 

project is ill-defined [206]. 



 116 

 Consistent with the definition of PBL by Capraro and Slough, the module instructors 

facilitated the learning process and modeled reasoning strategies rather than provide explicit 

instruction during the final project portion of the module [206]. In their role as facilitators, the 

instructors asked questions and pointed students toward relevant resources rather than directly 

answering their questions. Again, looking at the kidney stone group, the students wanted to create 

a more versatile script by using an automated thresholding method rather than a hard-coded value 

as was done in the guided labs. Initially, the student group asked the instructors for guidance. 

Rather than provide an algorithm, the instructors prompted the students to brainstorm and evaluate 

potential automated thresholding methods. Ultimately, the students created their own algorithm 

that used an intensity histogram to choose an informed threshold value for their images. Through 

this self-directed learning process, the students discovered informed thresholding techniques that 

went beyond the skills covered in the first two weeks of the module. Without instructor facilitation, 

the students would have been unlikely to engage in self-directed learning and move beyond the 

materials covered in the initial lab sections. 

In addition to facilitating group discussion and self-directed learning, the graduate student 

teaching team guided students through the PBL project phases used at Aalborg University to model 

effective project management skills, as seen in Table 7-4 [202]. Students were assigned a project 

planning worksheet, which prompted them to complete project phases 1-5 by the end of the second 

week of the module. In phases 1-3, students defined the problem by providing a brief background 

on the body system and/or pathology and by identifying what they plan to quantify in their chosen 

medical image. In phases 4-5, students began to solve the problem by identifying which image 

processing techniques they will likely need to use and by developing a pseudocode outline of their 

final script. Completing this worksheet prepared students for the final project work sessions, where 
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they focused on implementing, iteratively improving, and evaluating the performance of their final 

scripts.  

Table 7-4. Implementation of Project Phases framework from Aalborg University in IntroCAD [9]. 

At the end of the module, students were asked to turn in three assignments for their project: 

a script, report, and presentation. The final script demonstrated students’ skills-based knowledge 

gains from the project. The final report provided students an opportunity to evaluate how well their 

script addressed the posed problem and to abstract the knowledge acquired during from the specific 

problem and toward more general problems of image processing. This reflection is a key 

characteristic of PBL defined by Kolmos and de Graaff [202]. The final presentation allowed 

students to share learnings from their project across student teams and with our expert panel, who 

could then model expert-level image processing thinking to the students. Because the week 4, 

Thursday class was cancelled, teams were not graded on oral presentations, but only on their digital 

presentations. Summative assessments are summarized in Table 7-5, along with the grading 

criteria. 

Project Phases Implementation Portion of Module 
1. Initiating the Problem Description of problem statement 

and identification of pathologies 
Project handout and 
planning sheet  

2. Problem Analysis Motivation of problem statement 
and introductions of report and 
presentation 

Final report 

3. Definition and 
formulation of problem 

Description of problem statement Project planning sheet 

4. Problem solving 
methodologies 

Lectures of image processing 
basics and implementation in labs; 
self-directed learning during 
project-based learning 

Project planning sheet 
and final report 

5. Demarcation Discussions within project groups 
and guided question from 
instructors 

Project work time 

6. Solving the problem Iterative development of scripts Project work time 
7. Implementation Project scripts Final script 
8. Evaluation and reflection Critical analysis within written 

report and presentation 
Project work time and 
final report 
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Figure 7-4. Representative final project submission. For this project, the team segmented and quantified cystic 
kidney stones. The team used thresholding based on average intensity values to isolate the kidney stones and spine 
from the original image, opening to isolate the spine, and then image subtraction to isolate the kidney stones. Image 
processing techniques not covered in class lectures or labs are shown in red. 
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Table 7-5. Deliverables for the team-based final project along with the learning outcome they fulfill, guidelines 
given to students, and grading criteria. 

Final Project 
component 

Relation to learning 
outcomes 

Deliverable Grading Criteria 

Script 1, 2, 3 A MATLAB script 
that segments, 
quantifies, and 
creates figures 
relating to an injury 
or illness 

Meets specifications, 
readability, 
documentation, and 
efficiency 

Presentation 5 A 10-15-minute 
presentation on the 
background and 
motivation, methods, 
results, and 
discussion 

Content, oral 
communication, and 
organization 

Report 4, 5 A < 3-page report 
with background and 
motivation, methods, 
results, and 
discussion 

Content and 
formatting 

7.4 Evaluating Student Progression 

Surveys and student-generated concept maps were used to document student progression 

throughout the module. Specifically, students’ changes in perceived skills-based knowledge, 

perceived applicability of content, attitudes toward instructor support, and conceptual knowledge 

were measured. These modes of evaluation addressed the four goals that were established during 

module design. Data collection was approved by University of Michigan Internal Review Board 

(HUM00176990). 

7.4.1 Survey Design, Collection, and Analysis 

Survey questions were based on the previously validated scale for measuring attitude 

towards computer programing (AStCP) [161], [199] and adapted by Baser [161]. Survey items 

assessed usefulness of and confidence in learning computer programming (pre- and post-) and with 
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image processing (pre-, mid-, and post-) with a 5-point Likert-type scale, which asked students to 

rate their agreement with statements with provided answers strongly disagree, somewhat disagree, 

neither agree or disagree, somewhat agree, and strongly agree. In addition to the Likert-type 

questions in the mid-module survey, students were also asked to describe what was and was not 

working well in the module. Similarly, post-module, students were asked about perceptions toward 

PBL, instructor support, and knowledge and confidence with computer programming and image 

processing. Students were asked to describe their expectations and whether those expectations 

were met. Each of the three surveys can be seen in Appendix A. Surveys were created and 

distributed using Qualtrics. 

Twelve out of 13 students completed the survey at all three time points. Student responses 

were paired and analyzed with a non-parametric Wilcoxon Rank Sum test to measure the effect of 

IntroCAD on student attitudes toward the usefulness of and confidence in computer programming 

between the pre- and post-module. A non-parametric Wilcoxon Rank Sum test was used because 

of the small sample size. Population statistics rather than sample statistics were used for all tests 

because the analyses were designed to measure changes in attitudes for students in this module 

rather than a general population of biomedical engineering students. 

7.4.2 Concept Maps 

Concept maps were used to examine changes in conceptual knowledge over time. A 

concept map is a diagram where distinct concepts are connected by propositions. From a 

constructivist perspective, a concept map is a physical depiction of conceptual knowledge in the 

form of an interconnected web of facts, structures, and ideas [217], [218]. This diagrammatic 

method of organizing conceptual knowledge was formalized by Novak and Gowin, originally as a 

method of organizing clinical interview data [219]. Since their creation, the uses of concept maps 
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have multiplied, and are now used as a method of assessing depth and breadth of conceptual 

knowledge, interconnectedness of concepts, and student misconceptions [220], [221]. The use of 

concept maps as an assessment method in engineering education has grown over the past two 

decades, providing insight beyond what is provided by traditional assessment methods into how 

students generate conceptual knowledge [222]–[227]. 

In this module, students generated concept maps during the first class session, mid-module, 

and post-module. At the first time point, the process for creating concept maps was reviewed and 

an example was discussed as a group. After the initial instructional session, students independently 

generated concept maps given the initial bubble “Image processing”. Examples of student-

generated concept maps can be seen in Figure 7-7 and Figure 7-8. No time limit was given to 

generate concept maps, but most students completed their maps within 10-15 minutes.  

Concept maps were scored using an adapted version of the validated rubric proposed by 

Besterfield-Sacre et al., which assesses concept maps based on comprehensiveness, organization, 

and correctness (Table 7-6) [220]. Besterfield-Sacre et al. used this rubric to quantify discipline-

specific conceptual knowledge growth of engineering students over time [220]. 

Comprehensiveness describes the breadth and depth of a concept map. In this context, we used 

comprehensiveness to assess whether students sufficiently included the module content. For this 

module, students were expected to include concepts related to image acquisition, image properties, 

fundamental coding skills, segmenting, morphological operations, and quantification for a medical 

diagnosis. Organization describes the physical layout of a concept map, based on hierarchy 

structure and interconnectedness of knowledge. A higher organization score indicates expert-level 

conceptual knowledge, highlighting the hierarchical nature and interconnectedness of concepts. 

Correctness measures the validity of concepts and links between concepts. Comprehensiveness 
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and organization are measures of content coverage, where students are awarded points for 

including additional complexity. Correctness is a measure of validity, where points are taken away 

for incorrect usage of terms or links between concepts. 

Table 7-6. Holistic scoring rubric adapted from Besterfield-Sacre et al. [220] 

Criteria 3 2 1 
Comprehensiveness— 
 
Covering content 
completely or broadly 

The knowledge is 
very simple and/or 
limited. Minimal 
coverage of content. 
No extensions 
beyond what was 
covered in the 
module. 

Some content is 
covered. There is one 
extension beyond 
what was covered in 
the module, but it is 
not fully developed. 

Covers nearly all 
content and includes 
at least one fully 
developed extension 
(i.e., there is 
hierarchy level below 
that extension). 

Organization— 
 
Arranging by 
systematic planning 
and united effort 

Hierarchies have no 
cross-links between 
concepts and no 
branch structure. 

There is at least one 
cross-link between 
concepts and at least 
one branching 
hierarchy. 

There are multiple 
cross-links and 
branching 
hierarchies. Or uses a 
net-like structure with 
multiple feedback 
loops. 

Correctness— 
 
Conforming to or 
agreeing with fact, 
logic, or known truth 

The map in naïve and 
contains 
misconceptions about 
the subject area; 
inappropriate words 
or terms are used. 
The map documents 
an inaccurate 
understanding of 
some subject matter. 

The map has some 
subject matter 
inaccuracies; most 
links are correct. 

The map integrates 
concepts properly and 
reflects an accurate 
understanding of 
subject matter 
meaning with few or 
no misconceptions. 

Prior to scoring the student-generated concept maps, the first two authors scored a set of 

six concept maps generated by doctoral students and faculty that use image processing techniques 

in their research. This was done to obtain consistency when scoring concept maps with the rubric. 

After the initial training, the instructors independently scored all student-generated concept maps, 

which were de-identified and scored in a random order. The first two authors then met to discuss 

scores and reach a consensus score for each concept map and criterion. A composite score was 

generated for each concept map by taking the sum of scores across rubric criteria. 
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To assess changes in conceptual knowledge as demonstrated by concept maps, the concept 

map composite score was examined over time. The median composite scores for module pre- to 

post-module were compared using a one-sided paired Wilcoxon rank sum test. Following 

quantitative analysis of concept map scores, qualitative document analysis of the concept maps 

was conducted for a select number of students. Two concept maps from two students that were 

representative of the changes in holistic scores observed from pre- to post-module were chosen for 

document analysis. One student had minimal growth in holistic score, while the other had 

substantial growth. Student in-class assignments and responses to survey questions were used to 

inform conclusions on changes in conceptual knowledge. 

7.5 Findings 

7.5.1 Surveys 

Results of the Wilcoxon statistical analysis for student’s attitudes toward the usefulness 

and confidence with computer programming are presented in Figure 7-5. Significant increases 

were found between pre- and post- time points for confidence with image processing and coding 

(p < 0.05). Mean responses for perception of increase in knowledge and confidence from 

IntroCAD can be seen in Table 7-7, along with the average mean score for the 29 questions relating 

to attitudes toward instructor support. 
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Figure 7-5. Mean and standard deviation for responses from 5-point Likert-type scale questions concerning 
confidence and usefulness of computer programming and image processing at timepoints 1 and 2. Significant gains 
are indicated through *, where p<0.05. 

Table 7-7.  Results of perceived increase in knowledge and confidence from Likert-scale questions out of 5 from the 
post-module survey. Mean +/- standard deviation and median are shown. 

Question Mean  Median 
IntroCAD increased my knowledge of image 
processing 

4.9 (± 0.28) 5 

IntroCAD increased my knowledge of 
computer programming 

4.7 (± 0.62) 5 

IntroCAD increased my confidence in 
computer programming 

4.6 (± 0.76) 5 

The PBL techniques used in IntroCAD 
increased my learning 

4.5 (± 0.76) 5 

Average attitudes toward instructor support 4.5 (± 1.12) 5 

* * 
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In the mid-module survey, students identified three main areas that were working well: the 

utility of lectures and labs, helpfulness of in-class work time, and small group work. Students 

mentioned that labs and lectures, specifically “real-world examples” were useful and helpful for 

them, showing that they could see the applicability of the material. Regarding the module structure, 

one student responded, “the class format, which includes a 1-hour lecture and 2 hours of interactive 

lab time, gives a good balance of learning and practice of the material,” while another said “I like 

the short lectures before the lab. Also, having help throughout the lab definitely helps me 

understand it more.” Students had high perceptions of the proposed pedagogy at the mid-module 

timepoint. When asked what they would change about the module going forward, seven students 

said nothing, and the other responses identified two weaknesses of the module: the simplicity of 

content covered and rushed nature. Multiple responses said the module was not difficult enough 

or was too general, while other students said it moved too quickly through material.  

 In the post-module survey, 11 students said their expectations were met while one said they 

were “kind of” met. The reasons students gave for why their expectations were met included 

learning, practicing, and increasing confidence in coding and image processing. The student who 

did not have their expectations met, critiqued the module by saying “it was more of an image 

processing class disguised as BME related. Most of the material could have been self-taught with 

MATLAB.” This is related to the identified weaknesses of the module from the mid-module 

survey. When asked what they would change about the module, five students did not have 

suggestions. The other students’ suggestions fell into the following categories: increasing the 

difficulty, increasing the depth of material, and increasing the amount of critical thinking in the 

module. One response said, “make this [module] harder or go deeper, it’s an interesting topic that 
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we didn’t get into much.” Another response said, “making the labs more open-ended and having 

students think more critically about how to process the images.”  

7.5.2 Concept Maps 

Results for student holistic scores can be seen in Figure 7-6. Nine students completed both 

the pre- and post-module concept map. Student concept map holistic scores steadily increased 

throughout the semester. There was a statistically significant increase in median concept map score 

from pre- to post-module (p = 0.021). 

 

Figure 7-6. Concept map scores for all students that completed the assessment pre-, mid-, or post-module. A 
significant increase was found between pre- and post-module. 

7.5.3 Document Analysis 

Student concept maps were analyzed to better understand what differentiated a student with 

high pre-to-post gains in concept map holistic score from a student with low gains. One student 

from each group was chosen. The maps were then examined for how connections between 

concepts evolved and how that evolution related to student survey data.  

p<0.05 
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 Student 1: Alicia. Alicia demonstrated high growth in concept map holistic score from 

pre- to post-module (Figure 7-7). Alicia was a second-year woman in the BME department. She 

took AP Computer Science in high school and an introductory engineering programming course 

prior to enrolling, and she was co-enrolled in a 200-level programming course taught through the 

university’s computer science department that focused on data structures and did not cover image 

processing, which gave her more coding experience than her peers in IntroCAD. 
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Figure 7-7. Concept maps from Alicia, who demonstrated high growth in concept map holistic score pre- to post-
module. 
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Alicia demonstrated high growth in concept map holistic score from pre- to post-module 

(Figure 7-7). Alicia was a second-year woman in the BME department. She took AP Computer 

Science in high school and an introductory engineering programming course prior to enrolling, 

and she was co-enrolled in a 200-level programming course taught through the university’s 

computer science department that focused on data structures and did not cover image processing, 

which gave her more coding experience than her peers in IntroCAD. 

Alicia’s more extensive coding background was evident in her pre-module concept map. 

She incorporated multiple foundational coding topics that were covered throughout the module 

and necessary for a high score in the comprehensiveness section of the rubric. In addition to 

foundational coding knowledge, Alicia included several concepts that related to the medical 

images used as inputs, another key idea covered in IntroCAD. Alicia’s pre-module concept map 

did not include any concepts related to image processing methods or outputs, which was reasonable 

given that she had no prior experience with image processing. 

In her mid-module map, Alicia demonstrated a large amount of growth in content 

knowledge related to image processing. Alicia’s mid-module map included concepts related to 

image processing methods and properties of digital images, using field-specific language. This 

growth was similar to that of other students without Alicia’s background in computer science, 

highlighting that a more extensive computer science background was not needed to grasp module 

concepts. Despite gains in comprehensiveness, Alicia had minimal gains in correctness because 

many of the connections contained within the map were naïve. For example, she connected 

“MATLAB,” “matrices,” “segmentation,” and “manually coding” to the central bubble of “image 

processing," even though all these concepts were specific examples rather than general higher 

order concepts. 



 130 

In her post-module map, Alicia demonstrated more extensive coverage of content and had 

more nuanced connections between concepts. Whereas her mid-module concept map demonstrated 

a naïve understanding of image processing by connecting specific examples to the central “image 

processing” bubble, her post-module concept map has some these specific examples branching off 

more general concepts (e.g., “Segmenting” is now a sub-concept of “Methods”). It is interesting 

to note that the organization of Alicia’s concept map remained roughly constant throughout the 

module, increasing slightly in complexity mid-module the inclusion of a cross-link (though that 

cross-link is arguably invalid), and that the organization was that of a novice. This constant 

organization could suggest that Alicia’s knowledge structure is subject to rapid change as she 

learns more about image processing and works toward a stable, highly networked knowledge 

structure. 

Student 2: Tara. Tara demonstrated minimal growth in concept map holistic score from 

pre- to post-module (Figure 7-8). Tara was a third-year woman in the BME department. She had 

taken the introductory engineering programming course but had no other coding experience. Tara’s 

primary motivation for taking IntroCAD was to increase her proficiency with MATLAB and was 

not related to the content material. In multiple short-response and Likert-type questions in the 

module pre-survey, Tara emphasized the importance of coding skills to her future career prospects 

in the BME industry. 
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Figure 7-8. Concept maps from Tara, who demonstrated minimal growth in concept map holistic score pre- to post-
module. 
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Tara’s pre-module concept map incorporated multiple concepts related to clinical uses of 

medical images, including concepts like clinicians, imaging modalities, and disease states that 

would require imaging. The inclusion of these concepts could have been enabled by Tara’s more 

advanced position in the degree program; many BME undergraduates have finished general 

requirements and start taking more discipline-specific coursework in their third year. Tara’s pre-

module concept map did not include any concepts related to image processing methods, properties 

of digital images, or analysis of digital images. Beyond the inclusion of several MATLAB-specific 

image processing functions, Tara’s concept map did not develop much past her pre-module map. 

This lack of development in conceptual knowledge could have been due to a greater focus on 

coding skills acquisition rather than increased conceptual understanding of image processing 

during the module. 

7.6 Discussion and Lessons Learned 

In this chapter, the action research cycle was applied to improve the teaching of computer 

programming to BME students. We designed and implemented a four-week, one-credit module 

that combined traditional lectures, scaffolding, and PBL. All stages of the action research cycle, 

including research of previous implementations, design, implementation, and assessment are 

included in this chapter. Reflection and recommendations for future iterations can be found in 

Chapter 9. The structure of this module included two weeks of traditional lectures and labs with 

scaffolding and active learning exercises and two weeks of final project work time. Critical 

components of both scaffolding and PBL were incorporated into the module, the implementation 

of which can be seen in Table 7-8 (for PBL) and Table 7-9 (for scaffolding). Overall, students 

positively engaged with the material, educational strategies, labs, activities, and PBL. 

  



 133 

Table 7-8 Implementation of PBL components into the final design project. 

Critical Component of PBL Implementation 
Outcomes are well-defined Project outcomes were defined based on 

rubric with clear specifications 
Task is ill-defined to promote self-directed 
learning 

Project focused on a body system and often 
required skills beyond what was covered in 
lecture and labs 

Students work in cooperative groups to 
complete the task 

Students worked in groups of 2-3 

Instructors act as facilitators 
 

Instructors asked questions and guided 
students toward resources rather than 
provide explicit instruction 

Projects have real-life applications Students used open-source radiology images 
from medical applications 

Students engage in self-reflection Students submitted a final report which 
critically evaluated their script’s strengths 
and limitations 

 

Table 7-9. Implementation of scaffolding into IntroCAD. 

Critical Component of Scaffolding Implementation 
Contingency Lectures, beginner- and advanced- level 

questions in lab, and discussions were tailored 
using survey responses and muddiest points; 
questions answered in class were based on 
responses to questions probing student 
background knowledge.  

Fading  Instructors moved from providing explicit 
instruction to facilitating discussions; labs 
included progressively less detailed 
instructions ending with an open-ended final 
project. 

Transfer of Responsibility Students took more ownership of both 
discussions and project work as they 
transitioned from lectures and guided labs to 
discussions and an open-ended final project. 

To apply the action research framework to this course, we assessed the implementation of 

our intervention with surveys and concept maps to demonstrate student gains in conceptual 

knowledge, perceived gains in skills-based knowledge, perceived applicability of skills, and high 

perceptions of instructors. Students indicated in the post-module survey that the module increased 

their knowledge in both image processing and computer programming (above 4.5 on a 5-point 
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Likert-type scale). Significant increases were found from pre- to post-module in confidence with 

image processing and use of computer programming to solve BME problems Students’ attitudes 

toward instructor support and PBL had average scores of above 4 on a 5-point Likert-type scale, 

indicating that students had high perception of instructors and instruction techniques. The 

significant increase in concept map holistic scores from pre- to post-module time points shows that 

students gained conceptual knowledge from the module. Students in this module demonstrated 

clear gains in skills acquisition, self-efficacy, and beliefs in the applicability of knowledge, which 

suggests that our design, which had mini-lectures and labs preceding the final project, met our 

design goals and positively impacted students. 
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Chapter 8 Climate in STEM for LGBTQIA+ Individuals: Development of a Visibility 

Campaign. 

 

This chapter has been adapted from a peer reviewed version of this work:  

 

SE Hopper, C Tossas-Betancourt, P Walczyk, L Hirshfield. (2022, August) “The implementation 

and assessment of a social media initiative to increase visibility of LGBTQIA+ individuals 

in STEM (Research),” Paper presented at 2022 ASEE Annual Conference & Exposition, 

Minneapolis, MN. https://peer.asee.org/41056 

 

8.1 Introduction 

People who do not identify as heterosexual or cisgender, i.e., members of the LGTBQIA+ 

community or queer individuals1, face numerous challenges when studying in science, technology, 

engineering, and mathematics (STEM) fields, which leads to a decreased retention of these 

students [228], [229], higher rates of closeting [230], and increased rates of mental health issues 

[231], [232]. These challenges were largely unexplored in the past, but there has been a recent 

increase in the number of studies focusing on LGBTQIA+ students in engineering and STEM 

[191]. These studies have found increased discrimination, harassment, and bullying towards 

 
1 Lesbian, gay, transgender, bisexual, queer, intersex, asexual and other sexual/gender minorities (LGBTQIA+) is an 
inclusive term we have decided to use to describe this community. Similarly, we will be using the term queer to 
describe any individual who identifies as something other than heterosexual or cisgender. 
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LGBTQIA+ students compared to non-LGBTQIA+ students, and a chilly climate in STEM, 

described as implicit or explicit disapproval towards queer identities [191], [232]–[235].  

Queer theory, an application of critical theory described in Chapter 6, can be used to 

analyze the discourses STEM culture that enforce hetero- and cis-normativity, which is the 

legitimization of heterosexual and cisgender identities over queer identities, and exert power over 

queer individuals [236]. Using a queer theory lens, critical action research can be used to improve 

the climate in STEM for LGBTQIA+ individuals by dismantling these discourses. In this work, 

we used action research to develop a visibility campaign for those working and learning STEM at 

the University of Michigan. As opposed to the previous chapters of this thesis, we completed more 

than one action research cycle for this work, which can be seen in Figure 8-1. Specifically, we 

developed and implemented an Instagram-based visibility initiative that highlights the 

achievements of queer people learning and working in STEM at the university.  

 

Figure 8-1. Action research cycle for improving the climate in STEM for members of the queer community. 
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The first action research cycle that was completed to improve the climate in STEM for 

queer individuals at the University of Michigan occurred in the Fall 2021 and Winter 2022 

semesters, while the second action research cycle started at the end of action research cycle 1 and 

continued until Winter 2023 (Figure 8-2). Section 8.2 Action Research Cycle 1 includes all 

components of the first action research cycle, including a review of background literature 

pertaining to the climate for queer individuals in STEM, initial implementation of the visibility 

initiative, assessment, and reflection. In section 8.3 Action Research Cycle 2, you will find a 

discussion of the next action research cycle, starting from implementation of changes from the first 

action research cycle, assessment, and discussion of results. The reflection and suggestions for 

future iterations from the second action research cycle can be found in Chapter 9 – Discussion. In 

addition to assessing the impact of the visibility initiative, data was collected to characterize the 

climate in STEM for queer individuals and identify needs that can be address through the initiative. 

Data collection for the assessments occurred at three time points: at the launch of the STEM Pride 

at UM account (Fall 2021), at the beginning of the next academic semester (Winter 2022), and one 

year later (Winter 2023). A survey was distributed at all three timepoints and focus groups were 

performed at time point 3. The timeline of action cycle 1 and 2, along with the number of followers 

of the initiative on Instagram, participants in assessments, and numbers of assessment participants 

who were engaged in the initiative can be found in Figure 8-2.  
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Figure 8-2. Data collection and action research timeline. Data collection occurred via surveys at three time points 
and via two focus groups at the last time point. Number of participants for each time point is included: N is the number 
of survey participants, Nfollowers is the number of survey participants who actively engaged with the STEM pride 
initiative, N1 is the number of participants at the first focus group, and N2  is the number of participants at the second 
focus group. 

8.2 Action Research Cycle 1 

8.2.1 Previous Literature 

Multiple discourses have been identified in STEM to enforce hetero- and cis-normativity 

including technical/social dualism [237], apoliticism [238], [239], hegemonic masculinity [233], 

[240], and bioessentialism [233]. Technical social dualism is the prioritization of topics in the 

technical domain over topics in the social domain, including communication, management, and 

conversations of diversity, equity, and inclusion (DEI) [241]. In this context, conversations 

concerning LGBTQIA+ identities and queer experiences are seen as inappropriate in STEM. 

Similarly, apoliticism is the belief that STEM disciplines are not influenced by politics to remain 

objective. Because of the politicalization of queer identities, apoliticism directly enforces hetero- 

and cis-normativity [235]. Hegemonic masculinity is the idolization of traditional masculine 

characteristics that devalues femininity [240]. While the implications of hegemonic masculinity 

for heterosexual women are clear, the implications for heterosexism are more complicated. 
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Hegemonic masculinity leads to a stigmatization of queer men, who are not seen as ‘real men,’ 

and legitimization of masculine-presenting queer and gender nonconforming (GNC) women, who 

may present with valued traits [233], [240], [241]. Bioessentialism is the belief in two genders 

based on sex-based characteristics [233]. This equates gender with biological sex and enforces the 

idea that transgender, non-binary, genderqueer, and other gender (trans+2) identities are 

illegitimate [233]. As mentioned in Chapter 6, it is important to acknowledge intersectionality and 

the cumulative disadvantage experienced by individuals who hold multiple marginalized 

identities. Few studies have focused on intersectionality with queer identities in STEM, including 

the intersection with disabled identities [185] and racial identities [242]. 

Previous studies have investigated how queer individuals in STEM navigate the chilly 

climate. Students often resort to compartmentalizing their queer identities to pass as heterosexual 

or cisgender, which causes feelings of isolation in their personal and academic lives and leads to 

lower retention [239]–[241]. Furthermore, this population has higher incidence of mental health 

issues, including anxiety and depression [232]. Few studies have characterized the effects of the 

climate in STEM on the social-psychological indicators discussed in Chapter 6, although a lower 

sense of belonging and difficulty developing STEM identity may be a cause of the observed 

negative outcomes. Stout and Wright (2016) showed that LGBTQIA+ students in computing had 

a lower sense of belonging and were more likely to consider leaving the field. Gay men have been 

shown to have a low sense of belonging in engineering [240]. Similarly in Haverkamp’s (2019) 

autoethnographic study, transgender and queer women discussed the culture of engineering 

decreasing their belonging in their field [230]. Many studies have proposed models for queer 

identity development, but few discuss the development of STEM identity of queer individuals 

 
2 In this study, we use trans+ to refer to anyone who identifies differently than their assigned gender at birth, 
including binary transgender individuals, non-binary, gender fluid, gender queer, etc. 
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[191]. Mattheis et al. (2020) developed a model of queer STEM identity based on STEM 

professionals, which can be seen in Figure 8-3 and includes the defining of queer identities, 

development of STEM identities, and navigating queer identities in STEM [243].  

 

Figure 8-3. Queer STEM identity model from [243].  

Another key aspect of queer theory is the focus on dismantling discourses in society that 

enforce hetero- and cis-normativity as opposed to queer individuals assimilating into society [236]. 

In this vein, numerous institutional changes should be pursued to positively impact the climate for 

LGBTQIA+ individuals in STEM, including expanding diversity-promoting and anti-

discrimination policies to include queer identities, increasing campus resources for queer students, 

and Safe Zone or Ally training for faculty, staff, and students [191]. Visibility of queer individuals 

in STEM may promote a cultural shift in STEM towards being more accepting queer identities, in 

addition to providing positive role models, increasing peer support networks, decreasing feelings 

of isolation, and integrating STEM and queer identities, which may increase sense of belonging 

and support STEM identity development [185], [191], [234], [240], [243].  
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8.2.2 Implementation 

To help increase visibility and create an online community for LGBTQIA+ individuals in 

STEM at the University of Michigan (UM), we created the ongoing STEM Pride at UM initiative, 

which features self-identifying LGBTQIA+ individuals in STEM on a public Instagram page 

(https://www.instagram.com/stemprideatum/). This initiative was largely inspired by 500 Queer 

Scientists, an online international campaign for increasing visibility of LGBTQIA+ individuals in 

STEM (https://500queerscientists.com/) [244]. Individuals highlighted on the page self-nominated 

through an interest survey that was emailed to various STEM and LGBTQIA+ organizations at 

UM. If students met criteria, i.e., being members of the LGBTQIA+ community and associated 

with STEM at UM, they were sent a form to input information for their posts. The posts focused 

on three aspects of individuals: (1) basics, including identities, pronouns, and hobbies; (2) 

academic interests, including field of study, future goals, and greatest achievements; and (3) 

experiences being LGBTQIA+ in STEM, including a notable event relating to their identity, advice 

for younger people interested in the field, and how they participate in mentorship. Two posts per 

individual were created from this information, which were sent to the individuals for approval and 

to request changes. An example post can be seen in Figure 8-4. 

  

https://500queerscientists.com/
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Figure 8-4. Example post from the STEM Pride Instagram. Post one (TOP) focuses on the individual's interests, goals, 
and accomplishments. Post two (BOTTOM) focuses on the individual's relationship with the LGBTQIA+ community. 

 Posts were designed to incorporate multiple aspects of the individuals featured, not only 

focusing on their work in STEM. Individuals are allowed to describe their identities any way they 

see fit and are also encouraged to include any other identities that are important for them. This is 

aimed to allow for flexibility in identity descriptions and promote an intersectional view. 

Furthermore, we do not ask individuals to discuss how they have struggled because of their queer 

identities, rather we employ a strengths-based approach by focusing on accomplishments and 

service. To not ignore the difficulty of being queer in STEM and decrease feelings of isolation of 

followers who are struggling in STEM because of their identities, we ask individuals to describe a 

notable experience in STEM related to their queer identities, which individuals can interpret as a 

positive or negative experience. In addition to featuring individuals from UM, STEM Pride at UM 

also aimed to increase broader LGBTQIA+ awareness. For example, weekly posts were made 

about notable and historical LGBTQIA+ individuals in STEM for LGBTQIA+ history month.  
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Finally, STEM Pride at UM hosted various events for community building or education. 

Community building activities attempted to connect individuals at the intersection of the queer 

community, STEM, and UM and included a coming out day celebration and support group 

surrounding anti-LGBTQIA+ legislature. These events were advertised on the STEM Pride 

Instagram account and to queer and STEM groups on campus. Education-based events attempted 

to bring awareness of general queer issues to allies, and included allyship training, which was an 

overview of LGBTQIA+ identities and proper use of pronouns presented by the campus 

LGBTQIA+ center, and open office hours for non-community members to ask questions about 

fostering a safe environment.  

8.2.3 Assessment 

Sense of belonging and identity are key social-psychological factors for success and well-

being in an academic environment, which can be used as indicators for assessing the impact of 

DEI initiatives and the integration of individuals into social settings [145]. In this work, we use 

sense of belonging and identity to investigate individuals’ navigation in their STEM field, queer 

community, and university. An individuals’ sense of belonging and identity are impacted by the 

climate and values of these communities, their intersections, and the global societal context, which 

can be visualized in Figure 8-5. These constructs are also not stagnant and change with time 

dependent on individual and societal factors. 
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Figure 8-5. Communities that affect sense of belonging and identity for queer people in STEM at a university. In this 
study, we assessed belonging and identity to the STEM field, queer community, and the university. 

Surveys were used to characterize the climate in STEM for, identify needs of, and assess 

the impacts of the STEM pride initiative for LGBTQIA+ individuals at UM. To characterize the 

climate in STEM and identify needs, a survey was developed to assess sense of belonging and 

identity to STEM field, queer community, and the university. To assess the impacts of STEM 

pride, survey participants who engaged with the initiative were asked 5-point Likert-type scale 

questions about the perceived impact of STEM pride on belonging and identity and open response 

questions about the impact and considerations for being featured. Focus groups also contained a 

discussion about the initiative and its impact on individuals. Data collection was approved by the 

University of Michigan’s Institutional Review Board (HUM#00206614).  

Questions included in the survey to assess sense of belonging and identity were adapted 

from previous work [148], [245]–[247]. The survey used 5-point Likert-type questions, ranging 
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from strongly disagree (1) to strongly agree (5). All Likert-type questions distributed in the survey 

are included in Appendix B. Participants were also asked demographic information, including their 

race/ethnicity, sexual orientation, gender identity, college of study, and position within the 

university. For each of the demographic questions, participants were allowed to select more than 

one response or opt to not answer. The survey was distributed on the STEM Pride at UM Instagram 

page and various LGBTQIA+, STEM, and diversity-focused organizations at UM and was active 

for three-week periods. 

8.2.4 Data Analysis 

Survey participants were removed from analysis if they did not complete the Likert-type 

scale question related to belonging and identity or if they did were not members of the LGBTQIA+ 

community in STEM at UM. 24 questions were included in our survey, and these questions were 

categorized in 6 constructs: (A) belonging with the university, (B) belonging with STEM field, (C) 

belonging with the queer community, (D) identity with the university, (E) identity with STEM 

field, and (F) identity with the LGBTQIA+ community (Appendix B). Responses to Likert-type 

questions were averaged within each construct, which were used to perform statistical analyses. 

Statistical inference testing was performed with analysis of variance (ANOVA) testing between 

constructs of belonging and identity and time. All analyses were performed using the R statistical 

computing software.  

Statistical clustering was used to investigate the impact of other identity-based factors on 

participants’ sense of belonging and identity at each time point. Participants who did not complete 

the demographics portion of the survey were removed from clustering analysis. To ensure that the 

data was clusterable, the Hopkins statistic was estimating using the get_clust_tendency function 

from the R package factoextra [248]. Dissimilarity matrices were created for each time point using 
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Gower’s distances from the daisy function in the R package cluster [249], [250]. Clusters were 

generated from the dissimilarity matrices using the partition around medoids (PAM) algorithm via 

the pam function from the cluster package [251], [252]. Optimal number of clusters was 

determined based off of the largest average silhouette width, a metric of the distance between an 

observation and the nearest cluster of which it does not belong, outputted from the pam function 

[252], [253]. Once appropriately clustered, chi-squared analysis was used to determine which 

demographic factors (race, sexual identity, gender identity, identification as transgender, academic 

school, and position at the university) and statistical inference testing, in the form of Student’s t-

test or ANOVA based on the number of clusters, was used to determine which values of belonging 

and identity were significant between the clusters. 

8.2.5 Demographics of Participants 

Demographics of survey participants for the first two timepoints are described in Table 

8-1. Demographics of survey respondents were similar between the timepoints. At both timepoints, 

the majority of respondents were white; bisexual, pansexual, or queer; cisgender; women; in 

engineering; and students with approximately equal number of undergraduates and graduates. Due 

to errors in the wording of the question to assess gender identity, the number of self-identifying 

transgender individuals is not available for the first and second timepoint. For the sake of 

appropriately representing participants’ gender identities, participants who identified as 

transgender men and women are included as their gender identity and as binary transgender in 

Table 8-1. The demographics of survey participants from timepoints 1 and 2 who actively engaged 

with the STEM pride initiative can also be seen in Table 8-1. Most survey participants did not 

engage with our initiative (unaware of it: 46 and 39; aware of it but do not follow: 12 and 7 at 

timepoints 1 and 2 respectively). 
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Table 8-1. Demographics of survey respondents at timepoint 1 (pink) and timepoint 2 (orange) and survey respondents 
who actively engaged with the STEM Pride initiative (right). 

  Respondents Respondents- followers 
   Time 1 Time 2 Time 1 Time 2 

R
ac

e/
Et

hn
ic

ity
 

White/Caucasian 55 45 11 15 
Eastern Asian 8 15 2 2 
Indian 3 0 0 0 
Hispanic/Latinx 4 8 0 1 
Black 2 3 0 0 
Native American 2 1 0 0 
Middle Eastern and North African 1 2 0 1 
Mixed Race 2 8 0 1 

Se
xu

al
/R

om
an

tic
 Id

en
tit

ie
s Gay 18 19 3 4 

Lesbian 13 16 5 7 
Bisexual 26 20 5 8 
Pansexual 6 9 2 2 
Asexual 12 6 1 2 
Aromantic 6 1 1 0 
Queer 23 11 5 5 
Straight 0 1 0 0 
Androsexual 0 1 0 0 
Polyamorous 0 1 0 0 
Confused 1 0 0 0 

G
en

de
r I

de
nt

ity
 

Man 21 18 2 3 
Woman 40 35 12 14 
Binary transgender (man or woman) 5 3 1 0 
Non-binary/third gender 14 8 1 1 
Prefer not to specify 3 3 0 0 
Genderqueer 1 1 0 0 
Agender 1 1 0 0 
Gender-expansive 0 1 0 0 

Sc
ho

ol
 

Art and Design 1 1 0 0 
Engineering 47 47 7 15 
Environment and Sustainability 2 1 1 0 
Kinesiology 0 1 0 0 
Literature, Science, and the Arts 11 9 1 9 
Medicine 6 3 3 2 
Nursing 2 0 1 0 
Pharmacy 1 2 0 0 
Public health 1 0 0 0 

Po
si

tio
n 

Undergraduate Student 35 31 3 6 
Graduate Student 31 29 10 9 
Post-Doc 1 1 0 0 
Faculty 2 3 0 3 
Alumni 1 0 0 0 
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8.2.6 Results – Climate in STEM 

No significant changes in belonging and identity with the STEM field, queer community, 

and university were found between the first and second time points (Figure 8-6); however, 

statistically relevant differences were observed between constructs of belonging and identity at 

each time point. At both timepoints 1 and 2, sense of belonging with the queer community was 

higher than either the STEM field or the university. No significant differences in identity constructs 

were observed at timepoint 1; however, at timepoint 2, sense of identity with the queer community 

was higher than with the STEM field.  

 

Figure 8-6. Mean responses to Likert-type scale questions about sense of belonging (LEFT) and identity (RIGHT) 
with STEM field, queer community, and university for the first (purple) and second (orange) timepoints. P-values from 
inference testing are indicated with stars.  

 Data from both timepoints were determined to be clusterable based on a Hopkins Statistic 

greater than 0.5 [254]. Two clusters were identified for both timepoints 1 and 2. Differences in 

sense of belonging and identity between the clusters for both timepoints can be seen in Figure 8-7. 

At time point 1, the only significant factor between clusters was position at the university. Cluster 

1 (N=37) being composed of mostly undergraduate students (34) with 2 graduate students and 1 

postdoc, and cluster 2 (N=31) being composed of mostly graduate students (29) with 2 faculty 
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members. Cluster 2 (graduate students) exhibited a significantly lower sense of belonging with 

STEM field and University and a significantly lower sense of identity with the university than 

cluster 1 (undergraduate students). No differences were observed in terms of sense of belonging 

or identity with the queer community. At timepoint 2, significant factors between clusters included 

sexual identity, gender identity, and position at the university. Cluster 1 (N=28) was composed of 

mostly gay (18) male (16) graduate students (20), while cluster 2 (N=36) was composed of mostly 

bisexual (14) or lesbian (12) female (27) undergraduate students (26). Cluster 1 (gay male graduate 

students) exhibited a lower sense of belonging and identity with the university than cluster 2 

(bisexual or lesbian female undergraduate students). 

 

Figure 8-7. Comparison of sense of belonging and identity between identified clusters for timepoint 1 (top; purple) 
and timepoint 2 (bottom; orange). Timepoint 1 was separated into two clusters with undergraduate students (cluster 
1 – solid bar) and graduate students (cluster 2 – striped bar). Timepoint 2 was separated into two clusters with gay 
male graduate students (cluster 1 – solid bar) and bisexual or lesbian female undergraduate students (cluster 2 – 
striped bar). 
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8.2.7 Results – Impacts of STEM Pride 

Survey participants who were engaged in the STEM Pride initiative, i.e., who indicated 

they were followers of or wanted to be featured on the STEM Pride at UM Instagram page, had a 

relatively positive (mean >3.5) perception of the initiative’s impact on their sense of belonging 

with the STEM field, queer community at the university, and university and sense of identity in 

the STEM field, queer community at the university, and queer people in their field Figure 8-8. 

There were no significant differences in the perceived effect of STEM Pride at UM between the 

timepoints. 

 

Figure 8-8. Perceived impact of STEM pride on sense of belonging and identity from survey participants who actively 
engaged with the initiative (Nfollowers = 13 and 18 for timepoints 1 and 2 respectively) at timepoint 1 (purple) and 2 
(orange). 

When describing the impact of STEM Pride at UM, participants at both timepoints 

mentioned the importance of visibility and overall positive perception of the initiative. For 

example, a participant mentioned at the first timepoint: “It is nice to see people in the LGBT[QIA+] 

community be vocal about who they are. I struggle with feeling like I will [not] be accepted and 

have a tendency to try to pass as straight as the default in unfamiliar situations.” A participant in 

the second timepoint said: “It feels great to see other members of the LGBTQIA+ community in 
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STEM… That visibility is very important to me and has made me feel less isolated.” While another 

participant at the second timepoint said: “I have periodic reminders that I’m not alone and that’s 

very important.” In addition to showing the general positive perceptions of participants, these 

quotes highlight that STEM Pride decreased participants’ sense of isolation and feelings of needing 

to cover or pass in STEM.  

Participants did not want to be featured on the Instagram page due to a variety of reasons, 

including privacy concerns and not being out to everyone in their lives, which confirmed the 

pressure to compartmentalize LGBTQIA+ identities within STEM. Multiple participants 

expressed disinterest in being featured due to not feeling “queer enough” since they were in 

opposite sex relationships or identified as queer, bisexual, or pansexual. On the other hand, 

participants who expressed interest in being featured highlighted that they wanted to be visible for 

others in the community, make connections with others, and show that STEM and LGBTQIA+ 

identities “are intertwined, not just separate”. 

8.2.8 Reflection 

The survey data from timepoints 1 and 2 highlights the importance of initiatives to increase 

sense of belonging and identity in STEM and at universities. Because the scope of this study is to 

use critical action research to identify needs of and improve the climate for queer individuals in 

STEM, we did not collect data for people who did not self-identify as members of the queer 

community and cannot make claims concerning differences between members of the LGBTQIA+ 

community in STEM and their peers. However, the significantly higher sense of belonging towards 

the queer community compared to their STEM fields and university exhibited by survey 

participants suggests that the climate in these realms could be improved to benefit these 

individuals. Furthermore, results of clustering analysis identify subpopulations in STEM that can 
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especially benefit from initiatives to increase sense of belonging and identity, including graduate 

students and gay men.  

Despite no global effect in sense of belonging or identity, individuals who actively engage 

with the STEM Pride initiative have positive perceptions of it. In addition to relatively high 

answers to Likert-type scale questions concerning the impact of the initiation on belonging and 

identity, participants described the initiative reducing their feelings of isolation and pressures to 

pass as straight or compartmentalize their identities in STEM. Feeling isolated in STEM has been 

previously correlated to decreased sense of belonging in STEM and decreased emotional well-

being [186]. As mentioned previously, the pressure to compartmentalize or hide their queer 

identities has multiple negative effects on queer students, including reducing sense of belonging 

and being correlated to not persisting in the field [241].  

Because the majority of survey respondents being unaware of the initiative, increasing the 

number of queer people in STEM at the university who actively engaged with the STEM Pride 

initiative was identified as the largest potential improvement at the end of the first action research 

cycle. Additionally, survey respondents who engaged with the initiative were majority white, 

cisgender, queer women, so we also aimed to increase efforts to promote intersectionality and 

broaden the diversity of followers and people who were featured. We also wanted to improve 

survey distribution, because the majority of survey participants were also white, cisgender, queer 

women. Anecdotally, the most successful method for advertising the initiative and survey was 

through student organizations for queer individuals in STEM, which likely skewed the survey and 

initiative participants towards those with an active queer community. Additionally, we were not 

satisfied with the amount and type of information collected to characterize the climate in STEM 

and identify needs of the queer community. Through quantitative assessment of sense of belonging 
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and identity, we were not able to identify components of STEM culture that impact queer 

individuals and can be improved through the STEM Pride initiative. Finally, participants identified 

issues with the survey question to assess gender identity, which erroneously made a distinction 

between binary transgender and cisgender individuals.  

8.3 Action Research Cycle 2 

8.3.1 Implementation 

Based on the areas of improvement identified through the first action research cycle, we 

implemented changes to the STEM Pride at UM initiative and data collection methods to better 

characterize the climate in STEM. To improve general awareness of the initiative, we increased 

advertising efforts and specifically promoted to general STEM and university-based groups. We 

also hosted more events and collaborated with other queer in STEM organizations. Additional 

community building events included trivia with the university out in STEM (oSTEM) chapter and 

attending a community-based pride celebration, which connected queer individuals in STEM at 

the university but also supported and connected to the local queer community. To connect to the 

global queer community, we fundraised for Transanta, an organization that provides gifts to 

transgender youth without support or financial stability (https://www.transanta.com/). In addition 

to educational events for allies about issue concerning the general queer community, we hosted 

events for members of the queer community to learn about experiences of those with intersectional 

identities in the queer community. For example, we celebrated Asian American and Pacific 

Islander (AAPI) heritage month with a journal club discussion about the issues facing queer AAPI 

individuals in K-12 STEM education (ref. [255]).  

8.3.2 Assessment  

https://www.transanta.com/
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To improve the ability of survey participants to describe their gender identity, an additional 

question was included for individuals to indicate if they identified as transgender. The categories 

included in the gender identity question were also expanded. The survey distribution methods were 

all improve by sending to specific STEM departments, academic advisors, and more organizations 

not specifically associated with queer identities. In addition to the survey to assess sense of 

belonging and identity of queer individuals in STEM at the university, focus groups were 

performed to gain a deeper knowledge of an individual’s perception of the climate and techniques 

they use to navigate their identities. Focus groups were advertised on the STEM Pride Instagram 

page and to LGBTQIA+, STEM, and diversity-focused organizations at UM. Two virtual focus 

groups were scheduled based on researcher availability at different times and days of the week to 

maximize participant availability. Focus groups were held virtually and were semi-structured; 

topics included perceptions and experiences related to queer identities in their department, field, 

and university; methods to build queer community; advice they would give to queer individuals 

considering joining their department, field, and university; impacts and suggested improvements 

to STEM Pride; and what their considerations were for being featured. With participants’ consent, 

transcripts were generated during the focus group using the Zoom software and were immediately 

deidentified by removing participants names and any other personal information. The researcher 

who led the focus group also read through the transcript immediately to correct any obvious 

mistakes made by the caption generating software. 

8.3.3 Focus Group Analysis 

After each focus group, transcripts were analyzed using an inductive thematic approach 

and queer theory as a lens, specifically analyzing the ways participants describe, interpret, and 

explain the marginalization of queer identities in STEM. Queer STEM identity theory was also 
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used as a framework to examine how participants navigate their queer identities in STEM. Using 

the online software Taguette, themes were identified from focus group transcripts related to STEM 

climate, effects of individuals, and identity navigation techniques. Main themes that emerged in 

the focus groups included climate, outness, visibility, emotion, community, research, validation, 

STEM Pride, trans+ issues, DEI efforts, intersectionality, and education. In this study, we define 

queer visibility as interpersonal expressions and observations of queerness, while outness is the 

intrapersonal decisions to display or discuss queerness with others. Next, subcodes were identified 

from portions of the transcripts associated with each theme. For example, subthemes associated 

with community were strategies to build, university organizations, and effects on well-being. 

Connections between themes and subthemes were identified. 

8.3.4 Researcher Positionality 

It is important to acknowledge the identities of researchers and how they may influence the 

research process. In this study, I, Theo Hopper, held focus groups and analyzed qualitative data. I 

am a trans-masculine, queer, white, neurodiverse, abled-bodied, graduate student in biomedical 

engineering. I knew many of the focus group participants personally, which may have influenced 

the responses that participants felt comfortable sharing.  

8.3.5 Participant Demographics 

Demographics of survey participants for timepoint 3 can be seen in Table 8-2. The amount 

of survey respondents almost doubled from timepoints 1 and 2 (N = 71, 65, and 112 at timepoints 

1, 2, and 3, respectively). However, the demographics are similar to timepoints 1 and 2 with the 

majority of participants being white; bisexual, pansexual, or queer; cisgender; women; in 

engineering; and students with approximately equal number of undergraduates and graduates. The 
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majority of participants were unaware of the initiative (70) or were aware but did not follow (20). 

The demographics of survey participants who followed or wanted to be featured can also be seen 

in Table 8-2 (right). The demographics of survey participants who engaged with the initiative were 

also similar to timepoint 1 and 2; however, the number of undergraduates increased (3, 6, to 11 at 

timepoints 1, 2, and 3 respectively) and the number of transgender and non-binary individuals 

increased (1, 1, to 12 at timepoints 1, 2, and 3 respectively).  
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Table 8-2. Demographics of survey participants and participants who engaged with the initiative at timepoint 3. 

   
Respondents Respondents - 

Followers 
R

ac
e/

Et
hn

ic
ity

 
White/Caucasian 81 18 
Eastern Asian 14 1 
Indian 2 0 
Hispanic/Latinx 9 2 
Black 5 0 
Native American 1 0 
Middle Eastern and North African 2 2 
Mixed Race 6 0 
Prefer not to Specify 4 1 

Se
xu

al
/R

om
an

tic
 Id

en
tit

ie
s Gay 21 3 

Lesbian 10 3 
Bisexual 40 8 
Pansexual 12 1 
Asexual 19 6 
Aromantic 9 4 
Queer 33 10 
Biromantic 1 0 
Arospec 1 0 
Confused 1 0 

Tr
an

s Yes 17 3 
No 89 14 
Prefer not to specify 5 2 

G
en

de
r I

de
nt

ity
 Man 36 3 

Woman 49 14 
Non-binary/third gender 21 9 
Prefer not to specify 1 0 
Agender 7 2 
Gender Fluid 5 0 
Questioning or unsure 12 4 

Sc
ho

ol
 Engineering 79 12 

Kinesiology 1 1 
Literature, Science, and the Arts 9 2 
Medicine 18 5 
Nursing 2 1 

Po
si

tio
n Undergraduate Student 58 11 

Graduate Student 47 10 
Faculty 3 0 
Staff 1 1 
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 The assigned alias, school, position at UM, identities, and pronouns of focus group 

participants can be seen in Table 8-3. To protect their anonymity, participants were assigned 

aliases, and specific departments within schools are not included. Queer identities are included in 

Table 8-3 as well as any other identities that participants discussed during the focus groups. All 

but one of the focus group participants were in engineering (10/11) and most were graduate 

students (8/11). Only 2 of the participants were men, whereas 4 were women, and 5 were non-

binary or in the process of questioning their gender.  

Table 8-3. Demographics of focus group participants. Participants were assigned aliases to protect their identities. 

Assigned 
Alias Pronouns Identities School Position 

Alex She/her Bisexual; person of color Engineering Graduate student 
Ben He/him Gay  Life 

sciences 
Staff 

Casey She/they Asexual, non-binary  Engineering Graduate student 
Daniella She/her Queer Engineering Graduate student  
Erin She/they Asexual, non-binary  Engineering Graduate student 
Faith She/her Queer Engineering Graduate student 
Gene He/they Queer, non-

binary/questioning gender 
Engineering Graduate student 

Harry He/him Queer Engineering Undergraduate 
student 

Isa She/they Queer, non-
binary/questioning gender 

Engineering Graduate student 

Jaime She/her Queer Engineering Graduate Student 
Kai They/them Queer, non-binary, intersex Engineering Post-doc 

8.3.6 Survey Results – Climate in STEM 

No significant changes in sense of belonging and identity with the STEM field, queer 

community, and university were found with time; however, the trend of all constructs was to 

decrease from timepoint 2 to timepoint 3. Figure 8-9 shows all constructs of belonging and identity 

at all three time points. Similar to timepoints 1 and 2, sense of belonging with the queer community 

is significantly higher than the STEM field or university. Sense of belonging with the STEM field 
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is additionally significantly lower than the university at timepoint 3. Similar to sense of belonging, 

sense of identity with the queer community was significantly higher than either STEM field or 

university.  

 

Figure 8-9. Sense of belonging and identity with STEM field, queer community, and university for all three 
timepoints (TOP) and for timepoint 3 with significant differences between constructs indicated (BOTTOM). 

 Data from timepoint 3 was determined to be clusterable based on a Hopkins Statistic 

greater than 0.5 [254]. Three clusters were identified based on silhouette width. Significant factors 

between the clusters include race, gender identity, sexual identity, position at the university, and 

school. The demographics of each cluster can be seen in Table 8-4. For brevity, clusters will be 

discussed in terms of the demographic factors with the largest differences between groups; cluster 

1 was identified as female graduate students in medicine, cluster 2 was identified as engineering 

undergraduate students, and cluster 3 was identified as gay male undergraduate students in 
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engineering. Differences in sense of belonging and identity between the clusters can be seen in 

Figure 8-10. Cluster 2 (engineering undergraduate students) had significantly higher sense of 

belonging and identity with the university compared to cluster 1 (female graduate students in 

engineering) and significant higher sense of belonging and identity with the queer community and 

sense of identity with the university than cluster 3 (gay male undergraduate students in 

engineering). Cluster 1 (female graduate students in engineering) had significantly higher identity 

with the queer community than cluster 3 (gay male undergraduate students in engineering). 
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Table 8-4. Significant demographics of the three clusters identified for timepoint 3. 

   
Cluster 1 
(N=23) 

Cluster 2 
(N=56) 

Cluster 3 
(N=30) 

R
ac

e/
Et

hn
ic

ity
 

White/Caucasian 16 44 17 
Eastern Asian 1 6 7 
Indian 0 1 1 
Hispanic/Latinx 0 3 5 
Black 3 0 2 
Native American 0 1 0 
Middle Eastern and North African 0 2 0 
Mixed Race 0 1 5 
Prefer not to Specify 3 1 0 

Se
xu

al
/R

om
an

tic
 Id

en
tit

ie
s Gay 0 0 18 

Lesbian 3 6 0 
Bisexual 10 22 6 
Pansexual 2 8 3 
Asexual 2 5 4 
Aromantic 2 3 1 
Queer 7 19 3 
Biromantic 0 0 1 
Arospec 0 1 0 
Confused 0 0 1 

G
en

de
r I

de
nt

ity
 Man 0 9 27 

Woman 15 30 1 
Non-binary 3 11 2 
Prefer not to specify 1 0 0 
Agender 2 4 0 
Gender Fluid 1 4 0 
Questioning or unsure 2 6 2 

Sc
ho

ol
 Engineering 5 47 22 

Kinesiology 1 1 0 
Literature, Science, and the Arts 0 5 4 
Medicine 14 0 4 
Nursing 0 2 0 

Po
si

tio
n Undergraduate Student 1 49 8 

Graduate Student 22 5 20 
Faculty 0 2 1 
Staff 0 0 1 
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Figure 8-10. Sense of belonging and identity with STEM field, queer community, and university for each of the three 
clusters identified for time point 3. 

8.3.7 Focus Group Results – Climate in STEM 

From analysis of the focus groups using a queer theory lens, we gained an understanding 

of how aspects of STEM culture enforce cis- and hetero-normativity and marginalize queer 

individuals. Participants in the focus groups described their experiences in STEM similarly to 

previous studies that report a ‘chilly’ climate for queer individuals. Furthermore, conversations led 

to insights about what social structures in STEM culture contribute to this climate, and participants 

alluded to many discourses that have been identified previously from literature to negatively affect 

queer individuals, including apoliticism [238], [239], technical/social dualism [237], and 

hegemonic masculinity [233], [240], as well as an overemphasis on objectivity and work-devotion. 

Participants described experiences of enforcement of cis- and hetero-normativity and 

marginalization of queer identities that result from these discourses. Finally, we were able to gain 

information related to the effects of this climate on individual well-being and strategies used to 

navigate queer identities in STEM. An overview of the insights gained from focus group analysis 

can be seen in Figure 8-11. Below you will find the general impressions of STEM climate for 

queer and trans+ individuals (climate in STEM), perceived discourses from STEM culture 
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(identified discourses), evidence for the resulting marginalization of queer individuals 

(experienced marginalization), effects on individual (effects on individuals), and strategies used to 

navigate queer identities (identity navigation). 

 

Figure 8-11. Visual representation of focus group analysis with queer theory and queer in STEM identity framework. 
Aspects of STEM culture enforce cis- and hetero-normativity, causing a chilly climate in STEM for and 
marginalization of queer individuals (gray), resulting in isolation, negative personal effects, and the need to navigate 
competing identities.  

Climate in STEM. Focus group participants described the climate in STEM for queer 

individuals similarly to previous studies [191], [238], [241], [256]. Specifically, participants 

described aspects of a ‘chilly’ climate, which was not explicitly homophobic but was also not 

explicitly friendly towards queer identities. Isa (she/they) described her perception of the climate 

in STEM as: 
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“I’ve never felt like I was like ever unsafe, or like wasn’t supported necessarily as a queer 

person. But just like things here and there that … feels a little off…” 

Isa discussed feeling not completely comfortable in STEM surrounding her queer identities despite 

not being able to identify specific incidences of harassment or discrimination. Participants 

mentioned transgender and non-binary identities being explicitly rejected in STEM through 

incidences of microaggressions and harassment. Casey (she/they) described these experiences in 

STEM surrounding her trans+ identities as: 

“What I run into is more people seeing my pronouns, [which] gets them confused… the 

issues I run into aren’t so much with the LGB, it’s more so with the T.” 

Casey mentions a general sense of confusion surrounding the use of their pronouns and also 

described a specific incident of someone interrogating them about their trans+ identities. Isa 

(she/they) described experiencing microaggressions by often being assumed to be a woman, 

especially in engineering spaces consisting of mostly women, which negated their non-binary 

identities. Kai (they/them) described experiencing transphobic harassment surrounding their trans-

focused research and an incident of being physically unsafe on a university bus. Furthermore, 

participants discussed issues related to trans+ identities being excluded from conversations about 

increasing the gender diversity in STEM. Faith (she/her) described the only instances that she 

experiences resistances to queer inclusion while doing DEI work being related to incorporating 

trans+ issues in these conversations:  

“I have felt friction in like with queer identity with students… once we start to talk about 

like spaces for women also including trans and nonbinary people.” 

In addition to DEI-based work, participants mentioned the exclusion of trans+ individuals in 

demographic portions of papers and surveys.  
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 Identified Discourses. Participants described their queer identities as being relegated by 

others in their departments as not important for or “not an issue” in STEM, relating to apoliticism 

and the technical/social dualism.  Regarding technical/social dualism, fields in STEM that are less 

quantitative were described as being more friendly towards queer identities. Ben (he/him), who 

works in an interdisciplinary STEM field and has experiences with various departments, describes 

this explicitly when discussing STEM departments that are more queer-friendly:  

“My sense is that when something becomes more ‘quantified,’ there tends to be an 

academic culture that is less emotional supportive.” 

In this quote, Ben connected friendliness towards queer identities to being emotionally supportive, 

a social skill, which he viewed as at odds with heavy quantitative work. While not explicitly 

mentioning quantitative work, other participants connected acceptance of queer identities with 

“non-traditional” engineering spaces, which included spaces for engineering education research 

and excluded defense- or industry-focused research.  

In addition to the root causes of apoliticism and technical/social dualism, participants 

related the overemphasis on objectivity and work-devotion as discourses that discourage 

discussions of queer identities in engineering fields specifically. Isa (she/they) mentioned 

objectivity in engineering culture by saying: 

“There's a very specific engineering like way of doing things, you know, we're doing 

engineering work. It's objective. There's nothing really outside of that.” 

Harry (he/him), the only undergraduate who participated in our focus groups, attributed the 

workload of his engineering program to the decentralization of queer identities: 

“We're all so busy that I think that whole work taking precedent over the rest of your life 

is kind of, I guess, kept everything quiet that isn't related to engineering work.” 
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Through the overemphasis of objectivity and prioritization of engineering work over identity, 

participants perceived that anything not connected to engineering, including queer identities, were 

not welcome in their work or learning spaces. 

 Hegemonic masculinity in STEM culture was commonly alluded to in focus groups. 

Participants discussed feeling more comfortable in spaces with better gender parity, which was 

influenced by queer and gender identities. Multiple participants described specific STEM spaces, 

including the ‘traditional’ engineering research areas discussed above and field sciences, that they 

experienced or observed incidences of misogyny, which was used as a signal for that space also 

not being open to queer identities. Gene (he/they) described this succinctly, noting that “sexism is 

the yellow flag before homophobia.” Gene also described a lack of representation in their 

department with other masculine-presenting queer people: 

“There are a lot of queer people that are engaged with as women in my department, but 

not a lot of like queer men… as someone who presents as a guy and like some of my 

struggles with masculinity in the queer community like, there's not a lot of solidarity.” 

Previous studies have investigated the impacts of hegemonic masculinity for queer men, who may 

experience an especially hostile environment in STEM if they are feminine-presenting [240], 

[256], which may contribute to the lack of other out queer men in Gene’s department. 

Experiences of marginalization. Participants discussed experiences in STEM that exhibit 

the enforcement of cis- and hetero-normativity and marginalization of queer identities. Multiple 

participants discussed being assumed to be straight and cisgender in STEM spaces and connected 

these to not displaying typical hallmarks of queer culture in their appearance, not being in a same-

sex relationship, and not holding leadership positions in queer focused organizations. Some 

participants discussed being dissuaded from incorporating traditionally queer aspects into their 
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appearance as it was viewed as unprofessional in their fields, which is evidence for the 

marginalization of queer identities from STEM professions. Casey (she/they) discussed this by 

saying: 

“…like dying your hair, cutting it off, being – sort of – visibly more queer… is not 

considered professional. So when I go to conferences, I think I am sort of subconsciously 

trying to tone it down…” 

Alex (she/her) also perceived the reverse effect by the imposed definition of professionalism for 

women being contrary to how she experiences femininity: 

“I guess I don’t know where the external pressure is coming from… but like as a woman 

who needs to go to conferences and dress professionally, there certain expectations of what 

I’m supposed to wear.” 

Later in the conversation, Alex included wearing makeup and having long hair as some 

expectations for professional dress. Participants also mentioned that these definitions of 

professionalism are shifting to be less exclusive of typical expressions of queerness. Alex 

mentioned that although she felt as if these expectations are still present in her field, they are being 

enforced less stringently and less explicitly. Faith (she/her) mentioned not facing backlash in her 

department for a more queer-aligned haircut (an undercut), which she might have expected in the 

not-so-distant past. As mentioned previously, spaces in STEM that are viewed as especially queer 

friendly are also viewed as ‘non-traditional,’ which is further evidence of marginalization of queer 

identities.  

 Effects on individuals. The chilly climate for and marginalization of queer individuals in 

STEM had negative effects on focus group participants. Many participants described being 
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frustrated or angry at the state of STEM for queer issues. Faith (she/her) described being frustrated 

in her field in general, based on the lack of representation and inequity: 

“I think some technical fields like are very, you know, white, straight cis-passing or cis-

presenting men's field, who are predominantly from wealthy backgrounds and have access 

to technology from their youth. It's pretty frustrating in [my engineering field] for me.” 

Participants also mentioned being angry because of a lack of inclusivity efforts surrounding queer 

issues, experiences of transphobia or harassment, and double standards based on gender. Kai 

(they/them) described instances of transphobia and harassment at conferences, which lead to them 

not attending conferences in the future, missing potential networking and career advancement 

opportunities. Specific instances of marginalization lead to participants feeling othered or 

tokenized. For example, Alex (she/her) described efforts for queer inclusivity in her workspace 

making her feel othered as the only out queer person in the space. Similarly, Casey (she/they) felt 

tokenized because of having to repeatedly discuss an issue regarding the queer community with 

people in her field, because they were the only openly queer person people knew in their field.  

 These instances of being othered or tokenized relate to feelings of isolation described by 

participants. Many participants mentioned feeling as though they are the only queer person or one 

of few queer people in their departments, which connected to a difficulty building queer 

community. Isa (she/they) discussed needing to invest emotional energy in order to build queer 

community as a graduate student in STEM: 

“It’s like on us. The onus is on us to like find our community and navigate through it.” 

Harry (he/him) also mentioned needing to devote energy to find queer community. He attributed 

joining university organizations to decreasing his feelings of isolation:  
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“Even if it feels like you're completely alone, you'll find someone that can help you out. 

You just… might just have to reach out a little though. It's like I thought I was like one of 

like 5 queer people department. And then, like I joined so many student orgs I found like, 

oh, these like 20 people I did not know were queer. in fact, are. All I had to do was say 

something.” 

However, the use of university resources for building queer community was less successful for 

graduate student and post-doc participants, many of whom described feeling out of out of place at 

queer events that involved many undergraduates, being unaware of the resources available to them, 

or attending events that did not have sufficient turnout for them to feel comfortable mingling with 

others. Some of these participants used resources not associated with the university to build queer 

community, including online spaces and community organizations. Other participants highlighted 

the importance of visibility for building queer community through creating connections based on 

communication with one open queer individual in their field. Participants described the benefits of 

building queer community in STEM for reducing feelings of isolation and increasing support 

systems.  

 The isolation and marginalization of queer identities in STEM also caused individuals to 

experience a burden of education and performing DEI work regarding queer issues. Faith (she/her), 

who was active in DEI for her department, described this burden: 

“Anything that I want anyone to be educated about is something that I have to educate 

them on. Regardless of whether it's something within my experience, or just like, you know, 

something that's generally in the queer community that I would like them to respect. I have 

to be the educator, because most people most like faculty and staff in my department do 

not know unless I tell them.” 
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In addition to highlighting the responsibility assumed by Faith because of isolation and a lack of 

knowledge surrounding queer issues, this quote demonstrates that idea that people not in the 

LGBTQIA+ community require education before providing respect to LGBTQIA+ issues. In 

addition to within their departments, other participants discussed needing to educate others on DEI 

committees about queer issues, which suggests a lack of focus on queer identities and educations 

within DEI spaces. This idea was echoed by other participants describing DEI efforts by the 

university as performative and uninformed. This burden of education and performing DEI work 

for queer issues is particularly harmful for the participants who are students, who do not have much 

power in their departments to elicit change and are reliant on those with power in their departments 

for professional and academic development. Participants discussed how the DEI work they are 

engaged with leads to them being viewed as “troublemakers,” a negative perception that could 

harm their future prospects in their departments. 

 Identity Navigation. Participants described strategies they used to navigate their queer 

identities in STEM. As they were often assumed to be cisgender and heterosexual, some 

individuals described tactfully disproving this assumption based on their comfort in a space. Jaime 

(she/her) describes this navigation strategy and the effects it has on her:  

“I feel like I almost drop back into playing straight at times just to fit in and not make 

anyone else feel awkward… and I almost have to make the decision of like am I gonna be 

me or am I just gonna be half of me today?”  

In this quote, Jaime mentioned that she uses the comfort of others as a reason covers her queer 

identity, but she also mentioned her own comfort and avoiding emotionally unsafe situations at 

another point in the focus group. The negative impacts of covering can be seen through Jaime’s 

description, as she felt as though she was unable to share her full self with others. The burden of 
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education was also a factor that influenced the decision to cover their identities, especially for 

trans+ participants. Erin (she/they) discussed incorporating the need to educate others about their 

pronoun use in their decision to be open with others: 

“It's whatever you're willing to like, educate for, like a lot of people try to be non-offensive, 

but they're not going to put in… work.” 

Erin mentioned the emotional work associated with educating others affecting their decision to 

conceal their identities. She described this work being transferred to queer individuals when it is 

not accepted by those unaware of how to properly use her pronouns.  

 Participants described their covering tactics using words such as “negotiation,” 

“optimization,” and “strategic,” which implies a process of taking in information about their 

environment and analyzing potential outcomes associated with sharing their identities. In focus 

group conversations, specific signs were mentioned that signaled safety to participants, including 

explicit displays of acceptance of the queer community, e.g., rainbow stickers, pride flags, and 

displaying pronouns. Visibility was a big safety signal for participants as well, who described 

gaining insight about the acceptance of queer identities based on the experiences of others. Isa 

(she/they) alluded to effects of seeing other queer people being open in a space and explicit 

displays of acceptance while describing the positive impacts of a space they and an open coworker 

created by being open about their identities:  

“We want[ed] to put an inclusive pride flag in our space, just to be there, so students know 

they can like hopefully feel comfortable and be themselves here fully… They come into our 

space and are like ‘no, I feel really comfortable…’ because, like I don’t know, we provided 

that space for them just by being ourselves.” 
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Through being visible about queer identities, Isa was able to safety signal to others leading to 

increased comfort and feelings of not needing to cover identities. Participants also mentioned ways 

in which they started conversations surrounding their queer identities. In the absence of explicit 

signs of acceptance of the queer community, multiple participants suggested subtly incorporating 

queer issues in conversations with coworkers and people in power to gather additional information 

about views towards the queer community before disclosing their identities. This further identifies 

strategic and deliberate methods used by the queer individuals in STEM to ensure emotional and 

physical safety.  

 In addition to displaying covering behaviors, i.e. concealing of queer identities in spaces, 

our participants displayed varying degrees of outness based on social realm, i.e., the people in their 

lives who they felt comfortable disclosing and not concealing their identities [257]. The different 

groups of people that participants considered included in discussions of their outness were friends, 

acquaintances, coworkers/academics, and family. All of the participants were completely out to 

close friends, but some participants discussed not sharing their identities with groups of friends 

depending on social context or closeness. We consider acquaintances to be people who participants 

interact with infrequently in the workspace or social spheres. For participants, being out to 

acquaintances again depended on social context and also a comfort discussing their queerness 

openly in spaces with people they do not know everyone or degree of visibility of queerness to 

others. Coworkers or academics includes anyone participants work or learn closely with, including 

peers, professors, administrators, or supervisors. Many of the participants in our focus groups were 

out to most of their coworkers, although Erin (she/they) was not out to anyone in their work sphere 

and was uncomfortable discussing their queer identities in the workspace, based on potential 

negative repercussions to their social or professional opportunities. They discussed coming out to 
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those they know will not be offended or unaccepting in their lives. We include both close or 

immediate and extended in our discussions of family. Many participants did not discuss their 

outness with family during the focus groups, although Alex (she/her) discussed the impact of her 

families’ Middle Eastern culture on her ability to share her queer identity with them. A visual 

representation of the realms that participants considered in outness conversations can be seen in 

Figure 8-12 including examples based on themes observed from conversations with participants. 

 

Figure 8-12. Visual representations of groups of people that participants discussed considering in terms of being 
out: coworkers, family, friends, and acquaintances with four examples based on participants: out to everyone, out to 
close social contacts (i.e., not to family or coworkers), out to everyone but family, and out to close contacts (i.e., out 
based on emotional closeness regardless of sphere). 
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 Participants who discussed being completely out or open to others in their workplace 

described the benefits of being out. Ben (he/him) viewed outness as a necessity: 

“Be who you are. There will be consequences to it that you cannot anticipate. But the 

consequences of not being who you are will be poor mental health and a crisis down the 

road. So choose what you want to prioritize, but the reality of it, you have to survive, which 

to me is being out.” 

Ben acknowledged the potential negative effects of being out, but he viewed them as less 

significant than the negative effects of not being out – mental health crises. For Gene (he/they) 

being out is associated with comfort:  

“I think for me like, because, like, I'm comfortable being, you know, loud. Amongst other 

things, it's like easy for me to just be kind of very loudly myself.” 

Gene’s default is to be vocal about their identities and covering would require additional energy. 

Participants also discussed altruistic reasons they wanted to be out, mainly for improving visibility 

for others in the queer community, especially if their identities were traditionally underrepresented 

in the LGBTQIA+ community. For example, Alex (she/her) discussed the importance for her to 

be out as a woman of color. Furthermore, outness was viewed as a form of resistance. Ben (he/him) 

discussed the benefits of making people uncomfortable through visible queerness, which he 

believed would lead to greater acceptance of queer individuals in the future.  

 In addition to strategically being out or covering their queer identities in STEM, some 

participants discussed trying to incorporate their queer and STEM identities. This was often done 

through connecting their STEM work to the queer community, for example by researching gender-

affirming healthcare or the climate in climate for LGBTQIA+ individuals. Isa (she/they) described 

the impact of being able to incorporate their queer identities into their STEM work:  



 175 

“I feel like it gives more room to bridge like 2 parts of yourself, to some at least, my 

experience, like 2 parts of yourself, that don't always necessarily, and so to have them align 

is like a very beautiful thing to me.” 

Isa discussed feeling unable to bring her whole self to STEM work because of the climate towards 

her queer identities, similar to Jaime (she/her) above, which she mitigates through using her STEM 

research to help the queer community. Performing DEI work to help the queer community in 

STEM and academia was another way that participants combined their queer identities with their 

professional lives and build queer community. Most participants of the focus groups were active 

in DEI for their departments or the university.  

The act of completely redefining their identities to better align with their STEM fields was 

not observed in most of our participants, although covering or not being out in any STEM space 

may suggest some evidence of this. However, Gene (he/they) described feeling a deeper 

connection to their STEM field than their queer identities: 

“I identify more as an engineering than as queer.” 

Although not a conscious navigation tactic, putting more weight in engineering identities may help 

Gene cope with misalignment of STEM and queer identities. Ben (he/him) also described 

secondhand experiences of others overcompensating in STEM because of their queer identities, 

leading to burn out.  

8.3.8 Impacts of STEM Pride 

Similar to time points 1 and 2, participants who actively engaged with the STEM had a 

relatively positive (mean >3.25) perception of the initiative’s impact on their sense of belonging 

with the STEM field, queer community at the university, and university and sense of identity 

with the STEM field, queer community at the university, and queer community in their field 
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(Figure 8-13). No significant differences were identified between responses for timepoint 3 and 

the other two time points.  

 

Figure 8-13. Perceived impact of the STEM Pride initiative on metrics of sense of belonging and identity at all three 
time points. 

 In focus groups and survey open responses, participants discussed the importance of the 

STEM pride initiative for decreasing feelings of isolation, building community, and increasing 

comfort expressing queer identities in STEM spaces. Daniella (she/her), a follower of the initiative, 

discussed the impact of the visibility of queer people via STEM pride on decreasing her feelings 

of isolation: 

“I might not be meeting [the people featured] in person, but it is nice to see like these 

people exist, and we probably are like higher in numbers that I would think if I didn’t 

follow this account.” 

Isa (she/they), who frequently looks at the Instagram page to look at the features, discussed how 

seeing more queer people in STEM makes them feel like they have more people in their queer in 

STEM community, even if they do not interact with the people featured at all. Participants who 

were featured on the Instagram page also discussed the impact of the page for decreasing their 
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feelings of isolation. In addition, Kai (they/them) discussed how their queer community in STEM 

increased as a result of their feature: 

“I got supportive messages and felt more comfortable in my building.” 

Finally, a follower from the survey discussed the importance of the account for them feeling 

comfortable exploring their gender in STEM: 

“[STEM Pride Instagram account] inspired [me] to fully explore my gender; if the trans 

and non-binary people featured can be out in engineering, so can I.” 

The reasons that participants included for wanting to be featured on the page were similar to 

timepoints 1 and 2, including increasing visibility of specifical identities and fields and decreasing 

the feelings of isolation of others. For reasons they did not want to be featured, participants 

discussed being afraid, not knowing what labels to apply to themselves, and not being out to 

everyone who might see it.  

Focus group participants also gave suggestions for improving the STEM Pride initiative. 

Some participants mentioned that they are not frequently on Instagram, so they recommended 

expanding to other dissemination methods. Daniella (she/her) connected this to previous 

discussions of varying levels of outness as well: 

“I feel like it's really challenging to just use one platform, because some people might be 

more comfortable being out in the workplace, but not around their like outside of 

workplace spheres. And then some people might be the opposite, like they're more 

comfortable being out to their friends and family outside of the workplace, but they don't 

want to be out to like that workplace.” 
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Expanding the initiative to be more than just on Instagram would allow more individuals to engage 

based on what social spheres they are out to. Gene (he/they) recommended that we connect to 

broader queer history and culture more on our page:  

“Maybe trying to sort of provide some aspect of a cultural touchstone. In addition to like, 

you know, promoting queerness in like an individual way.” 

Finally, Erin (she/they) suggested incorporating a way for individuals to reflect upon how their 

identities have changed over time in their featured. They recommended this so that followers could 

see that queer identities are “fluid.” 

8.4 Discussion 

In this work, we described the implementation of the critical action research cycle to 

improve the climate in STEM for members of the LGBTQIA+ community. Based on previous 

studies, we developed a social media initiative that highlights the accomplishments in and 

connections with the queer and STEM communities for individuals working and learning STEM 

at the University of Michigan. In addition to featuring individuals, the initiative also celebrates 

queer history and hosts events for community building and education. We completed two action 

research cycles to develop and improve the initiative from Fall 2021 to Winter 2023. Assessment 

strategies were utilized to characterize the climate in STEM for and understand needs of the queer 

community at the university and to determine the impacts of the initiative. A survey was distributed 

at three time points (Fall 2021, Winter 2022, and Winter 2023) to quantify participants’ sense of 

belonging and identity with their STEM Field, queer community, and university. Based on 

limitations in data collection identified during the first action research cycle, focus groups were 

included at the third timepoint to gain a deeper understanding of an individual’s perception of the 

STEM climate, strategies for navigating their queer identities in STEM, and perceptions of the 
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initiative. After the first action research cycle, we also made changes to the initiative, including 

attempting to increase awareness, engagement, connections with the general queer community, 

and awareness of intersectional issues. Reflection from the second action research cycle, including 

a discussion of the impacts of these improvements and suggested adjustments for future iterations 

can be seen in Chapter 9. 

Through surveys and focus groups, we were able to gain an understanding of the climate 

for queer individuals in STEM at the University of Michigan. At all three survey collection 

timepoints, participants had a higher sense of belonging with the queer community than their 

STEM field or university. At timepoint 3, the sense of belonging with STEM field was also 

significantly lower than with the university. Similar trends were observed in respect to the sense 

of identity, which was higher than field identity at timepoints 2 and 3 and higher than university 

identity at timepoint 3. These results identify the need to improve STEM and university climate to 

be more welcoming to queer individuals. Clustering techniques were used to identify what 

demographic factors were important for participants’ sense of belonging and identity. The 

important factors identified included position at the university, gender and sexual identity, school, 

and race. Specifically, we found that graduate students had significantly lower field and university 

belonging than undergraduate students. The results also indicate that gay men in STEM had lower 

sense of belonging and identity in the queer community than other identities, which may be a result 

of the demands of hegemonic masculinity in STEM fields and have been previously suggested 

from qualitative studies of this population [240], [256]. However, future studies should be 

performed with larger and more diverse sample sizes to investigate which of the identified factors 

are important for belonging and identity and which were determined to be statistically significant 

based on the demographic makeup of our population. For example, race was identified as a 
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significant factor for timepoint 3 although the majority of participants in each cluster identified as 

white.  

The descriptions of the STEM climate by focus group participants were similar to previous 

studies describing marginalization of queer individuals in STEM. Through thorough comparisons 

to previous studies, we can examine the ways in which STEM culture has remained stagnant or 

improved for queer individuals. In one of the earliest discussions of gay and lesbian students, 

Lopez and Chim (1993) describe the experiences of a gay man, Greg, who is pursuing an 

undergraduate degree in mechanical engineering [258]. Many aspects of the experiences Greg 

described 30 years ago was also observed in our participants today, including marginalization of 

queer issues because of social/technical dualism, overemphasis of objectivity, and instructors’ lack 

of awareness [258]. However, many of the explicitly homophobic experiences described by Greg, 

including the use of slurs and association of queerness as ‘deviance,’ were not experienced by our 

participants. Furthermore, we identified ways in which the STEM climate has changed in the past 

12 years by comparing our findings to Cech and Waidzunas (2011) [241]. One particular difference 

is that Cech and Waidzunas (2011) reported their participants often hearing phrases like ‘that’s so 

gay’ used disparagingly in STEM spaces, which was not reported by our participants. Their 

participants who identified as bisexual, pansexual, or queer described STEM peers being confused 

by their sexual orientations, which was also not reported by our focus group participants, who 

mostly identified with these orientations [241]. Finally, the high number of trans+ participants in 

focus groups allows us to specifically examine the experiences of this population in STEM, which 

has rarely been studied previously [191]. The experiences of our trans+ participants were similar 

to the experiences described in Haverkamp et al. (2019), who also reported explicit rejection of 

their identities in engineering spaces.  
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 By analyzing focus groups with the lens of queer theory, the aspects of STEM culture that 

exert power over queer individuals were identified, which cause the chilly climate for and 

marginalization of these individuals. Many of the discourses we identified were consistent with 

previous studies, including hegemonic masculinity, technical/social dualism, and apoliticism. 

Participants also discussed experiences related to the overemphasis on objectivity and work-

devotion contributing to them not being able to fully express their queer identities in STEM spaces. 

Queer theory also emphasizes the need to dismantle the forces in culture to improve the 

environment for individuals. Our analysis is also important for the identification of potential areas 

of improvement that can be addressed with future DEI initiatives, discussed in Chapter 9.  

Finally, focus group analysis identified the effects of the chilly climate on individuals and 

strategies they use to navigate their queer identities in STEM. Participants described multiple 

negative effects of the climate in STEM, including feelings of anger and frustration, isolation, 

difficulty building community, and being burdened with educating non-queer individuals. 

Common strategies for navigating identities included covering, selective outness, incorporation of 

queer issues in STEM research, and overemphasis on STEM identities. While examining the 

impact of these individual effects on well-being and academic achievement are outside of the scope 

of this project, previous studies have found that queer individuals have lower retention and higher 

rates of mental health issues in STEM [191], [239], [240], which may be because of the negative 

effects and negotiation techniques mentioned by participants. 

8.4.1 Limitations 

Because the sample size of the assessment methods was small and homogeneous, 

especially concerning race, ethnicity, and STEM field, the insights gained regarding the climate in 

STEM at the University of Michigan may not be representative of students who hold other 
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marginalized identities. Additional focus groups should be organized to gather additional 

information regarding the experiences of more diverse participants. Specifically, most of our focus 

group participants were white graduate students in engineering. It is also important to consider that 

the goal of this project was to characterize and improve the climate in STEM at the University of 

Michigan, so the insights gathered may not be applicable to other institutions. This is especially 

true given the impact of societal factors outside of academia and STEM, including the legislative 

and cultural restrictions imposed on queer individuals that vary regionally. 
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Chapter 9 Reflection and Recommendation for Changes to STEM Education Practice 

9.1 Discussion 

. Research-based pedagogies, including active learning techniques, have been shown to 

improve student learning and self-efficacy [172]. Incorporating these strategies can be daunting, 

especially without prior experience. Practical action research can be used to optimize the 

implementation of research-based teaching strategies in the classroom through iterative 

improvement based on student outcomes. In Chapter 6, we used practical action research to 

improve educational strategies for teaching computer programming to biomedical engineering 

(BME) students. Undergraduate BME students often have low attitudes towards and knowledge 

of computer programming, although it is a highly sought-after skill post-graduation [259]. A 

classroom intervention was developed that combines project-based learning (PBL) and scaffolding 

through lectures with active learning activities, labs, and an open-ended project. To assess this 

intervention, we quantified gains in conceptual knowledge via concept maps [220] and attitudes 

via Likert-type scale survey questions adapted from the attitudes towards computer programming 

scale (AtCPS) [161], [198]. Reflections from this action research cycle and recommendations for 

future iterations can be found in section 9.2. 

I have also struggled in my education because it is difficult for me to see myself as an 

engineer based on stereotypical characteristics that are associated with achieving in STEM. 

Specific aspects of STEM culture lead to many underrepresented groups struggling to develop a 

sense of identity and belonging with STEM, including work-devotion, apoliticism, technical/social 

dualism, and stereotypes. Members of the LGBTQIA+ community have been shown to experience 
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a chilly climate in STEM leading to lower retention, closeting, and poor mental health [191], [232]. 

Critical action research can be used to improve the climate in STEM for queer individuals through 

developing interventions based on the aspects of culture that lead to marginalization. In Chapter 

7, we used critical action research to improve the climate in STEM at the University of Michigan 

for members of the LGBTQIA+ community with a visibility initiative. Assessment strategies, 

including to assess sense of belonging and identity with the STEM field, queer community, and 

university, were implemented to determine the impacts of this initiative, characterize the climate, 

and provide needs identification for queer individuals in STEM at the university. One full action 

research cycle was described in Chapter 7, while reflections and implications for future work from 

the second cycle can be found in section 9.3.  

9.2 Improving Computer Programming Education for BME 

To apply the action research framework to improve educational strategies used to teach 

computer programing to BME students, we assessed the implementation of our intervention with 

surveys and concept maps to demonstrate student gains in conceptual knowledge, perceived gains 

in skills-based knowledge, perceived applicability of skills, and high perceptions of instructors. 

Students indicated in the post-module survey that the module increased their knowledge in both 

image processing and computer programming (above 4.5 on a 5-point Likert-type scale). 

Significant increases were found from pre- to post-module in confidence with image processing 

and use of computer programming to solve BME problems. Students’ attitudes toward instructor 

support and PBL had average scores of above 4 on a 5-point Likert-type scale, indicating that 

students had high perception of instructors and instruction techniques. The significant increase in 

concept map holistic scores from pre- to post-module time points indicates that students gained 

conceptual knowledge from the module. Students demonstrated clear gains in skills acquisition 
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and self-efficacy with the material from the module, which suggests that our implementation of 

research-based pedagogy positively impacted students. 

Based on our assessments, future iterations of this module should be adjusted to improve 

student learning outcomes, engagement, and satisfaction with the module. Some students indicated 

they were not satisfied with the difficulty of the module in the post-module survey, which could 

be addressed without increasing the difficulty for those with less prior programming experience 

by increasing the number and difficulty of lab extra credit portions and by adjusting the difficulty 

or expectations of the final project. The difficulty of the extra credit portions of labs could be 

increased by providing more open-ended questions or by providing more explicit correctness 

criteria for existing questions. The difficulty of the final project script deliverable could be altered 

by including an explicit requirement that students use methods outside of those covered in the lab 

portion of the module. Two of five submissions solely used functions that were introduced in labs; 

including this requirement would have pushed the students in those two groups to further extend 

their knowledge and promote self-directed learning. Furthermore, extra credit could be given to 

students who continue to improve and add features to their code after meeting baseline 

expectations. In the last class periods, the students who had finished their project scripts used class 

time for other work or finishing of deliverables. In the future, these students should be encouraged 

to continue innovating on the methods in their final scripts.  

Aside from adjusting the requirement for the final script, there are several other potential 

adjustments to the module that would promote acquisition of self-directed learning skills. To better 

guide students’ self-directed learning, instructors could walk students through an explicit process, 

such as the problem-based learning cycle described by Hmelo-Silver [260]. In this process, 

students identify known data related to the problem, generate hypotheses or design ideas to address 
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the problem, identify knowledge gaps, and lastly develop an action plan to cover those knowledge 

gaps and test their hypotheses or design ideas. When conducting this process, students write out 

key details on a white board or in a shared document to make the process more concrete. In the 

current iteration of this module, students conducted the self-directed learning process with ad hoc, 

unstructured guidance, which may have limited the types of solutions that they posed during the 

final project. 

To promote abstraction from the specific problem to other contexts, more structured 

reflection opportunities could be given [260]. Concept maps and written reports were the only 

opportunities for reflection; however, concept maps were not graded, and the written report did 

not include any criteria related to reflecting on the knowledge acquired during the final project. 

Grading the concept maps would encourage students to take the assignment more seriously and 

could provide an opportunity to reflect on how conceptual knowledge grew because of the module 

[174]. Further, the instruction for how to create concept maps should be expanded to show multiple 

examples of various complexities, so students are not limited in their understanding of concept 

map creation. A modified written report rubric could encourage students to explicitly identify the 

new conceptual and skills-based knowledge that they acquired and explain how this knowledge 

could be applied to different problems. Both modifications to the current module design would 

encourage critical reflection and abstraction away from the specific problem presented during the 

final project.  

To specifically aid in the perceived usefulness of the material, which we did not see gains 

in via our assessment methods, additional connections between the module content and 

professional practice should be included in future iterations. The panel of experts who use the 

methods covered in the course that was canceled due to the Covid-19 pandemic may have 
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improved students’ perceptions of the usefulness of material as well. An alternative explanation 

for the lack of statistical significance in perceptions of usefulness of material is that students 

entered the course with high perceptions of usefulness, which limited the potential for gains in this 

area. The means for metrics of perceived usefulness were ≥ 4 out of 5 at the first time point, which 

supports this hypothesis.  

As mentioned in chapter 7, future work should also expand this course format for a full 14-

week semester, 3-credit class. While the 1-credit course format allowed for students to explore 

computer programming in a low-stakes, interest-driven environment, a full-semester course would 

further help students gain computer programming skills and increase the depth of knowledge 

covered. Additional image process topics could then be added, including filtering methods, 

artificial intelligence (AI), and 3D segmentation.  In longer iterations of the course, we recommend 

expanding the PBL portions, either through a longer, more open-ended project or by including 

multiple projects through the course with increasing difficulty. When adapting to a longer course 

format, implementation of teaching strategies should be assessed frequently, as implications from 

this action research cycle may not be applicable. With more students enrolled, discussions and 

teamwork expectations should be explicitly defined to facilitate inclusive and effective 

communication between students. During labs, students should be encouraged to work together to 

solve similar problems so that the instructor is able to help struggling students efficiently. The 

teaching strategies could be adapted for other applications of computer programming and groups 

of students, but it is important to be cognizant that the implementation and assessment described 

in this work is for its specific context. The action research framework can be used to help improve 

the implementation of research-based pedagogy for other contexts in the future. 
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9.3 Improving the Climate in STEM for Queer Individuals 

The visibility initiative developed to improve the climate in STEM for queer individuals 

was assessed via perceived gains in sense of belonging and identity with their STEM fields, queer 

community, and university and focus group conversations about the initiative. In Chapter 7, the 

general discussion of the implications of the assessment results for the climate in STEM for queer 

individuals was presented. Overall, the response to the STEM Pride initiative is largely positive. 

Assessment participants perceived positive effects (mean of 5 point Likert-type scale question > 

3.25) of STEM Pride on their sense of belonging and identity with their field, queer community, 

and university and mentioned positive impacts of the initiative, including by reducing feelings of 

isolation, building queer community, and increasing comfort being out in STEM. Despite the 

positive effects perceived by individuals, we did not observe impacts on the sense of belonging 

and identity for the queer population in STEM at the university. Potential reasons for this include 

the small number of assessment participants who engaged with the STEM Pride initiative and the 

impacts of other external factors. In this section, we discuss suggested improvements for the next 

action research cycle for STEM Pride, including adjustments from the direct assessment of the 

initiative and additional components to incorporate based on needs identification from 

characterization of climate. 

 Only a small number of total survey participants (22/112 or 20%) actively engaged with 

the initiative at the third timepoint, which is likely a large contributing factor for the lack of effect 

observed in the total survey population. While the number of survey participants who engaged 

with the initiative increased from timepoint 2 (from 18 to 22), this was not proportional to the 

increase in survey participants (from 61 to 112), which suggests that efforts to increase engagement 

with the initiative after the first action research cycle were not successful. To better increase 
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engagement going forward, advertising for the initiative should include an in-person component, 

through flyers and speaking at new student orientations. We plan to increase the number of events 

we host and continue to build connections with other identity-based organizations in STEM, 

including with non-queer focused associations like Society of Women Engineers (SWE), National 

Society of Black Engineers (NSBE), Society of Hispanic Professional Engineers (SHPE), etc. 

Despite the small percentage of followers who participated in our assessment, the number of 

followers on the STEM Pride at UM Instagram page increased between timepoints 2 and 3 (from 

200 to 400). It is possible that the assessment survey was not appropriately advertised to Instagram 

followers or that new followers on the page were not queer individuals in STEM at the University 

of Michigan. In the future, the survey should be better marketed on the Instagram page, potentially 

with an added incentive for followers to participate.  

Additional aspects will be added to the STEM Pride initiative to allow for participation of 

queer community members who are not fully out in all aspects of their lives. Based on the 

limitations of only using Instagram and conversations with those who are not out to everyone in 

their lives, we will be incorporating an email newsletter in the STEM Pride initiative, which will 

include the features posted on the Instagram page and event information from STEM Pride and 

other university or community-based organizations. People who wished to be featured will have 

the option to be featured on the Instagram, email newsletter, or both, which will hopefully 

encourage participation from those who do not want everyone they connect with on Instagram to 

have access to information about their queer identities. We hope to promote opportunities to build 

community by including information about other organizations’ events. Since many of our focus 

group participants were not able to successfully use university resources to build community, we 

hope to also provide connections to community-based organizations. Additionally, we will share 



 190 

advice and perspectives from people who are not comfortable sharing their identities from an 

anonymous form. Since many participants discussed not being fully out via assessment methods, 

showing this perspective will hopefully decrease levels of isolation and build a sense of belonging 

in this subset of individuals.  

Another topic frequently mentioned during the assessment was the fluidity of identity and 

participants not wanting to be featured because it would require them to label themselves. To help 

with this, we plan on sharing reflections from people who have been previously featured about 

how their queer identities have changed since they were featured. In addition to highlighting the 

flexibility of identity, this gives us the opportunity to also highlight more STEM achievements and 

advice from people previously featured. The individual features can also be posted without 

mention to specific queer identities or with labels like “questioning,” which should be more 

explicit on the Instagram page, recruitment materials, and post information forms. The features 

themselves could also be adapted to place less importance on individuals’ specific queer identities, 

although this may decrease engagement from and positive effects on individuals with identities 

that have less representation in the queer community. For example, participants mentioned wanting 

to increase visibility for asexual identities specifically and these individuals may be less likely to 

engage if the centrality of specific queer identities is reduced.  

Based on general characterization of the climate in STEM, we identified additional needs 

of the queer community in STEM at our university to incorporate into STEM Pride or future DEI 

initiatives. Clustering of survey data allowed us to identify demographic factors that contributed 

to the sense of belonging and identity of participants. Of particular importance, we found that gay 

men engineering graduate students had a lower sense of belonging and identity with the queer 

community than other queer women graduate students and queer undergraduate students, which 
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may be connected to hegemonic masculinity in engineering fields. To help address this, the STEM 

Pride initiative should aim to highlight more gay men on the page and host discussions about 

perceived masculinity in STEM fields, which will hopefully help expand and encourage critical 

reflections on the accepted forms of masculinity in STEM spaces. Focus group participants also 

mentioned feeling more comfortable concerning their queerness in spaces with better gender 

parity, so efforts should also focus on better acceptance of feminine-presenting individuals in 

STEM.  

In addition to hegemonic masculinity, discourses in STEM culture that enforce cis- and 

hetero-normative were identified through the analysis of focus groups using queer theory. 

Specifically, we found that apoliticism, technical/social dualism, overemphasis on objectivity, and 

expectations of work devotion made participants feel uncomfortable integrating their queer 

identities in STEM spaces. Incorporating conversations of the identity-based and social aspects of 

STEM would aid in dismantling these by creating an environment where individuals are 

comfortable discussing aspects of their identities. Classes should achieve this through 

acknowledging diverse inventors, examining the impacts of course content on individuals, 

discussing social justice-based ethical issues, reflecting on the impact of power and privilege on 

STEM work, and emphasizing the importance communication skills for STEM professionals. If 

they are comfortable, instructors should share aspects of their personal lives and identities, so that 

students gain a wholistic view of STEM professionals. STEM students should be taught about 

qualitative research methods and frameworks to gain perspectives of other research frameworks 

than positivism. Research labs should connect to the communities that are impacted by their 

research outputs, discuss the importance of context during analysis of results, and provide 

wholistic mentoring that encompasses communication, networking, and ethical decision making 
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skills. If they are comfortable, advisors should discuss the struggles they’ve faced to achieve in 

STEM with their students. Administrators and departments should acknowledge the impact of 

wider societal issues on students and faculty and ensure that support resources are widely available.  

Specific efforts should be performed to improve the climate in STEM for trans+ 

individuals. Participants mentioned being frustrated over the lack of discussion of trans+ identities 

included during conversations about gender minorities in STEM, including in DEI initiatives, 

paper demographics, and panel discussions. This can be addressed through the education of those 

who perform DEI work on the proper incorporation of trans+ issues in these conversations and 

greater awareness of available resources. Similarly, participants also mentioned feeling burdened 

to educate non-queer individuals about queer issues, including the proper use of pronouns and how 

to respect trans+ identities. STEM Pride will organize more education-based events, specifically 

aiming to educate people with power in STEM departments about trans+ issues. These education 

events should include proper use of pronouns, phrasing of gender-based demographic questions, 

avoiding microaggressions towards the queer community, and the creation of trans+ inclusive safe 

spaces. STEM Pride could also have a method for queer individuals to request the education of 

their departments about a specific queer issue based on their personal experiences. This would 

allow us to relay information to the department about the impact of the lack of education on 

students, hopefully increasing buy-in from people in power. 

The climate in STEM for queer individuals lead to participants feeling isolated and being 

unable to build queer community. Participants who engaged with the STEM Pride initiative 

described its ability to lessen these effects. We have already discussed ways to increase the ability 

for STEM Pride to further lessen feelings of isolation, through increasing engagement and 

providing a space for people who are not out. To help more queer individuals in STEM build 
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community, we hope to provide resources in person at new student orientations about queer-

focused organizations and host more community building events. We want to plan some events in 

connection to the non-university centered community, which can help expand the networks 

students draw from to build their community. Participants also described feeling angry and 

frustrated about the climate in STEM for queer individuals. We would like to help students cope 

with these feelings through support groups and providing resources for mental health support. 

Based in queer in STEM identity theory, we identified the strategies individuals use to 

navigate their queer identities in STEM, which included covering based on environmental signals. 

Specifically, participants discussed the aspects of an environment that signaled safety to share 

queer identities, including pride flags or stickers, explicit sharing of pronouns, and visibility of 

other queer individuals. Administrators and educators should be educated about the importance of 

these signs and encouraged to display these signals to create a comfortable space for queer 

individuals. Graduate student participants discussed the specific use of these signs when choosing 

a school or academic advisor. Graduate school recruitment weekends should give queer 

prospective students opportunities to discuss with current students about the school climate 

towards queer individuals to aid them in making an informed decision. Participants also mentioned 

wanting to incorporate queer issues into their STEM research to better combing their queer and 

STEM identities. Going forward, this project should incorporate aspects of participatory research 

to provide participants opportunities to be engaged with the study. This will also better aid in 

improving the climate in STEM, as participants will gain community and be motivated to 

participate in the resulting DEI efforts.
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Chapter 10 Conclusions 

10.1 Conclusions 

In this thesis, action research was used to improve general practice for hypertension 

research and STEM education. Technical action research was used to optimize experimental 

methods to improve the generalizability of results from murine models of hypertension and 

cardiovascular aging. Practical action research was used to improve implementation of research-

based instructional methods for teaching computer programming to biomedical engineering 

students. Finally, critical action research was used to develop a visibility campaign to improve the 

climate in STEM for queer individuals. For most of these studies, only one action research cycle 

was completed and suggestions for future iterations were discussed. Going forward, these studies 

should be continued, which would result in greater improvements in standards of practice. Despite 

this limitation, the action research framework proved to be valuable for all of these applications, 

leading to suggested improvements and increases in general knowledge. A brief summary of each 

aim is presented below, including contributions and suggested improvements. 

10.2 Aim 1: Generalizability of Results for Studying Cardiovascular Aging: Analysis of 

Naturally Aged Mouse Model.  

FSI models of the central vasculature were created for young and old humans and mice at 

corresponding ages in their lifespans. Because experimental methods were necessarily different 

between species, strategies were employed to ensure consistency in the use of data to inform 

computational models. Importantly, a workflow was developed to combine population and clinical 
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data to assign anisotropic stiffness values for human subjects. Key similarities and differences 

were identified between species and as a result of aging, including in spatially varying patterns of 

structure and hemodynamics down the aorta. Based on these similarities and differences, suggested 

improvements to practice include utilizing the C57BL/6 x 129/SvEv naturally aged mouse model 

for studying specific effects of aging informed by similarities between species, exploring murine 

models with alterations to elastin structure and differential aortic stiffening, and performing similar 

comparisons of hemodynamics and structure with age for other mouse strains or animal models. 

10.3 Aim 2: Generalizability of Results for Studying Cardiovascular Aging: Impact of 

Isoflurane Anesthesia with Angiotensin-II Infused Mice 

The impact of isoflurane anesthesia on Angiotensin-II (AngII) infused mice was 

investigated with FSI modeling of the cardiovascular system. A novel computational workflow 

was developed to estimate awake hemodynamic and vascular structural conditions from 

anesthetized computational models of the cardiovascular system. We found that isoflurane 

anesthesia has a larger effect on blood pressure, vascular stiffness, thickness, diameter, and 

resistance of chronically AngII-infused mice compared to controls. Furthermore, these larger 

effects were such that trends in pulse pressure and vascular stiffness were reversed in the 

anesthetized models compared to awake. After accounting for the effects of isoflurane, we were 

able to analyze the effects of AngII-infusion on in vivo hemodynamics and vascular structure. To 

avoid the differential effects of isoflurane when characterizing hemodynamics of AngII-infused 

mice, investigators should consider the use of non-volatile anesthetics, explore the minimum 

required dose for these mice, and potentially adjust for the effects of anesthesia through 

computational modeling.  
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10.4 Aim 3: Instructional Practices for Teaching Computer Programming: Applying 

Research-based Teaching Strategies 

Research-based instructional strategies were implemented into a 1-credit, 4-week applied 

computer programming short course for biomedical engineering students. Project based learning 

(PBL) and scaffolding were incorporated through lectures with active learning activities, labs, and 

a final project. Gains in conceptual knowledge and attitudes towards computer programming were 

assessed at pre-, mid-, and post-course timepoints through concept maps and surveys, respectively. 

Instructional strategies were found to increase conceptual knowledge and confidence with 

computer programming and image processing from the pre- to post-course. Student perspectives 

of the strategies were also high, although some students indicated that they were unhappy with the 

difficulty and depth of knowledge presented in the course. Suggested improvements for future 

iterations include expanding to a full length course, increasing the amount and difficulty of lab 

extra credit questions and projects, showing students a better range of concept maps in terms of 

complexity before data collection, incorporating more opportunities for reflection, and connecting 

to BME professional practice.  

10.5 Aim 4: Climate in STEM for LGBTQIA+ Individuals: Development of a Visibility 

Campaign 

Based on prior literature concerning the chilly climate in STEM for queer individuals, a 

visibility initiative, STEM Pride, was developed to highlight the accomplishment, interests, and 

connections to the LGBTQIA+ community for self-nominating queer individuals in STEM at the 

University of Michigan (UM). Surveys and focus groups were developed to assess the impact of 

the initiative, characterize the climate in STEM, and identify needs of the queer community in 

STEM at three timepoints (fall 2021, winter 2022, and winter 2023). Specifically, surveys 
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quantified sense of belonging and identity with STEM field, queer community, and the university, 

while focus group discussions concerned experiences related to queer identity in their department, 

university, and field. No significant differences were identified based on time at any of the three 

timepoints, although participants generally felt a stronger sense of belonging and identity to the 

queer community than to their field or university. Although no significant population-based effects 

were observed, participants who engaged with the initiative described positive effects on 

decreasing feelings of isolation, building community, and being more comfortable to share queer 

identities in STEM. Suggested improvements for the future include increasing awareness and 

engagement with the initiative, perform more education focused events, advocate for inclusion of 

trans+ specific issues in efforts to increase gender diversity in STEM, expanding the initiative to 

more than one platform, and highlighting the fluidity of queer identities. 
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Appendix A: IntroCAD Survey Questions 

Pre-course survey: 

- Open response questions:  

o What is your major? 

o What are your career goals? (it's okay if you don't know yet!!) 

o Why did you enroll in this course? 

o How do you think this course will help you with your career goals? 

o What do you expect from this course? 

o In which classes have you used MATLAB? 

o Have you taken previous computer coding courses? If so, please list them: 

o What is the importance of computer programming for you based on your previous 

experiences? 

- Multiple choice questions:  

o What is your current class standing?  

 First Year  

 Second Year 

 Third Year 

 Fourth Year 

 Graduate Student 

 Other 

o Have you coded in MATLAB before?  
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 Yes 

 Maybe 

 No 

o Do you feel confident in your coding ability in MATLAB?  

 Yes 

 Maybe 

 No 

o  What is your gender identity?  

 Male 

 Female 

 Other (please specify) 

o Have you participated in a problem-based-learning course previously?  

 Yes 

 Maybe 

 No 

- Likert Scale Questions 

o Please rate your confidence (I’ve never heard of it; I’ve heard of it, but I don’t 

know what it is; I know what it is, but not how to use it; I know how to use it) with 

the following topics: 

 Variables 

 Vectors 

 Functions 

 Commenting 



 201 

 Matrices 

 If-statements 

 For-loops 

 Data Plotting 

o Which languages do you feel confident (Extremely confident; Somewhat 

confident; Not confident) coding in? 

 Python 

 C/C++/C-sharp 

 Java 

 Matlab 

 Other 

o Please rate your agreement (Strongly disagree; Somewhat disagree; Neither agree 

nor disagree; Somewhat agree; Strongly agree) with the following statements: 

 Coding skills are important for biomedical engineers in industry 

 It is important for me to learn coding skills 

 I feel confident in my ability to digitally manipulate medical images 

 I can work with others to write a program 

 I can use computer programming to solve biomedical engineering 

problems 

Mid-Course Survey: 

- Open Responses: 

o Approximately how much time are you spending on this course outside of class? 

o What is working well in this course? 
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o What would you change about this course going forward? 

- Likert Scale Questions: 

o Please rate your agreement (Strongly disagree; Somewhat disagree; Neither agree 

nor disagree; Somewhat agree; Strongly agree) with the following statements: 

 I feel confident in my ability to code in MATLAB 

 I feel confident in my ability to digitally manipulate medical images 

 I can use computer programming to solve biomedical engineering 

problems 

Post-Course Survey: 

- Open Responses: 

o When I signed up for the module, I was expecting.... 

o Were those expectations met? Why or why not? 

o What I got from the module was.... 

o Could you explain how you think this course will be helpful to your current goals 

or career plans? 

o What would you change about the course? 

- Likert Scale Questions: 

o Which languages do you feel confident (Extremely confident; Somewhat 

confident; Not confident) coding in? 

 Python 

 C/C++/C-sharp 

 Java 

 Matlab 
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 Other 

o Please rate your agreement (Strongly disagree; Somewhat disagree; Neither agree 

nor disagree; Somewhat agree; Strongly agree) with the following statements: 

 Coding skills are important for biomedical engineers in industry 

 It is important for me to learn coding skills 

 I feel confident in my ability to digitally manipulate medical images 

 I can work with others to write a program 

 I can use computer programming to solve biomedical engineering 

problems 

 Intro to Computer-Aided Diagnosis increased my knowledge of computer 

programming 

 Intro to Computer-Aided Diagnosis increased my knowledge of image 

processing 

 Intro to Computer-Aided Diagnosis increased my confidence in computer 

programming 

 The problem-based-learning techniques used in intro to Computer-Aided 

Diagnosis increased my learning 

o During the module sessions and on other occasions, the graduate student teaching 

team… (Never; Sometimes; About half the time; Most of the time; Always). Note 

that the graduate student teaching team were the primary instructors. The graduate 

student teaching team was observed and mentored by a faculty member. 

 Explained how to solve specific questions 

 Helped me understand key course concepts 
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 Related the content of the course to a big picture 

 Acknowledged my misunderstanding of a concept  

 Helped my team when we needed assistance 

 Addressed my individual needs or concerns 

 Provided responses that guided me in problem solving 
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Appendix B: STEM Pride Likert-type Scale Survey Questions 

 

Belonging with STEM Field 

People in my field share similar values as me  

I feel valued by people in my field  

I feel excluded by people in my field 

I feel like I can be myself in my field  

I feel like I belong in my field 

Belonging with University 

I can really be myself at the university  

I feel like I belong at the university  

It has been easy for me to make friends at the university  

I see myself as a part of the university community  

Belonging with LGBTQIA+ Community 

I feel like I can be myself in the LGBTQIA+ community  

I feel like I belong in the LGBTQIA+ community  

I see myself as a part of the LGBTQIA+ community  

I feel accepted by people in the LGBTQIA+ community  

Identity with STEM Field 

Being in my field is an important reflection of who I am  

I am happy to be in my field  
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I fit in well with others in my field  

I feel uneasy with others in my field  

Identity with University 

Being affiliated with the university is an important reflection of who I am  

I am happy to be at the university 

I identify with others at the university  

Identity with LGBTQIA+ Community 

Being a member of the LGBTQIA+ community is an important reflection of who I am  

I am happy to be a member of the LGBTQIA+ community 

I fit in well with others in the LGBTQIA+ community 

I feel uneasy with others in the LGBTQIA+ community  

Effect of STEM Pride at UM on Belonging in University 

STEM Pride at UM has helped me feel like I can be myself more at the university  

STEM Pride at UM has helped me feel like I belong more at the university 

Effect of STEM Pride at UM on Belonging in Field 

STEM Pride at UM has helped me feel more accepted by people in my field  

Effect of STEM Pride at UM on Belonging in LGBTQIA+ community in University 

STEM Pride at UM has helped me feel like I belong in the LGBTQIA+ community at the 

university  

STEM Pride at UM has helped me feel like I can be myself more within the LGBTQIA 

community at the university  

Effect of STEM Pride at UM on Identity in LGBTQIA+ community in Field 
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STEM Pride at UM has helped me feel stronger ties to other LGBTQIA+ individuals in 

my field  

Effect of STEM Pride at UM on Identity in Field 

STEM Pride at UM has helped me feel prouder to be in my field 

Effect of STEM Pride at UM on Identity in LGBTQIA+ community at the University 

STEM Pride at UM has helped me feel like I fit in more with the LGBTQIA+ community 

at UM  
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