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B.9 Time distribution of the neutrons that interact with the active LXe volume in
the TPC, from a simulation done for a 5 cm water tank and wn = 30µs. The
total counts due to neutron capture (light green) and elastic scattering (dashed
magenta) are normalized to unity. Inelastic scattering events are omitted from
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Abstract

Dark matter is a prime mystery in modern physics. Independent measurements point to

a quarter of the universe’s mass–energy (and 85% by mass alone) being made up of a cold,

collisionless species of matter. Its ubiquity in the universe, confirmed through gravitational

phenomena and cosmological evidence, belies the fact that dark matter particles have not

been observed to interact directly with regular atoms. A leading candidate for dark matter

is the Weakly Interacting Massive Particle (WIMP), which has a mass between a proton

and a complex protein, and interacts with regular matter with a strength similar to the

electroweak force (mediated by the W and Z particles). A series of experiments have un-

successfully searched for evidence of galactic WIMPs passing through Earth, culminating

in the LUX-ZEPLIN (LZ) experiment’s result in July 2022 that placed the most stringent

upper bounds on the WIMP–nucleon interaction strength.

This thesis extends LZ’s first result by expanding the energy window of the search (by a

factor of 7.5) to be sensitive to non-standard WIMP–nucleon interactions. No evidence for

WIMPs is found in this new analysis region, but the strengths of 54 distinct WIMP-nucleon

interactions, generated by an Effective Field Theory (EFT), are constrained by the analysis.

The EFT is a theoretical tool that enumerates all of the possible interactions distinguishable

at the energy scale of the WIMP–nucleon scatter; this LZ EFT result provides the tightest

constraints for nearly all of these interactions.

Three other topics are presented in addition to the LZ EFT analysis. Firstly, a study to

characterize and remove data that mimic non-standard WIMPs is described, enabling the

extension of the energy window to where such signals are expected. Secondly, the question

xxiv



of anomalous experimental data caused by noise, detector and signal processing effects is

addressed, leading to the development of an interpretable general-purpose anomaly finding

tool using techniques in machine learning. Applications of the anomaly finder on simu-

lated and real LZ data are also shown. Thirdly, this thesis presents the conceptualization

and partial results of an experimental study with the Michigan Xenon (MiX) detector to

precisely measure the electron and photon production yields of liquid xenon, the detector

medium employed in LZ and other WIMP detectors.
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Chapter 1

Dark Matter and Direct Detection

I can never look now at the Milky Way

without wondering from which of those

banked clouds of stars the emissaries are

coming.
Arthur C. Clarke

A wealth of evidence supports the claim that there is a puzzlingly large, but invisible com-

ponent of matter that fills the universe. The observational data span from the present day back

to early epochs after the big bang, from the motion of stars and galaxies to the structure of su-

perclusters. These data furnish a strong case for a species of matter that was instrumental for the

structure formation in the early universe, which led to the creation of stars, planets, and eventu-

ally us, here to ponder its nature. The case for the existence of dark matter is strong. But there is

virtually no data indicating that it interacts non-gravitationally, so we have no knowledge of its

nature other than what can be inferred from its distribution in the universe and its cosmological

history.

As to be expected given the magnitude of this mystery, there is no shortage in the volume

and diversity of experiments, ideas, and opinions, nor are there any signs of slowing even as
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we approach a century of research. The spectrum of hypotheses addressing the observational

data is broad. The dominant paradigm holds that dark matter is comprised of particles, not yet

in the Standard Model (SM) of particle physics. Even within this paradigm, candidate particles

for dark matter may have masses that range tens of orders of magnitude, from ‘ultralight’ bosons

(10�22 eV) to ‘superheavy’ fundamental particles at the Planck scale (1019 GeV) [1, 2]. A portion

of the dark matter might even be in the form of primordial black holes, each with the mass of

several suns [3]. In this dizzying array, however, there are a handful of candidates that have

synergies with well-motivated theories and thus warrant closer study.

One well-motivated candidate for dark matter is called the Weakly Interacting Massive Parti-

cle (WIMP). The motivation for WIMPs comes from supersymmetric extensions to the Standard

Model, which predict a neutral heavy (GeV to TeV) particle that can be assigned a plausible

cosmological history. This chance meeting of particle physics and cosmology, known as the

‘WIMP miracle’, continues to spawn numerous experiments dedicated to hunting WIMPs. None

so far have made a discovery. Coupled with the non-detection of supersymmetric particles at

the Large Hadron Collider (LHC), the null results of dark matter experiments have caused the

WIMP hypothesis to wane [4]. This thesis presents an experimental search that goes beyond the

simplest WIMP models, extending the search to include dark matter that may have non-standard

interactions with atomic nuclei. The analysis is conducted with the first science data of the LUX-

ZEPLIN (LZ) experiment, the most sensitive WIMP detector at time of writing [5]. LZ will be

described in Chapter 2. Here we review the evidence for dark matter and present the WIMP.

1.1 A Wealth of Evidence

The range of scales present in the evidence for dark matter can be showcased by examining

the historical account. The early evidence was primarily dynamic; the existence of invisible

matter was inferred from the motion of large astronomical objects under gravity. We shall trace

the gathering of this evidence in the 20th century, starting from galaxy clusters in the 1930s
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to individual galaxies in the 1970s. In the latter half of the century, this line of attack was

complemented by the rapidly growing field of cosmology, which not only provided independent

confirmations for the existence of dark matter but also made the most precise measurements of

its abundance.

1.1.1 Dynamic Arguments

Galaxy Clusters

The starting points for dark matter research in the 20th century are galaxy redshift data, which

record the stretching of light emitted by distant galaxies due to the expansion of space. These data

encode the velocities of individual galaxies in a galaxy cluster, which can be used to calculate the

dynamic mass of the entire cluster. Luminous mass, on the other hand, is obtained by counting

how much light is emitted from the individual galaxies. If galaxies were exclusively made of

luminous matter, then the dynamic and luminous masses would be the same. The first well-

advertised evidence for the existence of dark matter was a marked disagreement between the

dynamic mass and the luminous mass reported by Zwicky in 1933 [6]. This discrepancy was

foreshadowed much earlier, for instance by Bessel, writing about binary star systems almost a

century before Zwicky: “But light is no real property of mass. The existence of numberless

visible stars can prove nothing against the evidence of numberless invisible ones” [7].

Zwicky estimated the line-of-sight dispersion velocities of galaxies in the Coma cluster, a

large galaxy cluster around 100 Mpc away, and found the result larger than expected for a cluster

of that size [8]. If the cluster mass was exclusively luminous, the dispersion velocities indicated

that the individual galaxies were flying apart too fast to be gravitationally bound together. The

presence of a large non-luminous component of matter was required to support the large disper-

sion velocities . Zwicky employed the virial theorem in his estimate, extracting the kinematic

properties of objects that move under potential forces. For a gravitationally bound system such
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as a galaxy cluster

Mhv2
||i ⇡

GM
R

, (1.1)

where M is the mass of the collection of galaxies, R is its spatial extent, hv||i is the line-of-sight

velocity, and G is Newton’s constant. The relationship in Eq. 1.1 relies on a time averaging of the

momenta and positions of the particles in a system. The time averaging converges only for stable

orbits, hence restricting the applications of the theorem to properly virialized systems, an issue

that cast doubt on similar studies of galaxy clusters [9]. Further, Zwicky had only estimates of

the average mass of a galaxy and the physical size of the cluster, in addition to an overestimated

value of Hubble’s constant, all of which he used to calculate the dispersion velocities. Even

further, the redshift data available at the time described only eight galaxies in the cluster.

Despite its limitations, Zwicky’s result was intriguing enough for astronomers to use the same

approach on other clusters. For instance, the dynamic mass of the Virgo cluster was estimated

to be around a hundred times larger than the combined mass of its individual galaxies [10].

For smaller ensembles of galaxies, the dynamic evidence for dark matter becomes fraught with

systematic uncertainties, but arguments in favor were put forth for galaxy groupings down to

binary systems [9]. As the problem of the missing mass did not seem like it was going away,

astronomers turned their attention to eliminating candidates such as gas, the intracluster medium

(ICM), and compact objects like dwarf stars that could make up the dark matter. It was apparent

that more information was needed to understand the anomalies in galactic dispersion velocities.

The next line of evidence would come from a further reduction in scale; studies of individual

galaxies themselves.

Galaxies

Galaxy rotation data provided strength to the claim that there is invisible mass accompanying

astronomical objects, this time within individual galaxies. The orbital speeds of stars and dust

are expected to fall off with distance from the galactic center. This is predicted by the balance of
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the centripetal force and gravity, leading to

vc =

r
GM(r)

r
, (1.2)

where vc is the circular speed of the star (or dust), G is Newton’s constant, M(r) is the mass

contained within the orbital radius r. In the outer regions of spiral galaxies where stars are

sparse, if luminosity is a good tracer of mass, M is expected to be roughly constant with respect

to r such that vc µ 1/
p

r strictly holds.

Initial optical measurements of the rotation curves in spiral galaxies, particularly our neigh-

boring Andromeda galaxy (M31), covered enough of the outer regions to indicate a tension

with the expected fall off in stellar speeds [11]. Eventually with the advent of radio astronomy,

measurements of the 21 cm H-a line at larger radii were made possible [12]. Until the 1970s,

astronomers doubted the significance of these observations due to discrepancies between the

optical and radio data, concerns of dust obscuring the spectral emissions, and other systematic

uncertainties. However, most doubts were alleviated when new measurements of Andromeda

were made by Rubin and Ford using their image tube spectrograph [13]. Figure 1.1 shows a

rotation curve made using both optical and radio frequency measurements averaged over a set

of spiral galaxies [14]. These data imply that the radial extent of spiral galaxies far exceeds the

edges indicated by photometric measurements, and that a significant amount of dark matter is

required for the rotation curves to maintain their flatness.

N-body simulations of galaxy formation

In the 1960’s, the invention of the transistor enabled researchers studying galaxy formation to

simulate the gravitational interactions between physically useful numbers of particles. Early

computer simulations of N = 105 particles starting in circular orbits showed pronounced insta-

bilities after orbiting only a couple of periods. An example simulation is shown in Figure 1.2,

copied from Ref [16]. These simulations, although they used a tiny fraction of stars in an actual
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Figure 1.1: Average rotation velocities (black points) from all the galaxies listed in Ref [15],
which combines optical and radio data. The three black unbroken lines indicate best fits to the
data using two baryonic components (two decaying lines), and a dark matter halo component
(monotonically increasing line). Figure copied from Ref [14].
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spiral galaxy and made use of many approximation schemes, produced unstable galaxies that

disintegrated in a short time. This was at odds with real spiral galaxies, which are clearly rota-

tionally supported by the centripetal acceleration of gravity. The stability of spiral galactic disks,

along with the formation of bars seen in nature, could be obtained by tweaking the simulation,

but a more satisfactory solution was obtained by Ostriker and Peebles when they ran simulations

demonstrating that a spherical massive halo extending beyond stars could stabilize the rotation

of the disk [17].

Gravitational weak lensing

Light from distant galaxies on its way to Earth can be lensed by the curved spacetime around

massive objects in a phenomenon known as gravitational lensing [18]. Lensing observations can

be used to infer the presence of dark matter in foreground galaxy clusters. A celebrated example

of this is seen in the Bullet Cluster, shown in Figure 1.3. The picture actually shows two galaxy

clusters (the Bullet Cluster proper is the smaller of the two) that have undergone a merger. Most

of the visible mass in the clusters is contained in the intracluster medium (ICM), which was

strongly impeded in the collision, producing x-rays. The galaxies themselves are too diffuse to

have collided but decelerated gravitationally, passing through mostly unaffected. Gravitational

lensing of the system revealed most of the mass to also have passed through unimpeded by the

collision, coincident with the galaxy distribution. The Bullet Cluster thus provides a strong piece

of evidence for the existence of non-radiating collisionless mass identified as dark matter [19].

1.1.2 Cosmological evidence

The argument for dark matter is further strengthened when the cosmological evidence is added

to the astrophysical observations discussed above. Dark matter has to be inescapably included

in the standard model of cosmology, L-Cold Dark Matter (LCDM), which is the current best

model that accounts for the cosmic microwave background (CMB), large scale structure, iso-
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Figure 1.2: Simulation of a uniformly rotating disk of 105 stars under gravity. The evolution
shows the formation of a barred spiral structure and its subsequent dissolution. The time unit t is
the period of the orbit. Figure taken from Ref [16].
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Figure 1.3: Image of the Bullet Cluster, depicting the collision of two galaxy clusters. The pink
region is a Chandra X-ray Observatory image of the intracluster medium (ICM), which makes up
the bulk of baryonic matter in the system, and the blue region is the actual distribution of mass
calculated from gravitational lensing. Figure taken from the Chandra website [20].

topic abundances, and the accelerated expansion of the universe caused by L, the cosmological

constant associated with dark energy [21]. The CMB in particular provides a precisely deter-

mined energy density for dark matter in the early universe. In the best fit of LCDM to the Planck

observatory’s CMB data, the matter fraction of the mass-energy density was determined to be

Wm = 0.315±0.007, with the dark matter comprising 84.4±0.2% of all the matter and only the

remaining sixth being baryons [22]. The remaining energy density is in the form of dark energy,

with WL = 0.6847±0.0073 and small contributions from neutrinos and radiation.

The Cosmic Microwave Background Radiation

The CMB was produced in the primordial plasma of the Big Bang and reaches us from the edge

of the observable universe. It is thus the oldest radiation we observe, and was released 400,000

years after the Big Bang when the universe was cool enough for photons to decouple from the

electrons and baryons. The temperature of the CMB that we observe today corresponds to the
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Figure 1.4: Top: Emission spectrum of the CMB determined by FIRAS on the COBE satellite
(black points), shown with a theoretical black body spectrum at 2.725 K (green line). Bottom:
The residual between the CMB spectrum and a perfect blackbody at 2.725 K. FIRAS had a large
horn with a hole that let in the CMB radiation. The hole could be plugged with a microwave
absorber, forming an isothermal cavity, which could be heated to obtain calibration data. FIRAS
actually measured the residuals between the calibrated black body on the instrument and the
CMB. Figure made by the author with data from Ref. [24].

primordial light that has been redshifted due to the expansion of space.

The thermal spectrum of the modern day CMB has been measured to be a near-perfect black

body emission with a temperature of 2.726±0.001 K and a peak spectral radiance at 160.23 GHz

[23]. Figure 1.4 shows the data collected by the Far Infrared Absolute Spectrophotometer (FI-

RAS) flown on the Cosmic Background Explorer (COBE) satellite [24].

A host of ground based experiments, balloons, and satellites has provided detailed maps of

the CMB at various angular resolutions. The highest resolution map of the CMB to date, made

by the Planck collaboration is shown in Figure 1.5. The CMB is remarkably isotropic across the
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Figure 1.5: The temperature anisotropies of the CMB as observed by the Planck satellite. Figure
taken from the European Space Agency website [25].

sky with deviations at the 10�5 level, revealing the slight density oscillations that existed at time

of the photon–baryon decoupling. The temperature anisotropies on the map can be decomposed

via a Fourier transform into a power spectrum, which encodes correlations of the temperature

fluctuations as a function of their angular separations, and is shown in Figure 1.6. The angular

scale of the fluctuations and the height of their peaks are sensitive probes of cosmological pa-

rameters such as the total energy density, dark matter fraction, and baryonic fraction for which

values were given earlier.

Structure Formation

The structure today in the form of galaxies and clusters has evolved from the density fluctuations

imprinted in the CMB. The origin of the density fluctuations is unclear, but cosmic inflation is

known to govern the growth of the fluctuations in the early universe followed by hierarchical

structure formation. Dark matter is an important component leading to the growth of structure in

the late universe, and can be simulated in large N-body codes. The results of these simulations,

which yield observables such as the matter power spectrum, can be compared with experiments
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Figure 1.6: The power spectrum measured by the Planck observatory (red), showing the temper-
ature fluctuations in the CMB at difference angular scales. The best fit of the standard model of
cosmology to the data is shown in green. Figure taken from the European Space Agency website
[26].

12



to constrain cosmological parameters such as the matter density.

Statistical measures of galaxies, clusters, and weak lensing are sensitive to the details of non-

linear growth. Some state of the art cosmological simulations include effects such as baryonic

pressures and the energetic processes of stars and black holes, which produce ejecta that are rele-

vant at small distance scales. Figure 1.7 shows the result of the ILLUSTRIS N-body simulation,

which makes detailed maps of not only the dark matter distribution, but that of the baryons as

well [27]. Such simulations produce numbers, masses, and shapes of galaxies that are consistent

with observations, indicating the necessity of dark matter for structure formation.

While the sketches above cover the range of diverse evidences for dark matter, it is not an

exhaustive list. Please refer to Refs. [6, 9] for more complete accounts. We now turn to the

WIMP, a leading candidate for the dark matter particle.

1.2 Weakly Interacting Massive Particles

Weakly Interacting Massive Particles (WIMPs) have been favored as candidates for dark matter

due to a convergence of cosmology and particle physics, known as the WIMP miracle. Specifi-

cally, a neutral particle with mass around the electroweak scale (100 GeV) could have partially

annihilated in the early universe to give a modern relic density consistent with dark matter. This

idea was first promulgated by five independent papers published in a two month span in 1977, re-

vealing the beginnings of an intense synergy between the fields of particle physics and cosmology

[6]. Further work, which identified WIMPs as the constituents of the astronomers’ missing mass,

and as the neutral stable particle predicted by supersymmetric theories, cemented the status of

the WIMP as the prime dark matter candidate in the decades that followed. A description of the

cosmological history of the WIMP, following Ref. [21], is given here, followed by a discussion

of WIMP scattering rates.
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Figure 1.7: The ILLUSTRIS N-body simulation, which tracks the formation of galaxies in time
with a focus on retaining non-gravitational effects. The first column shows the density of dark
matter, the second column the correlated density of gas, the third column the temperature of the
gas, and the fourth column the metallicity of the gas. From the top, the four rows correspond
to redshift z of 0 (present day), 1, 2, and 4 (corresponding to 1.6 Gyr since the Big Bang),
respectively. Figure taken from the Illustris Collaboration [27].
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1.2.1 Cosmology

The abundance of WIMPs in the early universe can be modeled in time by the homogeneous

Boltzmann equation in an expanding spacetime, under the assumptions of kinetic equilibrium

and the thermodynamics of a classical gas. The Boltzmann equation governing the WIMP anni-

hilation/production interaction c+c ! y+y, where y stands for SM particles and c is the

dark matter, is given by

a�3 d(nca3)

dt
=
⇣

n(0)c

⌘2
hsvi

2

64
n2

y
⇣

n(0)y

⌘2 �
n2

c
⇣

n(0)c

⌘2

3

75 , (1.3)

where a is the scale factor, hsvi is the thermally averaged cross section, nc and ny are the WIMP

and SM number densities, and where the superscripted number densities are species independent,

i.e. with no differences in the chemical potential. The number densities are defined for a classical

(neither Bose-Einstein nor Fermi-Dirac) species s as

ns = gseµs/T
Z d3 p

(2p)3 e�Es(p)/T , (1.4)

and the species independent number density as

n(0)s = gs

Z d3 p
(2p)3 e�Es(p)/T , (1.5)

where gs is the degeneracy factor of the species, µs is the chemical potential, Es is the phase-

space energy, T is the temperature of the bath, and where the momentum integral is taken over

the phase-space distribution f (E) µ e�(E�µ)/T , with the chemical potential set to zero for the

species independent case. Note that the system of units employed here and throughout the thesis

sets the speed of light c, the reduced Planck’s constant ~, and Boltzmann’s constant k to unity.

In the early universe WIMPs are in equilibrium with the rest of the particles, but then freeze
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out when the Hubble expansion rate exceeds the WIMP annihilation rate. Since all the SM parti-

cles (except the neutrinos) are tightly coupled to each other, they are assumed to be in chemical

equilibrium ny = n(0)y and Eq. 1.3 simplifies to

a�3 d(nca3)

dt
= hsvi

⇣
n(0)c

⌘2
�n2

c

�
. (1.6)

Changing variables from nc to Y = nc/T 3, and the introduction of a time variable x = mc/T

where mc is the WIMP mass gives

dY
dx

=� l
x2

⇥
Y 2�Y 2

EQ
⇤
, (1.7)

where l µ hsvim3
c/H is a ratio of the WIMP–SM coupling to the expansion rate. Numerical

solutions for Eq. 1.7 are shown in Figure 1.8 for two different values for l. In the limit of either

slow cosmic expansion or large cross section (l!•) the WIMPs do not freeze out and will have

Boltzmann suppressed number densities nc µ e�mc/T until the modern day, essentially resulting

in no dark matter. However, associating the observations of dark matter with a relic from freeze

out, Eq. 1.7 may be used to calculate the strength of WIMP–SM interaction. An estimate using

the modern abundance of Wch2 ⇡ 0.1 for a 100 GeV WIMP yields a thermally averaged cross

section of hsvi ⇡ 10�26 cm3/s, which is typical for electroweak interactions, hence the ‘miracle’

[21].

The WIMP hypothesis faces challenges from the lack of experimental evidence, most re-

cently from the LZ experiment which probed cross sections as low as s = 9.2⇥ 10�48 cm2 for

a 36 GeV WIMP [5] and also indirectly from the absence of evidence for supersymmetric par-

ticles at the Large Hadron Collider (LHC) [28]. Further, the strength of the WIMP hypothesis

has always been weakened by the fact that the required cross section depends on mc, for which

no strong priors exist [4]. Despite the connection between weak-scale physics and dark matter

being put into question, the traditional WIMP remains a viable candidate for reasons to do with

cosmology and particle phenomenology. For example, detailed model-independent calculations

16



Figure 1.8: Abundance of a massive neutral particle as a function of inverse temperature. The
equilibrium abundance is shown by the dotted line, and the red dashed and black lines show
different values of l, the ratio of the annihilation cross section to the Hubble expansion rate.
Figure from Ref. [21].
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of the thermally averaged cross section found that including a complete set of WIMP annihila-

tion channels weakens the claim that WIMPs are nearing total exclusion [29]. On the particle

physics side, the lack of WIMP observations may be due to interference effects, or momentum

suppressions that diminish the WIMP–nucleon cross sections. The main subject of this thesis is

a search for general WIMP–nucleon interactions that take into account degrees of freedom that

may suppress the cross section.

1.2.2 Scattering rates in terrestrial detectors

The annihilation of WIMPs to SM particles in the freeze out scenario indicates a non-zero cou-

pling between WIMPs and ordinary matter. This assumption has motivated three types of exper-

imental searches. Firstly, the annihilation processes c+ c! SM that froze the WIMPs in the

early universe could still occur today in strong gravity wells where dark matter coalesces, like the

centers of stars and galaxies. The detection of anomalous cosmic rays produced in such annihila-

tion reactions may provide evidence for dark matter. Secondly, the reverse reaction y+y!DM

may be achieved in colliders like the LHC, where missing momenta due to the WIMP escaping

detection will provide evidence of production. Thirdly, direct detection experiments such as

LZ look for the keV-scale recoils of galactic WIMPs scattering with nuclei in detectors. The

scattering rate of WIMPs in terrestrial detectors is presented here.

The rate of WIMP interactions qualitatively depends on the number density of the WIMP

halo, the relative WIMP speed, and the WIMP–SM interaction cross section. The differential

WIMP event rate exhibits an exponential fall off in energy that is due to the WIMP velocity

distribution. A complete accounting of the rate requires the inclusion of the WIMP velocity

profile, nuclear form factors, and detector energy thresholds, and is given by

dR =
r0

mcmN
v f (v)

ds
d|q|2 d|q|2dv, (1.8)

where r0 is the WIMP mass density, typically taken to be 0.3 GeV/cm3 with close to a 100%
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uncertainty [30], mc and mN are the masses of the WIMP and nucleon respectively, v is the

WIMP velocity, f (v) is the velocity distribution of galactic WIMPs, s is the WIMP-nucleon

cross section, and q is the momentum transferred in the interaction [31].

Cross sections and form factors

WIMP–SM interactions would arise from the fundamental WIMP–quark and WIMP–gluon in-

teractions, which result in scalar and spin-dependent cross sections, both tested in direct detec-

tion experiments like LZ. For neutralinos, which are stable neutral fermions predicted by the

Minimal Supersymmetric Standard Model (MSSM) that serve as a benchmark WIMP, the scalar

cross section is the larger and is calculated from squark and Higgs exchanges, while the spin-

dependent cross section arises from the axial-vector interaction [31]. The general expression for

the differential WIMP-nucleon cross section is

ds
d|~q|2 = G2

F
C
v2 F2(|~q|2), (1.9)

where GF is the Fermi constant, C is a complex number containing the particle physics content

of the interaction, and F is the nuclear form factor that carries momentum dependence, also a

dependence on the interaction type.

The complex number for the spin-independent interaction is

CSI =
1

pG2
F
[Z fp +(A�Z) fn]

2 , (1.10)

where Z and A are the atomic and mass numbers, and fp and fn are the effective WIMP–proton

and WIMP–neutron coupling strengths. Since isospin is a good symmetry of nuclear ground

states, the assumption fp ⇡ fn is reasonable, leading to an A2 enhancement of the cross section

that favors heavy nuclei like xenon. The form factor for the scalar case is the Fourier transform

of the nucleon densities in the nucleus, and behaves like F2(E) µ e�E/2E0 , where E is the energy
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transferred to nucleus, and the nuclear coherence energy E0 is approximately 80/A5/3 MeV for

xenon [32]. This exponential form factor corresponds to a purely Gaussian nucleon density. A

more accurate form factor is

F(q) =


3 j1(qR1)

qR1

�2
e�(qs)2

, (1.11)

where R1 ⇡ 6 fm for xenon, s⇡ 1 fm, and where j1 is the spherical Bessel function [33].

The c-number for the spin-dependent interaction is

CSD =
8
p

J+1
J

[aphSpi+anhSni]2 , (1.12)

where J is the total angular momentum of the nucleus, ap and an are the WIMP–proton and

WIMP–neutron spin couplings, and the bracketed quantities are the expectation values for the

spin content of protons and neutrons in the nucleus. The form factor in this case is more compli-

cated, requiring a description of how nucleon spins are distributed in the nucleus. To first order in

xenon, the bulk of the spin coupling is with the unpaired neutron in 129Xe and 131Xe, but proton

couplings are also possible due to mixing between nucleon spin states [33]. There are significant

theoretical uncertainties in the spin dependent form factors arising from independent calculations

[34–36]. To wrap up the discussion of interaction cross sections, note that the spin-dependent

interaction does not benefit from A2 enhancement like the scalar case.

WIMP halo

The WIMP velocity distribution is a key component of the rate and deposited energy spectrum.

Galactic WIMPs are non-relativistic, with typical speeds of 0.1% the speed of light in the rest

frame of Earth. For xenon nuclei elastically scattering with WIMPs of a similar mass (100 GeV),

the nuclear recoil energy is then of order

1
2

mXev2
WIMP =

1
2
⇥100GeV⇥ (0.001)2 = 50keV, (1.13)
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which is entirely determined by the kinematics. Since WIMPs behave like a dilute classical gas,

assuming sufficient thermalization in the gravitational field of the Milky Way, their velocity in the

galactic frame ~vg can be expressed by the Maxwellian distribution, also known as the Standard

Halo Model (SHM)

f (~vg)d3vg =
1

v3
0p3/2 e�v2

g/v2
0d3vg, (1.14)

where v0 is the velocity of the local standard of rest at the sun, and sets the size of the dispersion.

The recommended value for v0 is 238.0±1.5 km/s [37]. The galactic WIMP velocity is related

to the lab frame velocity~vl by

~vg =~vl +~v0 +~v�+~v�(t), (1.15)

where~v� is the sun’s peculiar velocity, and~v� is Earth’s velocity with respect to the sun. Each

component of ~v� is on the order of 10 km/s, while the average speed of the Earth in the sun’s

frame is roughly 30 km/s and the time dependence may be neglected for analyses that do not

look for an annual modulation in the WIMP rate. Ignoring the form factor, which for light

WIMPs is a constant of order unity, and the corrections to the circular velocity ~v0, integrating

the Maxwellian distribution as in Eq. 1.8 from 0 to • produces the exponential fall of the energy

spectrum mentioned earlier.

There are two corrections made to the picture above. The distribution in Eq. 1.14 is only

valid below the escape velocity of the Milky Way vesc, implying a cut off in the velocity integral

of Eq. 1.8. The recommended value for the escape velocity is 544 km/s [37]. There is also a

threshold WIMP velocity vmin below which a scatter producing nuclear recoils with energy E is

impossible. Since the energy deposited by the WIMP is E = |~q|2/(2mN) = (1� cosq)m2
r v2/mN

where mr = mcmN/(mc +mN) is the reduced mass, the minimum velocity required to deposit

energy E is vmin =
p

EmN/(2m2
r ). Thus the velocity integral is bounded by vmin and vesc.

The dark matter halo is almost certainly anisotropic due to the formation history of the Milky

Way, and Earth might be in the vicinity of substructures that would affect the overall WIMP rates

in direct detection experiments [38, 39]. These considerations have led to updated halo models
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Figure 1.9: The Maxwellian WIMP velocity distribution shown for varying parameter values,
from Ref. [37]. The red curve shows the distribution with recommended average values of the
astrophysical parameters, and the various shades of blue indicate the changes in the shape due
to annual modulation. Green, brown, and purple lines show the changes due to variations in the
escape, circular, and peculiar velocities, respectively. The bottom plot shows the ratio of the
variations to the recommended model.
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and direct detection analyses in which the possibility of dark matter streams are accounted for

[40]. While experiments are still in discovery mode, however, the Maxwellian velocity distribu-

tion is recommended for a common point of comparison. Standard values for the velocities are

provided in Ref. [37]. Figure 1.9 shows the analytical distribution of WIMP velocities, along

with the effects of varying certain parameters.

To wrap up the discussion of the scattering rate, Eq. 1.8 can be written as

dR
dE

=
r0

mcmN

Z vesc

vmin
v f (v)

ds
dE

dv, (1.16)

where for generality, the cross section is allowed to be velocity dependent to account for in-

teractions that couple the WIMP velocity to spin and momentum as elaborated in Chapter 3.

Figure 1.10 shows the differential event rate for WIMPs scattering in various target materials for

four WIMP masses [41]. The spectra for light WIMPs are suppressed at large recoil energies,

highlighting the importance of a low energy threshold. In the following chapter, we present a

discussion of how the design of direct detection instruments like the LZ detector makes them

effective tools for WIMP discovery.
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Figure 1.10: Differential event rates for a 1 GeV (upper left), 10 GeV (upper right), 100 GeV
(lower left), and 1,000 GeV (lower right) WIMP interacting with a cross section of 10�45 cm2

with xenon (blue), germanium (purple), argon (green), silicon (brown) and neon (orange) targets.
Figure from Ref. [41].
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Chapter 2

The LUX-ZEPLIN Dark Matter

Experiment

But it is one thing to read about dragons and another to meet them.

Ursula K. Le Guin, A Wizard of Earthsea

Shedding light on the nature of dark matter is one of the primary goals of the particle physics

community in the next decade. In their decennial report on particle dark matter, the conveners

of the Snowmass Community Planning Exercise recommended a strategy that delves deep, con-

centrating on high priority targets such as WIMPs, while searching wide, in order to explore as

much parameter space available to dark matter as possible [42]. Direct detection experiments

are well suited to discover dark matter due to their ability to cover a wide range of masses, and

in some theoretical models, prove to be the only near-term experiments capable of discovery

[43]. Figure 2.1 shows the landscape of theories that are refutable by direct detection. Further,

experiments that use xenon such as LZ are sensitive to a wide range of WIMP interaction types,

as evidenced in the main result of this thesis in Chapter 3.

The most promising and well-studied range of dark matter masses is between 1 GeV and
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Figure 2.1: A cartoon of dark matter candidates shown in the space of interaction strength versus
mass, from Ref. [42]. Among the models shown are various thermal candidates, supersymmetric
candidates, asymmetric candidates [44], sterile neutrinos [45], dark monopoles [46], and hidden
sector dark matter [47].
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100 TeV, which includes WIMPs [42]. The basic goal of a WIMP detector is to record the

rare interactions between a galactic WIMP and a target nucleus that causes the nucleus to recoil

with small energies (1–100 keV). Ideally, these nuclear recoils (NRs) should be separated from

background events, which are data that do not correspond to the dark matter signal. Typical

backgrounds stem from electronic recoils (ERs) caused by b and g particles from the environment

interacting with the atomic electrons of the detector material, in addition to neutron interactions

producing NR signals that mimic WIMPs. An excess number of NR events that fits the theoretical

WIMP energy spectrum may be taken as evidence for WIMP dark matter and will finally begin

to demystify their particulate nature.

2.1 Towards dark matter direct detection in Pahá Sápa

The home of the LZ experiment is the Black Hills (Lakota: Pahá Sápa) of South Dakota, a

location sacred to Native Americans, and later the location of the Homestake mine, once the

deepest and most productive gold mine in North America. Today, the Sanford Underground

Research Facility (SURF) houses several underground experiments, including LZ. SURF is also

undergoing preparations for the future Deep Underground Neutrino Experiment (DUNE). This

location has a scientific pedigree, having housed the Large Underground Xenon (LUX) dark

matter experiment that concluded underground operations in 2016, and going even further back

to the 1960s, Ray Davis’s experiment that recorded the solar neutrino deficit [48, 49]. This

section describes the LZ detector along with its specializations for WIMP discovery, and some

of the author’s contributions to its commissioning.

2.1.1 LZ design drivers

The LZ experiment’s goal requires a highly specialized instrument designed to address the chal-

lenges associated with recording a handful of dark matter events per year in a radioactive en-
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Figure 2.2: Spin independent WIMP–nucleon couplings for a 200 GeV WIMP, for LXe (blue)
and liquid argon (red) experiments. The filled circles indicate measured results, while the squares
indicate expectations for the final exposure (open) and 20% of the final exposure (crossed). Fig-
ure taken from Ref. [42].

vironment. The adopted solution to these challenges is a dual-phase liquid xenon (LXe) time

projection chamber (TPC), operated with a system of outer detectors to veto multiply scattering

backgrounds. The TPC is the heart of the LZ experiment, where the scintillations and ioniza-

tions in the LXe produced by particles scattering are recorded, enabling energy and 3D position

reconstruction, along with the discrimination of ER and NR interactions.

LXe TPCs have proved to be a premier technology in the search for WIMPs, excluding the

smallest WIMP–SM interaction cross sections, as shown in Figure 2.2. The following points

describe the design drivers of LZ, while simultaneously motivating the use of LXe as a detector

medium. A more complete description of the TPC and veto detectors is given afterwards.

Underground siting to reduce cosmic ray flux

Cosmic rays are a serious background source to experiments searching for rare events of as-

trophysical origin. Cosmic rays interact with atoms upon entering the Earth’s atmosphere and
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Figure 2.3: Network of shafts and tunnels operated by SURF, with the location of the LZ exper-
iment indicated in yellow. The caverns on the right are currently being excavated for the Deep
Underground Neutrino Experiment (DUNE) [51]. Picture from the SURF website [52].

create cascades of radiation that include protons, neutrons, a particles, pions, muons, and neutri-

nos. Most of these particles are stopped by the atmosphere except neutrinos, which pass through

the Earth relatively unimpeded, constituting an irreducible background, and muons, which can

penetrate into rock. Muon interactions in the LZ detector produce large scintillation signals that

are readily identifiable, but muon-induced hadronic showers in the Davis cavern produce neu-

trons whose interactions with LXe are indistinguishable from a WIMP’s.

Like the solar neutrino experiment and LUX, the LZ experiment is located at the 4850 ft

(1.48 km) level of the Sanford Underground Research Facility (SURF), formerly the Homestake

Mine, where the rock overburden of 4,300 m of water equivalent reduces the muon flux by a

factor of 3⇥106 relative to the surface [50]. Figure 2.3 shows a schematic of the LZ experiment’s

location in the mine.
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Large target mass to detect rare interactions

A target that is as large and dense as possible is necessary to maximize chances of a WIMP

scattering in it. The LZ TPC is filled with 7 tonnes of LXe, a liquid with a density of 2,940 kg/m3

at its boiling point, roughly three times the density of water [53]. The latest detectors of two

other LXe programs, XENONnT and PandaX-4T, also exhibit target masses on the few-tonne

scale, and represent a step up in sensitivity from previous experiments like XENON1T and LUX

[54, 55]. Accordingly, future liquid xenon dark matter detectors are planned to be even larger.

For example, the XLZD consortium, the union of three leading collaborations (LZ, XENON, and

DARWIN), is planning for a TPC that could contain upwards of 40 tonnes of LXe [56].

Self-shielding and purification to reduce backgrounds

The outer regions of the LXe shield the innermost volume from radioactive particles emanated

from the walls of the detector. Thus it is beneficial to scale up monolithic detectors rather than

use several modular TPCs to make up the target mass. Figure 2.4 shows the exponential decrease

in the rates of ER backgrounds published by LXe TPC experiments of increasing size over the

years. To limit this external radiation, materials with extremely low intrinsic radioactivity were

used to build LZ, following an extensive radioassay campaign [57].

For radioactive impurities that are dissolved in the LXe, purification of the LXe before the

TPC is filled and during operation is crucial to ensure low backgrounds and adequate electron

mobility within the LXe bulk. The xenon in LZ underwent a chromatographic process at the

SLAC National Accelerator Laboratory to remove the b-emitter 85Kr before being condensed

in LZ. Non-noble impurities in the LXe are continuously removed during operations in LZ by

flowing the xenon through a heated zirconium getter, using a circulation system that turns over

the total LXe mass in 2.5 days.

Finally, natural xenon has no intrisically radioactive isotopes, except for the extremely long

lived 124Xe (2⇥ 1022 years) and 136Xe (2⇥ 1021 years), making it an intrinsically radioclean
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Figure 2.4: ER background rates in LXe TPCs as a function of target mass before discrimi-
nation cuts. Circles indicate best achieved limits, and squares indicate expectations, with the
long shaded region showing the expectation for the future XLZD detector. Figure taken from
Ref. [56].

target.

Low energy thresholds to record small energy deposits

A detector with a low energy threshold of around 1 keV is necessary to accept the low energy

events produced by the elastic scattering of a WIMP off a nuclei, and especially for the detection

of light (sub-GeV) WIMPs. LXe as a detector material in TPCs has a demonstrated sensitivity

to NR events with energies below 1 keV using calibrated neutron sources [58, 59]. Efforts are

continuing to push the measurements of LXe response to below 0.3 keV, such as the author’s

simulation work on neutron capture elaborated in Appendix B and published in Ref. [60].
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Discrimination to isolate nuclear recoils

The signals detected by LXe TPCs allow NR events to be effectively separated from ER events,

providing a nearly background-free search region. This discrimination is afforded by differences

in channels through which energy is dissipated in the LXe when a xenon atom is struck; propor-

tionally less ionization occurs in an NR compared to an ER for the same amount of scintillation.

The physics of signal production in LXe is the subject of Section 2.3.

Isotopic diversity for unknown WIMP interactions

In addition to a high sensitivity for spin-independent (SI) WIMP–nucleon interactions due to

the A2 enhancement, the presence of 129Xe and 131Xe, isotopes with unpaired neutrons, provide

good spin-dependent (SD) sensitivity as well. For extending the search to interactions beyond

the standard SI and SD WIMP-nucleon couplings, as is the topic of this thesis (elaborated in

Chapter 3), natural xenon provides a good nuclear laboratory that is sensitive to six distinct

nuclear responses that could arise from general WIMP-nucleon interactions.

2.2 Detector description

A rendering of the LZ detector as it sits in the Davis cavern is shown in Figure 2.5. In the center is

the TPC, a cylindrical chamber containing around 7 tonnes of LXe with reflective polytetrafluo-

roethylene (PTFE) walls and two arrays of light detecting photomultiplier tubes (PMTs) capping

each end. Outside the TPC, but within a titanium cryostat is a layer of LXe (approximately

2 tonnes) called the ‘xenon skin’ that is optically separated from the TPC and is instrumented

with its own set of PMTs. A second cryostat surrounds the inner cryostat to create a thermally

insulating vacuum jacket.

A set of acrylic tanks containing gadolinium-loaded liquid scintillator (Gd-LS) hermetically

surrounds the cryostats, forming one component of the outer detector (OD). The entire assembly
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Figure 2.5: Schematic layout of the LZ detector showing the TPC, the xenon ‘skin’ around the
TPC, the TPC and OD PMTs, the tanks containing gadolinium-loaded liquid scintillator (Gd-LS)
in green and purple, and conduits supplying high voltage and the neutron calibration source.

is in a water tank, so there is a layer of ultra-pure water between the acrylic tanks and a final

layer of PMTs, which make up the rest of the OD. Scintillation light produced in the Gd-LS in

addition to Cherenkov radiation in the water are recorded by the OD PMTs.

Various conduits and feedthroughs carry electrical connections to the PMTs and high voltage

(HV) for the grid electrodes, circulate the xenon through the purification system (located outside

the water tank), maintain the insulating vacuum in between the cryostats, and allow external

calibration sources such as the deuterium-deuterium (D-D) neutron source to penetrate to the

TPC.

What follows below are brief descriptions of selected components in LZ, chosen for rele-

vance. For full accounts of the design and performance of LZ instruments, refer to the Technical

Design Report [50], the Conceptual Design Report [61], the LZ NIM paper [62], the grids de-
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sign paper [63], the radioassay papers [57, 64–66], the cavern background measurement [67],

the optical calibration system paper [68], and the PMT papers [69, 70].

2.2.1 Time projection chamber

Upon interaction with a particle, LXe dissipates the deposited energy in the form of scintillation

light, ionization electrons, and heat as atomic motion. The design of the TPC enables the col-

lection of the scintillation light and electrons. The scintillation light is recorded immediately by

the TPC PMTs, and is known as the S1 signal. The electrons are drifted upwards using electric

fields from the interaction site to the surface of the LXe and extracted into the xenon gas (GXe),

where their passage through the gas creates secondary scintillation light in a process known as

electroluminescence 1. The electroluminescence process typically produces around 1,000 pho-

tons/cm per emitted electron [72]. This light is also picked up by the PMTs and is called the S2

signal. An example event in the TPC containing an S1 and S2 pulse is shown in Figure 2.6.

The configuration of the LZ TPC, including the electrode, liquid level, and PMT positions, is

shown in Figure 2.7, and closer looks at the regions near the electrodes are shown in Figure 2.8.

The 3-inch diameter Hamamatsu R11410-22 PMTs in the TPC, numbering around 500 split

between the upper and lower arrays, were developed to have low backgrounds specifically to

be used in LZ [69]. Further, the electrode grids were woven from stainless steel (304) wires of

thickness 75-100 µm using a custom loom developed at SLAC [63]. In order from the bottom of

the TPC these grids are the bottom PMT shield, cathode, gate, and anode, collectively responsible

for three distinct electric field regions. Between the bottom PMT shield grid and the cathode is

the reverse field region (RFR), where the electric field points upwards. Particle interactions in

the RFR are not used for analysis due to the reversed field, but backgrounds for the main analysis

in this thesis originate from it, and are the subject of Chapter 4. Between the cathode and the

gate, still completely submerged in LXe, is the drift region, 1.45 m tall with a downward pointing
1This method is distinct from typical liquid argon TPCs, where the electrons are collected directly onto the grid

wires having passed through two induction planes [71].
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Figure 2.6: Top: Waveform of a single scatter event taken during the first science run, containing
an S1 pulse and an S2 pulse, obtained by summing the waveforms of top and bottom PMTs.
The time separation of the pulses, known as the drift time, is around 520 µs, corresponding to an
event depth of halfway down the TPC. Center: Zoomed in view of the S1 pulse, which consists
of 892 photons that the PMTs detected (phd). The pulse has a width of around 100 ns, largely
set by the timing of the PMTs. Bottom: Zoomed in view of the S2 pulse, which has a far larger
area (4.5⇥ 103 phd) and width (few microseconds). The relatively larger size of the S2 pulse
indicates the large signal multiplication that occurs during electroluminescence.
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Figure 2.7: Photograph of the LZ TPC being assembled on the surface lab at SURF. The re-
gions occupied by LXe, GXe, and the grid electrodes are indicated, along with their respective
dimensions. Details about the mesh grids including the nominal operational voltages they were
designed for are also shown. Figure taken from Ref. [63].

electric field. Above the gate grid is the LXe surface, a layer of gaseous xenon (GXe), and the

anode grid. The GXe below the anode constitutes the extraction region, with a stronger electric

field than the drift region. The drift and extraction regions are central to the operation of the TPC

because they facilitate the transfer of charge from the interaction site to the extraction region

where the S2 signal is produced. During the first science run (SR1) of LZ, the drift field was

193 V/cm and the extraction field was 7.3 kV/cm [5].

PMTs and photon measurement units

‘Photons detected’, or ‘phd’, is the unit commonly used throughout this thesis to measure the

amount of light the PMTs saw. This unit is derived from the voltage time series that is digi-

tized from the output of a PMT. The voltage time series is produced when a series of photons
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Figure 2.8: Left: Rendering of the top edge of the TPC, showing the top PMT array, a skin
PMT, the anode and gate grids (the LXe surface, not shown, lies between these grids), and the
PTFE wall. Right: The bottom edge of the TPC showing the bottom PMT array, the shield grid
protecting the array from the cathode HV, the RFR below the cathode, and the cathode grid itself.

strikes the PMT cathode, photoionizing it, and the photoelectrons are accelerated towards the

base of the PMT. On their way to the base, the photoelectrons pass through a series of dynodes

held at roughly equal voltage spacings, and are thus multiplied by a constant factor at each dyn-

ode. The gain of a PMT G, which measures how many electrons are produced for each starting

photoelectron, is thus given by

G = kdg, (2.1)

where k is a constant, d is the multiplication factor at each dynode, and g is the number of dynodes

[73]. The amplitude of the digital pulse can be converted to the number of starting photoelectrons

using the gain, resulting in the photoelectrons (PE) unit.

To trace back the signal further to the number of photons incident on the PMT cathode,

the efficiency of producing photoelectrons, called the quantum efficiency of a PMT, is required.

The quantum efficiencies for the LZ TPC PMTs are around 30% for xenon vacuum ultraviolet

(VUV) light in a cryogenic setting, but are subject to change with the wavelength of the incident

light and temperature [70]. Around 20% of the time, an incident VUV photon produces two

photoelectrons, instead of one [70]. This is known as the double-photoelectron effect, and is

taken into account in the unit conversion from PE to phd. Tracing the signal even further back to
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the site of the interaction where the S1 photons were produced, or to the extraction region where

the S2 photons were produced via electroluminescence requires a characterization of the signal

collection efficiencies of the detector.

Light and charge detection efficiencies

The photon detection efficiency (PDE) is the number of photons incident on the PMTs for each

S1 photon emitted at an interaction, and has been measured in SR1 of LZ to be g1 = 0.114±

0.002 phd/photon [5]. The PDE varies with the location of the interaction, as it is dependent on

the solid angle the PMTs subtend, in addition to the reflectance of the PTFE walls, grids, and

LXe-GXe surface. The quantity g1, summarizing the PDE of the TPC, is defined to be the PDE

evaluated at the radial center of the TPC (x = y = 0), and halfway down the length. The S1 areas

used in analysis are corrected for position dependence, which causes the PDE to decrease for

interactions near the wall (more PTFE reflections and less solid angle), and increase towards the

bottom (less reflection off the LXe surface and more solid angle).

The charge detection efficiency (CDE) is greater than unity due to the electroluminescence

process producing thousands of photons per extracted electron. Since this only occurs in the

extraction region, the position dependence of the CDE is restricted only to the radial position of

the interaction. The radial dependence is encoded in the photon detection efficiency in the GXe,

ggas
1 (x,y), which is one of four factors that determines the CDE. The other factors include the

electron extraction efficiency, eext, which is a function of the extraction field, the light yielded by

the GXe in response to the extracted electrons, Ye, and the exponential loss exp�t/t of electrons

as they drift upwards and attach to impurities, where t is the time spent drifting, and t is the

electron lifetime. The quantity g2 summarizing the CDE of the TPC is defined for t = 0 (top of

TPC; no electron loss to impurities) and x = y = 0, given by

g2 = Yeeextg
gas
1 (0,0). (2.2)
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The SR1 measurement yielded g2 = 47.1±1.1 phd/electron [5].

Energy reconstruction

TPCs rely on the scintillation and ionization signals to reconstruct energy. Reconstructing the

energy of an event is achieved by noting that the number of photons and electrons produced is

proportional to the energy deposited, such that

E =
W
L
(Nex +Ni), (2.3)

where E is the energy deposited, W is the average energy required to ionize or excite an electron

in LXe, L is the ‘Lindhard’ factor that accounts for energy lost to heat, Nex is the number of

excitations, and Ni is the number of ionizations. The associated LXe microphysics is discussed

in section 2.3.

For interactions with the atomic electrons of xenon, L is constant with respect to energy, and

thus the fraction of heat may be absorbed into W . Eq. 2.3 may be rewritten in terms of the signal

sizes and gain parameters, to give

E =W
✓

S1c
g1

+
S2c
g2

◆
, (2.4)

which may be used to reconstruct the energy of electronic recoil (ER) events. For nuclear recoils

(NRs), the Lindhard factor L depends on energy, leading to a parameterized scheme for the NR

energy reconstruction [74].

A useful form of Eq. 2.4 is
S2
E

=�g2

g1

S1
E

+
g2

W
, (2.5)

which casts the energy-normalized signal sizes as linearly anti-correlated variables. This anti-

correlation may be used to extract g1, g2, or W if data exists for a set of monoenergetic ER

sources, and is the subject of Appendix A
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Position reconstruction

Since the S1 pulse is recorded immediately after the interaction occurred, and the S2 pulse is

recorded only after the electrons have drifted to the LXe surface, the time difference between the

S1 and S2 pulses is a measure of the z (vertical) position of the interaction. Electrons drift at

a constant speed in noble liquids under constant electric fields; the electrostatic acceleration is

balanced by the drag of coherent scattering with atoms [75]. In LXe, for fields of 100 V/cm and

higher, the drift speed is on the order of 105 cm/s [75]. Because of the constant drift speed, the

drift time is often used in this thesis as a proxy for vertical distance.

The (x,y) reconstruction of an event is possible by calculating the centroid of the S2 light hit

pattern imprinted on the top PMT array. A good position reconstruction is essential as a well-

determined position will allow for a more accurate correction to the pulse sizes, resulting in a

better energy resolution. The layout of the top PMTs has been optimized to improve the position

reconstruction of events near the TPC walls, and is shown in Figure 2.9. In LZ, the MERCURY

algorithm, which employs a maximum likelihood method, is used for position reconstruction and

yielded a 1s resolution of 0.7 mm near the cathode electrode along the cylindrical axis of the

TPC, which increases by a factor of two near the walls [5, 76].

2.2.2 Veto systems

A plausible claim of dark matter discovery will be supported by a comprehensive knowledge of

background events, supplied by the energy and position reconstruction capabilities of the TPC,

ER/NR discrimination, and the veto system. Equipping the regions neighboring the TPC with

additional radiation detectors allows neutrons, g rays, and other multiply scattering particles to

be tagged and excluded from the analysis. The ability to reject these backgrounds allows regions

of LXe near the TPC walls to be used for the WIMP search, resulting in a larger fiducial volume.

Further, these detectors can be used to assess the local radiation environment produced by both

40



Figure 2.9: Hybrid pattern of the top PMT array with a hexagonal packing in the center transi-
tioning to concentric rings on the outside. Photograph by Matthew Kapust.
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Figure 2.10: Rendering of the bottom half of the LZ cryostats, showing the xenon skin and the
bottom skin PMTs.

internal (within the TPC) and external sources. The LZ veto system is composed of the xenon

skin and the outer detector (OD), which are described here.

Xenon skin veto

The xenon skin is the layer of LXe outside the TPC and within the wall of the inner cryostat ves-

sel, with a mass of more than 2 tonnes. The cylindrical shell of LXe outside the TPC wall, called

the side skin, is instrumented with 93 1-inch PMTs on the top half and 20 2-inch PMTs on the

bottom half [50]. The LXe below the bottom PMT array, called the dome skin, is instrumented

with 18 more 2-inch PMTs. Figure 2.10 depicts these regions.

The goal of the xenon skin is to identify scatters of g rays from decays in detector materials,

or from radiative neutron capture. It is designed to identify events that deposit more than 100 keV
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in over 95% of the skin’s volume [50]. The close proximity of the xenon skin to the TPC facili-

tates the rejection of g rays with MeV energies with a high efficiency since the associated mean

free path in LXe is a few centimeters. These prevalent g rays originate from the decays of rare

earth element contaminants in detector materials and from radiative neutron capture. Neutrons

with MeV energies, such as those produced by the spontaneous fission of the trace element 238U

and from (a,n) reactions, travel tens of centimeters in LXe before interacting. The surrounding

OD is therefore better suited to tag neutrons that have interacted in the TPC; but the skin helps

by registering the g rays from radiative neutron capture emitted from the OD, providing a coin-

cidence tag. A secondary goal is to reject events that are indicative of a light leak between the

TPC and skin; an unaddressed light leak could have the harmful effect of distorting the S1 and

S2 pulse areas of an ER event to mimic a WIMP (NR) event. In SR1, events with pulses in the

skin within 0.5 µs of an S1 pulse in the TPC were removed from the WIMP search data [5].

The skin was also used to remove events from the radioactive decay of 127Xe, a cosmogeni-

cally activated isotope which decays to the ground state of 127I, producing atomic de-excitations

accompanied by g rays. The TPC signals produced by the low energy atomic emissions pose a

background to the WIMP search, especially for decays near the wall where the g rays are likely

to escape the TPC without interacting. The skin readily identified these decays in SR1, reducing

the 127Xe background by a factor of 5 [5].

Outer detector

The OD is comprised of a near-hermetic layer of liquid scintillator (LS), with mass 17.5 tonnes,

surrounding the cryostats, held in a set of clear acrylic tanks and observed by an array of 120 8-

inch OD PMTs. A schematic of the OD acrylic tanks are shown in Figure 2.11, and a photograph

of the empty assembled tanks with the surrounding OD PMTs is shown in Figure 2.12.

The LS is based on the organic compound linear alkyl benzene, and has been chemically

loaded with the element gadolinium (Gd) at a concentration of 0.1% by mass [50]. The isotopes
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Figure 2.11: Left: Assembled layout of the ten LZ OD tanks (green and purple) and water
displacers (red). Right: Exploded view of the tanks, showing the two top acrylic tanks, the four
side acrylic tanks that hold nearly 90% of the LS, and the three bottom acrylic tanks. The small
cylindrical vessel between the top tanks is replaced with a yttrium beryllium (YBe) photoneutron
source during calibrations. Figures taken from Ref. [50].
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Figure 2.12: Photograph of the side acrylic tanks prior to filling. Surrounding the tanks are 120
8-inch PMTs that observe scintillation light from the LS. The space between the tanks and the
PMTs will be occupied by water after filling.
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157Gd and 155Gd have some of the largest neutron capture cross sections among stable nuclides

(2.6⇥ 105 barns for 157Gd [77]), and thus serve as efficient and fast-acting neutron absorbers.

The g rays from the neutron captures on Gd (more than 90% of the time) and hydrogen cause

the LS to scintillate, indicating the presence of a neutron. Gd-LS was previously used as the

primary target in the three large reactor neutrino experiments at Chooz, Palo Verde, and Daya

Bay [78–80].

In LZ, the position-averaged neutron tagging efficiency of the OD was measured using

americium-lithium (AmLi) neutron calibration sources to be 88.5 ± 0.7% [5]. Events where

an S1 pulse in the TPC was followed by a large pulse in the OD within a 1,200 µs window were

removed for the SR1 WIMP search [5]. Figure 2.13 shows the trajectory of multiply scattering

neutrons during SR1 across the TPC, skin, and OD detectors, illustrating the importance of the

veto systems.

Filling the outer detector

The author spent several stints at SURF working on the assembly and commissioning of a few

components of LZ. For instance, in the spring of 2020, the inline radon reduction system (iRRS)

was assembled in Ann Arbor, shipped to South Dakota, and installed in LZ by a Michigan team

that included the author. This operation has been described in the PhD thesis of the author’s

colleague Maris Arthurs [82]. Onsite work conducted the following year is sketched in the

vignettes below.

When the summer of 2021 began, the OD tanks were assembled and ready to be filled along

with the water tank. Simultaneous filling of the water and Gd-LS was required because otherwise,

the liquid would exert large hydrostatic pressure on the sides of the acrylic tanks. This co-filling

was monitored using level sensors read out via LZ’s slow control interface, which had to be

calibrated before filling.

Each acrylic tank had an inlet for Gd-LS introduction and a vent outlet that terminated in a
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Figure 2.13: Positions of neutron events showing the scattering path of across the TPC and veto
detectors with a coincidence window of 400µs. The red outline indicates the fiducial volume of
the TPC, the black line is its physical extent, the teal is the xenon skin volume, and the outermost
green region is the LS in the OD tanks. Black points indicate interactions with the shortest drift
time in the TPC, while the white circles represent the remaining interactions. Interactions in the
skin and OD are colored blue and green, respectively. Neutron captures in the OD are marked
with a star, and the resulting g ray deposit in the skin are marked with a pink cross. Plot taken
from Ref. [81].
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Figure 2.14: Level sensor readout from Ignition, the LZ slow control software, versus the manual
measurement on the test vessel, shown for various fill rates (quantified as turns of a valve).

bubbler for pressure equalization. The inlet for each tank was fed from a fill line (one per tank

grouping), connected in parallel to 6 m long laser rangefinder tubes that measured the liquid

level; due to the common inlet line, the liquid level was expected to be equal in the tank and

sensor tube. A clear 10 gallon test vessel was placed in the water tank to test the calibration of

the level sensors and the Gd-LS distribution system. Figure 2.14 shows the comparison of the

liquid level rise during a test fill measured by the level sensor and manually on the test vessel

using a tape measure. The error on the level sensor, coupled with the coarseness of control in

the Gd-LS distribution system, was deemed acceptable to fill within the pressure ratings of the

acrylic tanks (a level difference of less than 20 cm between the Gd-LS and water was required).

Transient behavior was observed on the level sensor readings, shown in Figure 2.15, which could

have been caused by a variety of reasons, including a delayed pressure equalization and foam

formation inside the level sensor.

It was realized before the filling began that the small cross-sectional area of the 1/2-inch
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Figure 2.15: Level sensor reading as a function of time over a 30 min interval during which
five bouts of filling occurred, reaching the top of the test vessel (first four spikes), and into the
thin vent line of the test vessel (large final jump). Hypotheses for the spikes include foaming of
the Gd-LS in the level sensor tube, and an accelerated filling of only the sensor tube caused by
differences in inlet hose lengths.
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diameter PTFE vent lines leading out from the top of the acrylic tanks posed a dangerous risk of

damaging the tanks. In the intended final state of the OD, the Gd-LS level would rest in reservoirs

above the water tank; the vent lines would be completely full. When getting to this stage there

would be a vulnerable period where the vent lines are partially full, where for example, a small

temperature change or inlet flow instability could cause the Gd-LS level to rise much faster

than the surrounding water level, creating in effect a giant thermometer. The large hydrostatic

pressure exerted by the small amount of Gd-LS in the vent tubes would have cracked the tanks.

The potential danger to the acrylic vessels was solved by the rapid installation of 4-inch diameter

tubes that branched off the fill lines. The purpose of these tubes was to act as a volume buffer

during the vent-filling period.

With these preparations the OD and water tank fill commenced. First, the Gd-LS was brought

underground in 120 drums, where it was extracted barrel-by-barrel into a staging reservoir above

the water tank. Nitrogen gas was bubbled through the Gd-LS to remove any dissolved oxygen,

which is a quenching agent that reduces the light yield of the scintillator [83]. Small amounts

of Gd-LS were distributed into the acrylic tanks to further test the filling system. An ultraviolet

(UV) photograph taken during this initial fill (LS fluoresces in UV light) is shown in Figure 2.16.

Despite issues such as leaks of Gd-LS from the staging reservoir, preferential filling of the

acrylic tanks, and poor pressure equilibration, the OD was successfully co-filled with the water

tank over a month-long operation in 24-hour shifts, in LZ’s first instance of round-the-clock

underground shifts. Figure 2.17 shows the progress of filling the three acrylic tank groupings in

June 2021.

2.3 Microphysics of liquid xenon

This section describes the salient physical processes in LXe that produce the VUV photons and

electrons that manifest as S1 and S2 signals, respectively, in the TPC. The nature of the initial
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Figure 2.16: UV photograph of the bottom acrylic vessels filled with a few centimeters of Gd-LS.

energy deposit determines the mix of energy dissipation channels that contribute to the photon

and electron yields, resulting in the ER/NR discrimination properties of LXe. Several energy

scales involved in signal production are discussed, motivating studies to measure LXe work

functions and yields, detailed in Chapters A and B.

2.3.1 Quanta production in xenon

LXe, like most noble liquids, possesses a structure similar to solids due to weak (0.01 eV) van

der Waals forces arising from spontaneously polarized xenon atoms [84]. For example, there

is direct evidence of electronic band stuctures in the liquid forms of xenon, argon, and krypton

[85]. The interplay of this structure with the energy dissipation in the liquid gives rise to a rich

microphysics phenomenology that is continously being revealed by experiments.
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Figure 2.17: Measured liquid level (blue) of each tank grouping as a function of time for the top
tanks (top), side tanks (middle), and bottom tanks (bottom). The red lines show the target values,
calculated from measurements of the water level such that the level difference is less than 20 cm.
The top tanks are off-target because of persistent issues that affected their pressure equalization.
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Energy dissipation channels

The three channels through which energy is dissipated in LXe broadly are light, charge, and heat.

Only the light and charge channels are observable in a TPC, and are the only channels facilitated

by atomic and molecular transitions; heat is dissipated via motion under the threshold of atomic

transitions. The atomic transitions of interest are electron excitations from the ground state to

higher energy levels, and ionization where electrons are completely liberated. After a particle

interaction in LXe depositing energy E0, the energy sharing that immediately follows (with no

secondary particle interactions) is formalized with the Platzmann equation

E0 = N0
i Ēi +N0

exĒex +N0
i e, (2.6)

where N0
i is the number of ionized atoms with average ionization energy Ēi, N0

ex is the number of

excited atoms with average excitation energy Ēex, and where e is the average kinetic energy of the

electrons from ionization [84]. Note that Eq. 2.6 does not take into account the kinetic energy

transferred in the initial collision, nor the collisions, excitations, and ionizations of secondary

particles.

The charge, mass, and energy of the impinging particle also play roles in signal production.

For instance, a g ray could Compton scatter, depositing an initial amount of energy, and then

scatter again in the immediate vicinity of the first interaction. This results in a different electron

to VUV photon ratio than if the g ray had been completely photoabsorbed initially. Similarly, a

neutron may elastically scatter with several nuclei in the same vicinity, resulting in a proportion-

ally larger kinetic energy transfer compared to a g ray. Therefore, the microphysics is best suited

to be tracked with software such as the Stopping and Range of Ions in Matter (SRIM) package,

and the parameterizable Noble Element Simulation Technique (NEST) [86, 87].

For the purposes of characterizing the signal production properties of target media, the W -
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value, the average energy required to ionize or excite an electron in LXe, is defined as

W =
E0

Ni +Nex
, (2.7)

where Ni is the total number of ionization electrons (accounting for secondary particles), and

where Nex is the total number of excited atoms. The currently accepted value for LXe is W =

13.7±0.2 eV [88], but there are recent discrepant measurements that motivated us to revisit the

assumptions of the present W -value definition, discussed in Appendix A.

Recombination

After ionization, some free electrons combine with ions and produce excitations in a process

known as recombination. In fact, most of scintillation light observed in an event originates from

recombined excited atoms [88]. Recombination reduces the number of liberated electrons, such

that

Nr
i = Ni(1� r), (2.8)

where Nr
i is the number of electrons left after recombination, and where r is the recombination

fraction. The number of excited atoms after recombination, Nr
ex, correspondingly increases such

that

Nr
ex = Nex + rNi. (2.9)

Random fluctuations in r therefore cause the detected numbers of VUV photons and electrons to

be anti-correlated, a fact that is taken advantage of in the energy reconstruction. In the framework

where the W -value is common to both ionization and excitation, such as in Eq. 2.7, recombination

simply shuffles the numbers of quanta such that

Nr
i +Nr

ex! Ni(1� r)+Nex + rNi = Ni +Nex. (2.10)
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This simplification is a boon to dark matter and neutrino TPCs that use electric fields to extract

ionization signals. Introducing an electric field lowers the recombination fraction, affecting the

numbers of electrons and photons read out (although total quanta remains the same). The com-

mon W -value framework allows the energy calibration process to remain somewhat independent

of the phenomena associated with recombination.

Scintillation

The process by which VUV light is emitted is described in the following three-body interaction

between xenon atoms

e�+Xe! Xe⇤+ e�, (2.11)

Xe⇤+Xe! Xe⇤,n2 , (2.12)

Xe⇤,n2 +Xe! Xe⇤2 +Xe, (2.13)

Xe⇤2! 2Xe+ gVUV, (2.14)

where the initial excitation Xe⇤ is due to an electron e�, Xe⇤,n2 is a dimer with vibrational energy,

Xe⇤2 is the vibrationally and non-radiatively de-excited dimer, and gVUV is the 175 nm (7.1 eV)

VUV photon emitted [84].

The Xe⇤ exciton radiatively de-excites to the ground state, but the resulting photon is res-

onantly absorbed and re-emitted by neighboring atoms. It is only when Xe⇤ accesses molecu-

lar degrees of freedom via Xe⇤2 that the de-excitation photon is of low enough energy to pass

through LXe unimpeded. The dissociation of the Xe⇤2 dimer occurs when it de-excites from ei-

ther the singlet 1S+
u state or triplet 3S+

u state, each with lifetimes on the order of 1 ns and 10 ns,

respectively [84].

In addition to the direct exciton production in Eq. 2.12, an ion and electron recombining

will also produce an exciton by means of shedding energy to heat via vibrational and molecular
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degrees of freedom [89]. The three modes of scintillation: singlet, triplet, and recombination

transitions, despite producing the same VUV photon, each have characteristic timings that have

been measured in xenon [90].

Charge amplification

Electrons surviving recombination are drifted up in the electric field of the TPC, and extracted

into the GXe. The drift in the LXe can be modeled as a process where electrons scatter off xenon

atoms with an effective potential that represents the single-atom potential corrected for long

range polarization forces of neighboring atoms [91]. The effective potential can be determined

from the liquid structure, measured with neutron diffraction experiments, and the model is solved

using the Boltzmann equation with a collisional term [84]. An electron cloud drifting in an

electric field is subject to self-repulsion, spreading it in transverse and longitudinal directions.

For the typical sizes and fields employed in a LXe TPC, the spread is on the order of a millimeter,

providing an advantage for precise position reconstruction [92, 93].

For typical drift fields, the energies of drifting electrons are usually under 1 eV, which are

below the excitation threshold of LXe (around 10 eV). It may be energetically favorable, how-

ever, for impurities in the liquid to capture electrons, forming negative ions with reduced drift

speeds that result in a smaller S2 yield. The high liquid purity of LXe TPCs is a therefore major

purification achievement; in LZ, electron lifetimes as large as 8 ms were measured, around 8

times larger than the longest possible drift time [56].

Having flowed past the gate electrode into an LXe region with a stronger electric field, the

electrons are extracted into the GXe, where the field is even stronger by a factor of the LXe

dielectric constant (1.85) [94]. The extraction efficiency is dependent on the extraction field, and

has been observed to saturate for liquid fields above 7.5 kV/cm [95]. The extraction process

is not completely understood and might be complicated by a local potential minimum below

the liquid surface induced by competing forces on the electrons, one due to the electric field
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and other due to repulsion from the LXe-GXe dielectric boundary [96]. For instance, delayed

electron emission up to milliseconds after the S2 pulse has been observed in many LXe TPCs,

consistent with a trapping potential [97–99].

Following extraction, the electrons scatter and excite the atoms in the GXe, which scintillate

via the three-body excimer channel described in subsection 2.3.1. The resulting 175 nm light

is thus identical to the primary (S1) scintillation light, and is mostly detected by the top PMT

array. The width of the S2 pulse, typically on the order of a microsecond, is set by the size

of the gas gap (above the liquid and below the anode grid) and the magnitude of the extraction

field in the GXe. In addition to the excimer-based electroluminescence, there are observations

of non-VUV light emission below excitation energies resulting from neutral bremsstrahlung and

partial atomic transitions [100, 101]. However, the yields of these emissions appear to be too low

to impact current dark matter detectors.

ER NR discrimination

A crucial feature of LXe TPCs is their capacity to distinguish between NR and ER events. To

first order, the two types of interactions differ in the fraction of energy that is lost to heat. In

the Lindhard-Scharff-Schiott (LSS) formulation of energy partitioning in condensed media, the

fraction lost to kinematic atomic motion, L, in a single nuclear scatter is parameterized as a

function of the incoming particle energy; for a neutral projectile with 10 keV kinetic energy,

L is approximately 0.2 [102–105]. The fraction described above is unity for ER events, since

scattering with light atomic electrons does not generate much kinetic energy, as opposed to scat-

tering with heavier nuclei. Further, L does not include the kinetic energy of liberated electrons

with sub-excitation energies. Therefore, the disparity between the heat channels of NR and ER

interactions results in two different energy scales used for the two types of events. The energy

reconstructed in an NR interaction is related to the amount of energy deposited by an electron of

equal initial energy by

Eee = LEnr, (2.15)
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where Eee is the ‘electron-equivalent’ energy of the observed NR energy Enr. In practice, a

different relationship that accounts for discrepancies in the LSS model is used; see for instance

Ref [106].

However, ER–NR discrimination irrespective of energy is possible in LXe, indeed necessary

to identify WIMPs depositing various amounts of energy in LXe. The ratio of the primary scintil-

lation (S1) photons to ionization electrons (that result in the S2 pulse) is fundamentally different

for ER and NR events; the S1/S2 ratio is always smaller for NR events than for ER events. The

two-fold explanation for this phenomenon includes differences in the initial exciton to ion ratio

immediately following the ER or NR interaction, and different recombination effects from the

distinct ionization densities between ER and NR events [106]. The discrimination is showcased

in the LZ TPC response to ER and NR calibration sources during SR1, shown in Figure 2.18. The

leakage fraction, defined as the fraction of ER events falling below the NR median, is typically

10�3 to 10�2, depending on the energy deposit [106].

With the description of the LZ detector and principles of detection, reconstruction, and dis-

crimination given in this chapter, an account of the dark matter search can be presented. Chap-

ter 3 describes a search for WIMPs extending up to the largest NR energies ever considered in

an analysis.

58



Figure 2.18: Calibration data in the S1 and log10S2 space (corrected for position), with tritium
(blue) constituting a b source and neutrons (orange) an NR source. The medians of the simu-
lated ER and NR bands are indicated in solid lines, and the dotted lines indicate 10% and 90%
quantiles. Gray lines show contours of constant energy. Figure taken from Ref [5].
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Chapter 3

Effective Field Theory Search in LZ

It was astonishing what a line you could draw if you had two points of

physical constants and aesthetic preferences.
Marissa Lingen, How we know they have faces

3.1 Introduction

The Effective Field Theory (EFT) analysis of the LZ collaboration’s first science run (SR1) is

presented in this chapter. These results extend the WIMP search (WS) result of SR1, which

probed spin-independent (SI) and spin-dependent (SD) interactions between WIMPs and nuclei

[5]. The goal of the EFT is to account for all the relevant degrees of freedom, in addition to

spin, at the energy scale of the WIMP–nucleon scattering process. This approach creates a

comprehensive set of interactions which produce nuclear recoils at higher energies than the SI

and SD interactions, motivating a larger energy window. In the EFT analysis the energy window

is a factor of 7.5 larger than the WS, reaching up to 270 keVnr. World-leading upper limits for

the strengths of 56 WIMP-nucleon interactions comprising the EFT are presented in this chapter,

and are the most constraining for a general WIMP in the GeV to TeV mass range. Critical to the
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expansion of the energy window is a tool to remove a high energy NR-mimicking background,

which is the subject of Chapter 4.

3.1.1 The momentum-independent result

In July 2022 the LZ collaboration released its first WS results containing world leading upper

limits for SI and SD interactions, shown in Figures 3.1 and 3.2, respectively. The SI and SD

search strategies are focused on achieving a low energy threshold, since the respective nuclear

recoil spectra peak at zero energy and fall off exponentially due to the Maxwellian tail of the

WIMP velocity distribution. Further, the SI and SD scattering matrix elements are independent

of the momentum transferred and hence do not lead to suppressed cross sections in the low recoil

energy limit.

The SI and SD interactions are a subset of the EFT; they are both naturally generated as

the operators O1 and O4, described in subsection 3.1.2. The EFT search keeps the low energy

threshold of the WS while extending the high energy cutoff. In terms of the position-corrected

scintillation signal S1c, the EFT analysis window of 3 phd < S1c < 600 phd contains the WS

energy window of 3 phd < S1c < 80 phd, providing consistency checks of the SI and SD inter-

actions between the WS and EFT analyses. The various other operators generated by the EFT

exhibit couplings not only among WIMP and nucleon spins, but also among momentum transfer

and the characteristic velocity of nucleons in the rest frame of the nucleus as well. The resulting

cross sections of some EFT operators vanish in the limit of zero recoil energy, motivating a look

at higher energies.

3.1.2 The non-relativistic dark matter effective field theory

The idea of the EFT is to simplify a large space of interactions, stemming from numerous DM

models and the associated couplings to the Standard Model, to a much smaller set of nuclear re-

sponses that are indistinguishable from each other. One way to view the larger space of testable
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Figure 3.1: The SI WIMP cross section 90% confidence limits (black) as a function of WIMP
mass, with 1s (green) and 2s (yellow) bands. The dotted line shows the median expected sen-
sitivity projection. Also shown are the PandaX-4T, XENON1T, LUX, and DEAP-3600 limits.
Figure from Ref. [5].

models is to parameterize how their cross sections scale with momentum transfer in the low en-

ergy limit [107]. This approach naturally cleaves the search data into a low-energy, momentum-

independent region, as in the WS, and a higher energy momentum-dependent region as in the

EFT search. However, the non-relativistic EFT (NREFT) goes further and uses all the relevent

degrees of freedom to build from the bottom up all the possible interactions direct detection ex-

periments should be able to detect [108]. The framework therefore captures momentum, spin,

and velocity dependences of the cross sections, up to leading order. The choice of the degrees of

freedom are set by the context of the WIMP-nucleon scattering process. For instance, the velocity

of the WIMP wind is around 10�3c, so the EFT can be non-relativistic. Secondly, the maximum

momentum transferable to a nucleon from a WIMP scatter is around 200 MeV, implying that the

nuclear structure of the xenon target is relevant.
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Figure 3.2: The SD WIMP-proton (top) and WIMP-neutron (bottom) cross section 90% confi-
dence limits (black) as a function of WIMP mass, with uncertainty bands (gray) resulting from
xenon nuclear correction factors. Figure from Ref. [5].
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The general Lagrangian density for the elastic scattering process c+N! c+N is

Lint = Â
I={s, v}

Â
i

cI
i OiccNN, (3.1)

where sums are performed over isospin conserving and violating interactions, over all the possi-

ble operators Oi, and where c is the dark matter field and N is the nucleon field. In the isospin

basis, interactions are classified according to whether the WIMP couples equally to protons and

neutrons (isoscalar) or not (isospin-violating, or isovector). There is an alternate basis, the (p,n)

basis (adopted in the WS result), that projects the coupling strength along WIMP-proton and

WIMP-neutron axes. Both bases are equivalent and are related with the relations

cs =
1
2
(cp + cn), (3.2)

cv =
1
2
(cp� cn), (3.3)

where cp and cn are the proton and neutron coupling strengths, respectively. The isospin basis is

used in this work since isospin is an approximately conserved symmetry in xenon nuclei [109].

Further, the isospin basis facilitates comparisons with the results of experiments using nuclei

with varying amounts of isospin violation [110].

The operators Oi are built using four non-relativistic, Hermitian three-vectors. These quanti-

ties are

i~q, ~v? =~v+
~q

2µN
, ~Sc, ~SN , (3.4)

where ~q is the momentum transfer,~v is the relative velocity of the WIMP, µ is the reduced mass

of the WIMP-nucleon system, and where Sc and SN are the spins of the WIMP and the nucleon,

respectively. The quantity~v? is constructed using the Hermitian quantity i~q to be invariant under

the exchange of incoming and outgoing particles. Using these variables, the condition for energy

conservation is~q ·~v? = 0.

Up to the second power of q, the following non-relativistic operators make up the EFT. They
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are

O1 = 1c1N

O2 =
⇣

v?
⌘2

O3 = i~SN ·
✓

~q
mN
⇥~v?

◆

O4 =~Sc ·~SN

O5 = i~Sc · (
~q

mN
⇥~v?)

O6 =

✓
~Sc ·

~q
mN

◆✓
~SN · ~q

mN

◆

O7 =~SN ·~v?

O8 =~Sc ·~v?

O9 = i~Sc ·
✓
~SN⇥

~q
mN

◆

O10 = i~SN · ~q
mN

O11 = i~Sc ·
~q

mN

O12 =~Sc ·
⇣
~SN⇥~v?

⌘

O13 = i
⇣
~Sc ·~v?

⌘✓
~SN · ~q

mN

◆

O14 = i
✓
~Sc ·

~q
mN

◆⇣
~SN ·~v?

⌘

O15 =�
✓
~Sc ·

~q
mN

◆✓⇣
~SN⇥~v?

⌘
· ~q

mN

◆
.

Each operator represents a possible interaction in the non-relativistic limit of any elastic WIMP–

nucleon scattering processes. The exception to this is O2, which contains two powers of~v?, and

cannot result as the leading order non-relativistic reduction of a covariant operator. It is therefore

omitted.
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3.1.3 Nuclear embedding

The WIMP–nucleon operators have to be embedded in a nucleus and integrated over the nucleons

in order to obtain the interaction cross section and rate. In the standard SI and SD calculation of

the WIMP–nucleus scattering rate, the transition probabilities with the nuclear charge and spin

current densities are summed over bound nucleons. The nuclear responses elicited are the vector

charge (M) operator for the SI case, and combinations of the axial longitudinal (S00) and axial

transverse (S0) electric operators for the SD case [109].

It is assumed that the WIMP–nucleus matrix element is obtained by summing the WIMP–

nucleon matrix element over all the nucleons. The EFT takes into account the velocity parameter

~v?, which is a function of the relative incoming velocity ~v and the internal nucleon velocities

(given by ~q/µN) [109]. The latter quantity vanishes in the point nucleus approximation, but

is responsible for a parametric enhancement of the cross sections when accounted for. While

nucleon velocities are odd under parity, which is a respected symmetry in nuclear ground states,

they may pair with spatial operators such as e�i~q·~x to produce parity-even interactions. Three

novel nuclear responses, D, F0, and F00, arise due to the compositeness of the nucleus that do

not arise in general from SI and SD interactions. Therefore the general amplitude of a WIMP-

nucleon interaction contains all six nuclear responses, which reduces to the SI/SD case with only

M, S0, and S00 in the limit q2! 0 and~v?2! 0.

3.1.4 Non-relativistic matching

The NREFT can be obtained from relativistic WIMP-nucleon interactions. In general, there are

two Lorentz-covariant scalar bilinears, given by 1 and g5, and four vector bilinears, given by Pµ,

Pµg5, isµnqn, and gµg5. Therefore, there is a total of 22+44 = 20 possible products giving a scalar

Lagrangian density. Each of these interactions could be reduced to the non-relativistic limit, and

shown to be linear combinations of the operators Oi presented above. Instead of constructing the
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EFT this way, the four non-relativistic degrees of freedom (momentum, velocity, nucleon and

WIMP spins) allow a simpler enumeration of the possible operators. However, as an example,

the non-relativistic reduction of the axial operator g5 is presented below.

The operator g5 can be expressed in terms of the incoming and outgoing momenta using the

Gordon identity (from Ref. [111])

ū(p0)gµu(p) = ū(p0)


p0µ + pµ

2m
+

isµnqn
2m

�
u(p), (3.5)

which can be modified to obtain the modified Gordon identity for the axial-vector interaction

ū(p0)gµg5u(p) = ū(p0)


g5qµ

2m
+

ig5sµn(p0+ p)n
2m

�
u(p). (3.6)

The identity required for the axial interaction can then be obtained using the Dirac equation

(gµ pµ�m)u(p) = 0, (3.7)

which gives

ū(p0)g5u(p) =
pµ

m
ū(p0)g5gµu(p). (3.8)

The axial-Gordon identity is therefore

ū(p0)g5u(p) = ū(p0)


g5q · p
2m2 +

ig5sµn(p0+ p)n pµ

2m2

�
u(p). (3.9)
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The first term on the right hand side vanishes because

q · p = (p0 � p) · p (3.10)

= p0 · p� p2 (3.11)

= (m2�~p0 ·~p)�m2 (3.12)

=�~p0 ·~p⌧ m2. (3.13)

The remaining term can be written in terms of its temporal and spatial indices to obtain

g5sµn pµ(p0+ p)n = g5 ⇥s0nm(p0+ p)n +sin pi(p0+ p)n
⇤

(3.14)

= g5 ⇥s00m(2m)+s0 jm(p0+ p) j +si0 pi(p0+ p)0 +si j pi(p0+ p) j
⇤

(3.15)

= g5 ⇥s0im(p0+ p�2p)i +si j pi(p0+ p) j
⇤

(3.16)

= g5 ⇥s0imqi +si j pi(p0+ p) j
⇤
, (3.17)

where s00 = 0, and momentum conservation relation p0 � p = q was invoked. The spatial term in

the relation above rotates the momenta since si j = ei jkRk, where Rk is the generator of the rotation

group, and e is the Levi-Civita symbol. The result of the rotations is si j = Ri · (~p⇥ (~p+~p0))i⌧

m2, so this term can be discarded. After these reductions, the axial-Gordon identity is

ū(p0)g5u(p) = ū(p0)
i

2m2 g5s0imqiu(p). (3.18)

In the chiral basis,

s0i =�i

0

B@
�i 0

0 ��i

1

CA , (3.19)
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where the �i are Pauli matrices. Since g5 =
��1 0

0 1

�
, the product

g5s0i = i

0

B@
�i 0

0 �i

1

CA= 2iSi, (3.20)

where Si is the spin operator. Finally, the desired non-relativistic reduction for the axial operator

is

ū(p0)g5u(p) = ū(p0)

"
i~q ·~S

m

#
u(p). (3.21)

A list of non-relativistic reductions from interaction Lagrangians is shown in Table 3.1,

adapted from Ref. [108].

3.1.5 Recoil Spectra

The energy spectra of the EFT operators can be calculated from their respective matrix elements

in an identical manner to Chapter 1. Starting with the integral over phase space

ds =
m2

c

vEi
cE f

c

mT

E f
T

"
1

2 jc +1
1

2 jN +1 Â
spins

|M |2
#

d3 p0

(2p)3
d3k0

(2p)3 (2p)4d4(p+ k� p0 � k0), (3.22)

where M is the Galilean-invariant matrix element, the differential cross section can be expressed

as
ds(v,ER)

dER
= 2mT

1
4pv2

"
1

2 jc +1
1

2 jN +1 Â
spins

|M |2
#
. (3.23)

Finally, this rate can be integrated over the galactic WIMP velocity distribution to obtain

dRD

dER
= NT nc

Z

v>vmin

ds(v,ER)

dER
v fE(~v)d3v, (3.24)

where NT is the number of atoms in the detector, nc is the local number density of dark matter,

and fE is their velocity distribution.
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L Non-relativistic reduction Âi ciOi

c̄cN̄N 1c1N O1

ic̄cN̄g5N i ~q
mN

·~SN O10

ic̄g5cN̄N �i ~q
mc

·~Sc �mN
mc

O11

ic̄g5cN̄g5N �
h

~q
mc

·~Sc
ih

~q
mN

·~SN

i
�mN

mc
O6

Pµ

mM
c̄c Kµ

mM
N̄N 4mcmN

m2
M

1c1N
4mcmN

m2
M

O1

Pµ

mM
c̄cN̄isµa

qa

mM
N �mc

mN

~q2

m2
M

1c1N�4i mc
mM

~v? ·
⇣

~q
mM
⇥~SN

⌘
�mc

mN

~q2

m2
M

O1 +
4mcmN

m2
M

O3

Pµ

mM
c̄cN̄gµg5N �4mc

mM
~v? ·~SN �4mc

mM
O7

i Pµ

mM
c̄c Kµ

mM
N̄g5N 4imc

mM

~q
mM

·~SN
4mcmN

m2
M

O10

c̄isµn qn
mM

c Kµ
mM

N̄N mc
mN

~q2

m2
M

1c1N +4i mN
mM

~v? ·
⇣

~q
mM
⇥~Sc

⌘
mN
mc

~q2

m2
M

O1�4 m2
N

m2
M

O5

c̄isµn qn
mM

cN̄isµa qa

mM
N 4

⇣
~q

mM
⇥~Sc

⌘
·
⇣

~q
mM
⇥~SN

⌘
4
⇣

~q2

m2
M

O4�
m2

N
m2

M
O6

⌘

c̄isµn qn
mM

cN̄gµg5N �4i
⇣

~q
mM
⇥~Sc

⌘
·~SN �4 mN

mM
O9

ic̄isµn qn
mM

c Kµ
mM

N̄g5N
h
i ~q2

mcmM
�4~v? ·

⇣
~q

mM
⇥~Sc

⌘i
~q

mM
·~SN

mN~q2

mcm2
M

O10 +
4~q2

m2
M

O12 +
4m2

N
m2

M
O15

c̄gµg5c Kµ
mM

N̄N 4 mN
mM

~v? ·~Sc 4 mN
mM

O8

c̄gµg5cN̄gµg5N �4~Sc ·~SN �4O4

ic̄gµg5cN̄ Kµ
mM

g5N �4i~v? ·~Sc
~q

mM
·~SN 4 mN

mM
O13

i Pµ

mM
c̄g5c Kµ

mM
N̄N �4i mN

mM

~q
mM

·~Sc
~q

mM
·~SN �4 m2

N
m2

M
O11

i Pµ

mM
c̄g5cN̄isµa

qa

mM
N ~q

mM
·~Sc
h
i ~q2

mNmM
�4~v? ·

⇣
~q

mM
⇥~SN

⌘i
~q2

m2
M

O11 +4 m2
N

m2
M

O15

i Pµ

mM
c̄g5cN̄gµg5N 4i ~q

mM
·~Sc~v? ·~SN 4 mN

mM
O14

Pµ

mM
c̄g5c Kµ

mM
N̄µg5N �4 ~q

mM
·~Sc

~q
mM

·~SN �4 m2
N

m2
M

O6

Table 3.1: List of relativistic Lagrangian densities, and the corresponding non-relativistic reduc-
tion.
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The WimPyDD package was used to calculate the nuclear recoil spectra for the operators

tested in this analysis [112]. Figure 3.3 shows the recoil spectra for the 14 isoscalar operators.

The importance of a large energy window is demonstrated in Figure 3.4, which compares the

integrated rates of O1 and O6 as a function of the high energy cutoff. While a high energy cutoff

of 50 keVnr is sufficient to capture all O1 events, it barely captures any events of a 200 GeV

WIMP with an O6 interaction.

3.2 Detector conditions and response

3.2.1 First science run

The data used in the SR1 analyses constitute 60±1 live-days, called the livetime of the search,

which is defined as the time in which an interaction could have been recorded and reconstructed

as a single scatter, after subtracting periods for calibrations, detector maintenance, dead time

of the DAQ system, and excessively high trigger rates [5]. These data were collected from 23

December 2021 to 11 May 2022. The EFT analysis used the exact same set of runs as the WS,

and so the detector conditions given below are the same as reported in Ref. [5].

The drift field was 193 kV/cm, while the extraction field in the gaseous xenon was 7.3 kV/cm.

The temperature and pressure in the TPC were 174.1 K and 1.791 bar, respectively, and were

found to be stable to within 0.2 %. Xenon was continuously purified at a rate of 3.3 t/day, and

the electron lifetime was measured to be between 5000 µs and 8000 µs, which far exceeds the

maximum drift time of 951 µs.

3.2.2 Calibrations

No additional source calibration data were obtained to model the detector response at high ener-

gies. In the SR1 WS, the TPC ER response was tuned by Greg Rischbieter to match the median
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Figure 3.3: Differential event rates as a function of nuclear recoil energy deposited for 14
isoscalar EFT operators. The momentum-independent operators are shown in the top panel,
momentum-dependent operators (with vanishing rate at zero energy) shown in the middle panel,
while the bottom panel shows operators that cannot arise from a bosonic mediator but are pre-
sented for completeness.
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Figure 3.4: Integrated rates of O1 (left) and O6 (right) interactions at all WIMP masses con-
sidered, as a function of high energy cutoff. The z-axis color indicates the fraction of the total
integrated rate below the cutoff energy.

and widths of the tritium calibration data, which diminishes in rate when S1c > 100 phd. For the

SR1 EFT search, the high energy continuation of the ER band was tuned to also match the 220Rn

calibration data, which consists of single scatter naked b decay events. The effects of any mis-

modeling manifesting as as ER leakage are negligible, as the NR and ER band are increasingly

distant at higher energies. Figure 3.5 show the tritium, D-D neutron, and 212Pb events used for

calibration in SR1.

An ex-situ neutron calibration by the Livermore group provided data for the LXe light and

charge yields up to 426 keVnr [113]. These measurements were found to be consistent with the

extrapolation of the NEST NR model at the sub-percent level.

3.3 Analysis

A series of cuts was developed by the LZ collaboration for the WS analysis, and is reported in

Refs. [5, 82]. These cuts targeted the WIMP search analysis region bounded in 3 phd < S1c <

80 phd. The EFT search extends this region of interest to be 3 phd < S1c < 600 phd, while

placing a cut of logS2c < 4.5 to remove ER events that are not useful to the search. The core

cuts developed for the standard WIMP search are used for the EFT search. The main cuts in the
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Figure 3.5: Calibration events from tritium (blue), D-D neutrons (orange), and 212Pb (green) used
to tune the LZ detector for the SR1 EFT search. The tuned NEST responses are shown with dark
blue and red lines for ER and NR interactions, respectively, with the dashed lines corresponding
to 90–10% confidence levels. The NR band was shifted from -1s to 3s (pink region) beyond the
D-D energy endpoint to visually indicate the effect of any mismodelling. Plot created by Greg
Rischbieter.
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core cut sequence remove data with issues formed in the signal train, relating to the PMTs, DAQ,

and HV systems, in addition to removing periods of time following a high energy event like a

muon passing through the TPC. Data taken in a period of time after an event with a large S2 are

also removed, as small pulses usually follow substantial ionization events. A data-driven fiducial

cut is applied to remove high activity near the TPC walls, cathode and anode. Complementary to

the fiducial cut are the skin and OD vetos, which remove multiply scattering g rays and neutrons

that scatter once in the TPC. Further, cuts based on pulse shapes and position are deployed to

remove accidental backgrounds resulting from the random coincidence of S1–S2 pairs.

A major modification to the cut sequence in the EFT search is the inclusion of the g-X cut,

designed to remove a multiple scattering g background that directly overlaps the high energy NR

region. The development of the g-X cut is the subject of Chapter 4. Figure 3.6 shows the positions

of all events surviving the EFT cut chain, numbering 835, along with events removed by the skin

veto, the OD veto, and the g-X cut. Figure 3.7 shows the same set of data in S1c-log10S2c space.

The NR acceptance efficiency of the cut chain is shown in Figure 3.8, which classifies the

efficiency of cuts on the region of interest, data quality, single scatter reconstruction, and g-X.

3.3.1 Backgrounds

The EFT background model consists of 11 components, most of which are extensions of the

models developed for the WS. Two primary departures from the WS background model are

1. the separation of the detector ER component from the flat ER, due to a few g events from

detector components with suppressed S2,

2. the inclusion of an 125I background component.

The expectation and fit results of the background model to the data are shown in Table 3.2.

Each background component is discussed below.
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Figure 3.6: Positions of events passing all EFT cuts (black points) in the fiducial volume, events
vetoed by the skin (red crosses), events vetoed by the OD (blue circles), and events removed by
the g-X cut (green diamonds). The fiducial volume is bounded within the black line, and events
outside it that are removed by and survive the above three cuts are also shown. The concentration
of events outside the fiducial volume correspond to the reconstructed position of the TPC wall.

Source Expected Events Fit Result
Flat ER 517.4 ± 82.8 604.6 ± 30.0

Detector ER 18.4 ± 9.2 22.3 ± 8.1
n ER 55.3 ± 5.5 54.8 ± 5.5
124Xe 8.2 ± 2.0 9.5 ± 2.0
127Xe 20.5 ± 1.8 21.1 ± 1.8
136Xe 55.1 ± 11.6 57.4 ± 11.2

125I 8.9 ± 4.4 1.9 ± 4.2
8B CEnNS 0.14 ± 0.01 0.14 ± 0.01
Accidentals 1.3 ± 0.3 1.3 ± 0.03

Subtotal - 773.0 ± 34.2
37Ar [0, 288] 48.1 ± 9.4

Detector NR 0.0+0.5 0.0+1.8

Total - 821.1 ± 35.3

Table 3.2: Number of events from sources in the 60 d x 5.5 t exposure. The middle column
shows the expected numbers of background events, with error bars used to constrain the nuisance
parameters in the statistical fit.
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Figure 3.7: The SR1 EFT search data (black points) in the S1c-log10S2c space after all cuts. Also
shown are the 1s and 2s expectations of the flat ER and accidentals background (gray shaded),
the detector ER (orange shaded), monoenergetic peaks from 37Ar and activated xenon products
(purple contours), and 8B CEnNS (red). The median NR band is shown in the solid red line,
while the dotted red lines show the 90–10% confidence levels. The black dashed line shows the
expectation for an O6 WIMP of mass 1,000 GeV. Plot created by Billy Boxer.
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Figure 3.8: NR acceptance efficiency as a function of NR energy for the trigger (blue), the 3-fold
PMT coincidence requirement and the 3 phd threshold (orange), single scatter reconstruction and
analysis cuts (green), and the EFT search ROI (black). The inset shows the NR acceptance at
low energies, with the dotted line at 5.3 keV indicating the 50% efficiency. The error band (gray)
is evaluated using AmLi and tritium calibration data.

Flat ER – Continuous b emissions by radioactive sources dissolved in LXe produce flat en-

ergy spectra that are aggregated as a flat ER background component. The largest contribution

is from the naked (unaccompanied by a g ray) b decay of 214Pb, which is a daughter of 222Rn.

Other sources of naked b decays are 212Pb produced in the 220Rn chain, and 85Kr, a trace ele-

ment in natural xenon. The concentrations of 85Kr and 39Ar (found to be negligible for the SR1

exposure) were reduced via charcoal chromatography at SLAC.

Detector ER – g radiation from detector components and the cavern rock Compton scatter in

the TPC to produce an ER background. The sources of g rays are the trace primordial elements

60Co, 40K, 238U, and 232Th present in detector components, in addition to 238U, 232Th, and 40K

from the cavern walls. This background component was modeled separately from the flat ER to

account for events below the ER band that seem to suffer from charge loss to the TPC walls.

n ER – Electroweak interactions of solar neutrinos with atomic electrons of the xenon produce

low energy ER backgrounds. The resulting ER energy spectrum is flat in the EFT region of
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interest. Neutrinos can also undergo coherent elastic n-nucleon scattering (CEnNS), producing

NR events. The largest contribution to the CEnNS process is from 8B neutrinos, which only

create 0.14 events in the EFT ROI.

124Xe – This isotope undergoes double electron capture, first measured in the XENON exper-

iment [114]. The combination of K, L, and M-shell decays produce ER events in the EFT region

ROI.

127Xe – The electron capture decay of 127Xe produces x-ray deposits that are prevalent for

both the WS and the EFT search. Further, 127Xe decays near the boundaries of the detector

produce events with an NR-like S1/S2 ratio, known as g-X events.

136Xe – The double b decay of this isotope produces a continuum ER spectrum. While a

background for the WS and EFT searches, 136Xe is an important candidate to observe the 0n2b

decay process.

125I – A new addition to the background model of SR1, 125I decays via electron capture

with a g ray of 35.5 keV, in addition to x-rays. This energy was too large to affect the WS, but

the extended energy range of the EFT search necessitates accounting for 125I. This isotope is

produced by the neutron activation of 124Xe to 125Xe, which subsequently inverse b decays to

125I.

8B CEnNS – Produced by the 8B!8 Be+e+ne reaction in the sun, 8B neutrinos have energies

up to 15 MeV. They are the only CEnNS background in the WS and EFT search, dominant over

the rates of the diffuse supernova (DSN) and atmospheric neutrinos.

37Ar – The electron capture decay of 37Ar produces a 2.82 keV K-shell x-ray that made up

a significant portion of the SR1 backgrounds. The 37Ar was produced by cosmogenic spallation

during the transport and storage of xenon on the surface of Earth [115]. The importance of this

isotope is diminished for future science runs due to its 35 day half life.

Accidentals – The random coincidence of S1 and S2 pulses in an event window produce

this background, which is prevalent at the low energy side of the energy window. Accidental
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backgrounds arise from various sources from various components of the detector, and a data

driven approach was taken to model this component of the background model.

Detector NR – The sources of neutrons in LZ are the spontaneous fission of 238U and the

(a,n) reactions of lighter nuclei in detector components. The OD veto enables the identification

of neutron events, and was used to predict the absence of neutrons in the WS and EFT search

regions of interest.

3.4 Results

No evidence of an excess is found among the EFT operators in the isospin basis for both elastic

and inelastic WIMP interactions. The details of the statistical test are given in subsection 3.4.1. A

total of 56 relevant models were tested within the extended energy window. Upper limits on the

coupling strengths for each EFT interaction are presented in subsection 3.4.2 for elastic scatters

and subsection 3.4.3 for DM upscattering to a heavier state.

3.4.1 Statistical method

The search for dark matter using LZ data is formalized as a frequentist statistical test, known

as the profile likelihood ratio (PLR) method. When the test is performed for the discovery of a

new signal, the null hypothesis to be rejected HD
0 describes only background data, while the al-

ternative hypothesis HD
1 includes both background and signal [116]. When setting upper bounds

on the WIMP–nucleon cross section, as performed here, the null hypothesis HL
0 is a model with

signal and background, and the alternative hypothesis HL
1 is background-only.

The likelihoods of the two hypotheses given the data can be quantified and compared using

a test statistic. One advantage of the PLR is that all experimental uncertainties are taken into

account in the test statistic as nuisance parameters ✓. The quantity known as the PLR quantifies
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the agreement between the data and the hypotheses, and expresses the agreement as the ratio

l(µ) = L(µ, ˆ̂✓)
L(µ̂, ✓̂)

, (3.25)

where L is the likelihood function given below, and µ represents the signal strength. The vari-

ables µ̂ and ✓̂ maximize the likelihood, while ˆ̂✓ maximizes the likelihood conditionally for a

given signal strength µ. The ratio l(µ) is close to 1 for a good agreement between the data and

the given value of µ.

The likelihood function L is the probability of observing the data as a function of the model,

parameterized by the signal strength µ and nuisance parameters ✓. The LZ likelihood function is

L =

"
Pois(nobs|µtot)

nobs

’
i=1

1
µtot

 
µsig fsig((x)i)+ Â

b2bkg
µb fb(xi)

!#

’
p2NPs

Gaus(µp|np,sp), (3.26)

where nobs is the total observed number of events, µtot is the summed expectation of background

counts, µsig is the signal strength tested, µb is the expectation of each background component,

fsig(xi) and fb are the integrated counts of events weighted by the signal and background PDFs,

respectively, µp represents the strength of the nuisance parameters, and where np and sp are

the mean and standard deviation for the corresponding nuisance parameter (NP). There are three

components of the likelihood function. The Poisson term extends the likelihood to the expecta-

tion of total number of events observed. The first product is the core component of the likelihood

function, and compares the observed data in two dimensions (S1c, log10S2c) to the expectations

of the PDFs. Finally, the Gaussian term constrains the nuisance parameters.

The test statistic tµ contains the same information as l, but is defined for convenience as

tµ =�2logl(µ), (3.27)

which ranges from 0 to infinity. For a dark matter search, in which a signal can only increase the

number of events, the test statistic is modified to ensure that the minimum value of the estimator
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µ̂ is zero. The modified test statistic is

t̃µ =

8
>><

>>:

�2logL(µ, ˆ̂✓)
L(µ̂,✓̂)

, if µ̂� 0

�2log L(µ, ˆ̂✓)
L(0,✓̂(0))

, if µ̂ < 0,
(3.28)

where negative values of µ̂ are still allowed for µ > 0 [116].

The p value of the test statistic distribution quantified the amount of disagreement between

the data and the particular value of µ being tested, and is calculated from

pµ = P(t̃µ � t̃µ,obs|µ) =
Z •

t̃obs
f (t̃µ|µ)dt̃µ, (3.29)

where t̃µ,obs is the test statistic calculated from the observed data, and where f (t̃µ|µ) is the prob-

ability density function for t̃µ, typically generated from toy simulations. A two-sided interval

bounding the signal strength µ is constructed by setting the p value equal to a value a set by

convention in the dark matter community to be 0.1, producing confidence levels of 90 %. This

procedure is carried out for each WIMP mass, for each operator-isospin combination.

Both in the standard WIMP search and the EFT search, there are background fluctuations

which cause the confidence interval construction to produce upper limits corresponding to signal

strengths too small for the detector to be sensitive to. In these cases, the upper limit is power con-

strained such that the power of the alternate hypothesis is pcrit = 0.16, following the convention

of the SR1 WS [5]. This corresponds to a restriction for the limits falling below the -1s band.

3.4.2 Elastic results

The 90% upper limits for the coupling strengths of WIMPs scattering elastically via the operators

O1,3�15 are shown in Figure 3.9 for the pure isoscalar scenario, and in Figure 3.10 for the pure

isovector scenario. We follow Ref. [109] in reporting the dimensionless coupling strength (cN
i ⇥

m2
W )2, where mW = 246.2 GeV is the Higgs’s vacuum expectation value. The observed limits
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are power constrained for WIMP masses between 17 GeV and 30 GeV such that the minimum

observed limit does not fall below the -1s band of the expected limit. The majority of the

observed limits are compatible with observations to within 1s, with a handful operator–mass

combinations producing limits weaker than expected by less then 2s, as shown in Figure 3.11.

The weaker limits correspond to O3,13,15 at masses above 30 GeV, where the highly peaking

spectra overlap with ER leakage.

Operators O1 and O4 allow for a consistency check with the SI and SD operators that couple

solely to the total charge and total spin, as reported in the first LZ result [5]. These two operators

are unaffected by the ~v? and ~q degrees of freedom, resulting in unsuppressed event rates that

lead to the most stringent constraints of the entire set of EFT operators with the exceptions of

O11 and O12. The operator O11 only differs from the standard SI interaction due to a momentum-

dependence that reduces its rate at low recoil energies; the nuclear response is identical. O12 is

an example of an semi-coherent operator whose rate is enhanced by a positive parity coupling

involving the nucleon velocity, leading to contributions from each nucleon when summed over

the nucleus [109]. Further, while most WIMP couplings are excluded most strongly at WIMP

masses of 30–50 GeV, interactions that are suppressed by several powers of~q, such as O6 and O15,

are constrained most tightly at WIMP masses of 200-300 GeV. The highly suppressed operators

benefit the most from the extended energy window.

Comparisons with results from XENON100 [117], LUX [119], and PandaX [118] analyses

are also provided for reference in Figures 3.9 and 3.10, having accounted for differing conven-

tions for the coupling strength normalization. Many results are not shown for comparison, owing

to their use of the proton–neutron basis instead of the isospin basis in reporting results. Although

LZ demonstrates the best sensitivity for all EFT interactions considered, previous analyses have

used outdated one-body nuclear density matrices that lead to a stronger limit than LZ for some

operators such as O13 [120].
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Figure 3.9: Elastic isoscalar cross section upper limits (black), with the 1s and 2s bands shown
in green and yellow, respectively. The median sensitivity based on the LZ background model
is shown in dotted black. Also shown are the XENON100 results (magenta) [117], PandaX-II
(blue) [118], and a point from the LUX inelastic analysis (brown) [119].
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Figure 3.10: Elastic isovector cross section upper limits (black), with the 1s and 2s bands shown
in green and yellow, respectively. The median sensitivity based on the LZ background model is
shown in dotted black. The PandaX-II result is shown in blue [118].
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Figure 3.11: Statistical significance of observed upper limit as compared to the expectation for
each operator–isospin combination at the tested masses. Red shades indicate a stronger limit than
expected, with a power constraint applied to the darker shades, while the blue shades indicate a
weaker limit than expected.
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3.4.3 Inelastic results

The elastic results were generalized to consider a WIMP that scatters to a heavier excited state

with a mass splitting d up to 250 keV [121]. This kinematic effect is incorporated into the Her-

mitian basis vectors by accounting for d in the energy conservation condition. The perpendicular

velocity in Eq. 3.4 is modified such that

~v?inelastic =~v+
~q

2µN
+

d
|~q|2~q =~v?+

d
|~q|2~q. (3.30)

The differential event rate in Eq. 3.24 is then reduced since the minimum WIMP velocity required

to deposit a certain energy is higher, due to some energy going towards the excitation of the

WIMP.

90% upper limits for the coupling strengths of WIMPs scattering inelastically via the op-

erators O1,3�15 are shown in Figure 3.12 for the purely isoscalar scenario, and in Figure 3.13

for the purely isovector scenario. In these figures, mass splittings of the excited WIMP up to

d = 250 keV are considered. As in the case of the elastically scattering WIMP, no significant

excesses are observed, and observed limits are always within 2s of the expectations as shown in

Figures 3.14, 3.15, and 3.16 for WIMPs of mass 400 GeV, 1,000 GeV, and 4,000 GeV, respec-

tively.
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Figure 3.12: Inelastic isoscalar upper limits for the fourteen WIMP-nucleon interactions (solid
lines) with the median expectation (dashed line) and 1s band (shaded). Upper limits are evalu-
ated for WIMP masses of 400 GeV, 1,000 GeV, and 4,000 GeV for d = 0 keV (purple), 50 keV
(blue), 100 keV (green), 150 keV (yellow), 200 keV (orange), and 250 keV (red).
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Figure 3.13: Inelastic isovector upper limits for the fourteen WIMP-nucleon interactions (solid
lines) with the median expectation (dashed line) and 1s band (shaded). Upper limits are evalu-
ated for WIMP masses of 400 GeV, 1,000 GeV, and 4,000 GeV for d = 0 keV (purple), 50 keV
(blue), 100 keV (green), 150 keV (yellow), 200 keV (orange), and 250 keV (red).
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Figure 3.14: Statistical significance of observed upper limit as compared to the expectation for a
400 GeV WIMP.
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Figure 3.15: Statistical significance of observed upper limit as compared to the expectation for a
1,000 GeV WIMP.
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Figure 3.16: Statistical significance of observed upper limit as compared to the expectation for a
4,000 GeV WIMP.
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Chapter 4

g-X Background and Classification

Nothing is more frightening than a fear you cannot name.

Cornelia Funke, Inkheart

The primary challenge in extending the energy region of interest to conduct an EFT search is

a new source of background that only manifests at higher energies, called the g-X background.

LZ’s interaction finder algorithm classifies g-X events as single scatters, even though this back-

ground is produced by g rays scattering multiple times near the boundaries of the TPC. This is

because despite the multiple scatter, only one S2-producing interaction site is observed.

In g-X events only one scatter occurs in the fiducial volume and the rest may occur either i)

below the cathode in the reverse field region (RFR), or ii) near the TPC wall. The electric field in

the RFR points in the opposite direction to the drift field, and the electric field near the TPC wall

deviates from uniformity due to the proximity of field shaping rings. An energy deposit in either

of these regions may not produce an ionization signal due to the lack of an uniform electric

field that drifts electrons towards the gate, but will produce scintillation light. Therefore, the

misclassification of g-X events as single scatters occurs because they have one apparent S1 pulse

created by the summation of scintillation pulses from multiple energy deposits (which cannot be
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individually resolved), and one S2 pulse from the interaction in the fiducial volume. The g-X

background directly overlaps the region occupied by high energy nuclear recoil events in S1–S2

space, necessitating a comprehensive model and a cut to remove them.

The signature of this background is complex. Several characteristics of the data have been

identified to detect g-X events, including geometric information of the hit pattern that the scin-

tillation light creates on the PMT arrays, and distributions of S1 and S2 pulse areas. These

discriminant characteristics have been summarized in 7 variables, detailed in subsection 4.1.1.

Simple cuts on these variables do not discriminate g-X events cleanly, so a boosted decision tree

(BDT) model was trained on simulations to identify this background in real data. The advantage

of the BDT is that it processes the feature space holistically and provides a g-X cut that incor-

porates information from the 7-dimensional data, a task that is difficult for a human to perform

manually.

The performance of the BDT was evaluated on i) simulations, ii) data from ER and NR cali-

bration runs, and iii) a high-energy sideband from the SR1 background run. The EFT analysis

requires the BDT to have a near perfect acceptance of NR single scatters, so that bona-fide EFT

WIMP events are not cut out. The next requirement in order of importance is a high rejection

of g-X events. A complete removal of g-X events, while desirable, is not required, due to the

existence of a g-X model that can account for unremoved events in the statistical analysis. The

result of the BDT evaluation, detailed in section 4.3, demonstrates that the BDT meets these

requirements when run on simulated and experimental data.

4.1 Description of g-X background events

g-X events can originate from several sources. The three types of g-X events with the highest rate

were chosen to be studied in detail, and are shown in Figure 4.1.
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Figure 4.1: Schematic of the TPC showing three different types of g-X events, produced by: a g
ray emitted from the cathode grid, a 127Xe decay near the cathode, and near a wall.
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Figure 4.2: Decay scheme of 127Xe in units of keV. THIS IS DQ’s FIGURE. REPLACE WITH
MY OWN.

1. The first type is called cathode g-X, referring to the origin of the g rays from rare-earth

decays in cathode grid wire impurities. A g ray emitted from the cathode can take one of

two paths to create a g-X event; either scattering first in the RFR and then in the fiducial

volume as shown in Figure 4.1, or vice versa.

2. 127Xe is an isotope of xenon created from activation that decays via electron capture to

127I, releasing a g ray and an x-ray, each with characteristic energies. A decay diagram

is shown in Fig. 2. When a 127Xe electron capture decay occurs, the x-ray deposits its

energy in the immediate vicinity of the decay, while the g ray traverses up to 10 cm before

Compton scattering or being totally absorbed. A cathodic 127Xe g-X event occurs if the

decay occurs in the fiducial volume and the g traverses into the RFR. The g deposit will

contribute only S1 light, while the x-ray deposit contributes S1 and S2 light.

3. If the electron capture occurs near the wall of the TPC, the g ray may traverse into a region

of the wall where, due to electric field non-uniformities, the resulting energy deposit only

produces a partial ionization signal. In this case, a wall 127Xe gX event occurs.

The rate of g-X events in SR1 has been estimated from simulations, even though the rarity

of these events makes direct simulation difficult. For every 1,000 127Xe electron capture decays
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in the TPC, only one g-X event is created. Since direct simulation is difficult, a models of this

background have been created using a custom simulation framework that takes into account the

full LZ geometry, 3D Compton scattering, and the initial energy distributions of gs emitted from

impurities in the cathode, and characteristic energies of 127Xe gs and x-rays. This generator

provides distributions of g-X events in S1–S2 space that cannot be identified completely with

either the NR or ER bands. In addition, the energy deposits from this simulation are fed into

a program that converts them to corrected signal variables, in addition to calculating quantities

relevant to the discrimination. This custom g-X generator has been validated using LZ data with

127Xe activation peaks. Integrating the generated model in S1–S2 over the analysis region of

interest, normalized by the expected rate of 127Xe electron capture decays in the FV, provides an

estimate of the expected number of g-X events for the EFT analysis. Up to S1 = 600 phd, we

expect 1.6 g-X events with the 127Xe cathodic component dominating the expected rate.

4.1.1 Characteristic features of g-X events

The 7-dimensional data provided as inputs to the classifier can be categorized into PMT hit

pattern features, position features, and signal features, and are summarized here.

1. Cluster Size

Cluster size refers to the size of the ‘splash’ the S1 light makes on the bottom PMT array.

It is quantified as the distance of each PMT from the centroid of the splash, weighted by

the PMT channel area Ach
i , such that

Cluster Size =

bPMTs
Â
i

Ach
i (ri� rcentroid)

bPMTs
Â
i

Ach
i

. (4.1)

In a cathodic g-X event, the scattering vertices in the reverse field region produce scintilla-

tion light close to the bottom PMT array, shrinking the cluster size, while leaving the drift
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Figure 4.3: Cluster size versus drift time distribution of 127Xe cathodic g-X events, shown with
the trend of single scatter events (solid black). The fiducial boundary for the SR1 EFT search is
shown by the green dashed line. All data shown are simulated.

Figure 4.4: The bottom PMT hit pattern for an example event. Each solid circle shows the
location of a PMT, and the color indicates the amount of light it collected: no light (purple) and
largest amount of light in the event (yellow). Several PMTs were turned off for SR1 and are
shown as circles with no color. The calculated cluster size (40.6 cm) is shown in the red circle.
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Figure 4.5: Cluster size versus drift time distribution of 127Xe cathodic g-X events, shown with
the trend of single scatter events (solid black). The fiducial boundary for the SR1 EFT search is
shown by the green dashed line. All data shown are simulated.

time unchanged. The cluster size distribution of simulated 127Xe cathodic g-X background

is shown with drift time in Fig. 4.3, along with simulated single scatters. The single scatter

data are sliced in drift time and the set of cluster size histograms are fitted to Gaussian

functions for a clear comparison with the g-X events. Fig. 4.4 shows the hit pattern for an

example event in the bottom PMT array, with the cluster size radius indicated in red.

2. Max Log Peak Fraction (MPAF)

The MPAF is defined as

MPAF =
max{Ach

i }
sum{Ach

i }
, (4.2)

and is the most amount of light a single bottom PMT collected from the S1, expressed as

a fraction of the total light the bottom PMT array recorded. The distribution is shown in

Fig. 4.5.

3. Radius
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The model uses a cut on the radius to perform a rough selection of candidate events for

wall g-X.

4. Drift time

Candidate events for cathodic g-X are selected using a cut on drift time. Drift time can

provide additional classification power when cut sequentially with the S1 TBA.

5. Top Bottom Asymmetry (S1 TBA)

This is the magnitude of the asymmetry of total S1 light seen by the top and bottom PMT

arrays, given by

TBA =
ÂtPMTs

i Ach
i �ÂbPMTs

i Ach
i

ÂtPMTs
i Ach

i +ÂbPMTs
i Ach

i
. (4.3)

While the S1 TBA is an excellent proxy variable for the drift time of a single scatter event,

it is not so for a cathodic g-X event. This is because the drift time of a cathodic g-X event

corresponds solely to the interaction in the fiducial volume that produced the ionization

signal, while the TBA encodes information about the interaction closer to the bottom PMT

array as well. Therefore cathodic g-X events are expected to have more negative S1 TBA

than single scatters at the same apparent depth. This is shown in Figure 4.6 using simulated

single scatter and 127Xe cathodic g-X events. The single scatter data are sliced in drift

time and Gaussian functions are fitted to the set of resulting TBA distributions for a clear

comparison with the cathodic g-X distribution.

6. S1

g-X events, especially those produced by 127Xe decays, occupy distinctive regions in S1–

S2 space. The size of the S1 pulse can be used with the size of the S2 pulse to roughly

isolate g-X events.

7. S2
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Figure 4.6: TBA versus drift time distribution of 127Xe cathodic g-X events, shown with the trend
of single scatter events (solid black). The fiducial boundary for the SR1 EFT search is shown by
the green dashed line. All data shown are simulated.

g-X events produced by 127Xe decays occupy bands in the space of all S2s. The locations of

these bands are set by the characteristic X-ray energies, at 32.2 keV, 5.2 keV, 1.1 keV and

186 eV. The S1-S2 distributions of the three sources of g-X events are shown in Figure 4.7.

4.2 Description of the g-X classifier

Due to the complex nature of the g-X background, the classification task was performed using

a BDT. BDTs belong to the area of machine called supervised learning, where the learning task

is carried out by training the model on data for which truth information already exists, called

the training set. In this case, the training set consists of events with a 7-dimensional data vector

(components described earlier) that belong to the single scatter and g-X classes. Once trained,

the BDT is able to make predictions for data without truth information. Since algorithms like

BDTs are often construed as black boxes, in this section we review the theory behind BDTs and

show that the training process is almost identical to a task familiar to physicists: performing a fit.
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Figure 4.7: S1-S2 distributions of the cathodic 127Xe model (top left), the wall 127Xe model (top
right), and cathode g-X model (bottom). The detector b band and NR band are shown in orange
and gray, respectively.
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Figure 4.8: An example of an underfit with a linear function (left), a good fit (middle), and an
overfit with a high order polynomial (right). Residuals (data - model) are shown in the bottom
row of plots. The purple data are from the function y = 10+ x+ sin(x) with some random noise
added. The data in all three plots are the same.

4.2.1 Gradient boosting

The strategy used to train a BDT is known as gradient boosting. The principle of gradient boost-

ing is to add up an ensemble of simple models fg, or weak learners, to create a large model Fg

that performs a complicated task. Fig. 4.8 shows how one might manually apply this strategy

with the task of approximating an unknown function to fit some data. The weak learners in this

case are simple functions, but for BDTs, they are decision trees. In the simplified example, the

data is quite well described by the summation of 3 simple functions, but in practice, the number

of weak learners is much larger. The number of weak learners M is an instance of a hyperparam-

eter, a parameter of the model that can be adjusted to increase performance. For instance, with

M = 2 our approximation is only a linear function 10+ x (left plot of Fig. 4.8), and we will not

be able to predict the sinusoidal trend that seems apparent in the data. On the other hand M can

be increased to describe the training data arbitrarily well (right plot of Fig. 4.8) at the expense of

poorly describing new data sampled from the same underlying distribution.

Gradient boosting only works if each simple model can be summed to produce the target

variable. In other words, the predictions of the ensemble is required to be additive. To demon-

strate this consider the task of approximating the scalar output of a function y = f (X) that takes

an m-dimensional input vector X. Suppose that n of these vectors are each associated with a truth
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variable (the target) to make up the training set X̄t. That is, each element of the training set will

be a vector X and a truth variable y. A model FG := (Rn⇥Rm)! Rn that approximates f can

be built using a sequence of weak learners fg : (Rn⇥Rm)! Rn using the recurrence relation

Fg(X̄t) = Fg�1(X̄t)+ fg(X̄t), (4.4)

where the first function f0 is a starting guess for the prediction, typically the average of target

values in the training set Xt, such that

f0(Xt) =
1
n Â

y2Xt

y. (4.5)

In practice, the influence of new learners is reduced by scaling their predictions down by the

learning rate, h, before adding them to the predictions of the model

Fg(Xt) = Fg�1(Xt)+h fg(Xt). (4.6)

The primary function of the learning rate is to reduce overfitting in the model, and allow future

weak learners to also contribute their results to the prediction.

Given that the first element f0 is a guess for the scalar to be predicted, the desired effect of

adding subsequent elements, or boosts, is to add the residual between y and the first approxi-

mation ŷ in order to nudge the prediction towards y, the true target value. Therefore each weak

learner fg is trained to reproduce the the residual (y� ŷ) before it is added to the model.

The process of training each weak learner is specific to the implementation of the gradient

boosting algorithm. In this case, the weak learners are small decision trees that split the training

data on a single feature at each node. Choices have to be made in how deep to grow the tree,

what feature to split on, and how to calculate the numerical value to split on. These choices are

other hyperparameters of the BDT, and can be adjusted for better performance.
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Figure 4.9: A single decision tree from an early version of the g-X classifier with a maximum
depth of 3. Each leaf (blocks at the bottom) contains a residual, calculated by averaging the
residuals from the older trees. The numerical values of the splits are chosen to minimize the
variance among the data in the leaves.

4.2.2 Decision trees

Fig. 4.9 shows an example of a tree in an early g-X classifier. All of the trees in this model

were grown to a maximum depth of 3, whereas the final model grows trees to a max depth of

6. Inspecting the decision paths in the tree, it is no surprise that it is a weak learner because

it cannot partition the data finely enough over the full 7-dimensional distribution necessary to

make accurate decisions. However, it is sufficient (and also necessary) that the individual tree

isolates g-X events only slightly better than random. This is achieved for each tree fg by choosing

numerical values for the split at each node such that the variance of the residuals (calculated from

the preceding sequence of trees Fg�1) in each leaf of fg is minimized. In each leaf, new residuals

are calculated by taking the average of the residual vector and applied to the predictions of the

data in the leaf, nudging the predictions towards the actual values.
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4.2.3 Gradient boosting as gradient descent

It can be shown that gradient boosting is nearly identical to gradient descent, an iterative opti-

mization algorithm used widely in fitting routines, for example to find the minimum in a loss

function L. The two techniques are subtly different because in boosting, the minimization is

carried out in the space of predictions, rather than in the space of parameters, as is the case for

gradient descent. To demonstrate this, suppose that from an initial starting location X, the al-

gorithm calculates the gradient of the loss function —L(X) and updates the initial point in the

resulting direction such that

Xi = Xi�1�—L(Xi�1), (4.7)

where the negative sign facilitates the descent into the minima of L rather than the maximum.

The loss function in gradient boosting is defined as a measure of discrepancy between the

predictions ŷ and the true values y. A common choice of loss function is the mean squared error

(MSE), defined for a model FG as

L(y,FG(X̄)) =
1
n

n

Â
i=1

(yi�FG(xi))
2. (4.8)

Writing ŷg = Fg(X̄) as the model predictions (using the superscript as an index, not an exponent),

the loss function L can be minimized with respect to a single prediction ŷg
j such that

∂L
∂ŷg

j
=

∂
∂ŷg

j

"
1
n

n

Â
i=1

(yi� ŷg
i ))

2

#
(4.9)

=
1
n

∂
h
(y j� ŷg

j)
2
i

∂ŷg
j

(4.10)

=
�2(y j� ŷg

j)

n
, (4.11)

which is the residual of the jth event, modulo a factor of�2/n. Since the residual is the quantity

that each weak learner predicts in its leaves, the recurrence relation describing the model update
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can be rewritten as for the entire vector of predictions as:

ŷg = ŷg�1 + fg�1(X̄) (4.12)

= ŷg�1� (� fg�1(X̄)) (4.13)

= ŷg�1� (�rg�1) (4.14)

= ŷg�1�—L(y, ŷg�1), (4.15)

where fg�1(X̄) is identified as the residual vector rg�1 obtained from minimizing L. Comparing

this result to Eq. 4.7, gradient boosting can be interpreted as gradient descent acting on the

space of predictions. Even though the MSE error was used to demonstrate this fact, the result

of Eq. 4.12 is generalizable; the use of any differentiable loss function in boosting will perform

gradient descent on the space of predictions.

Despite the similarities between gradient descent and gradient boosting, there are core dif-

ferences in how the models using each of these strategies are trained. A neural network is an

example of a model that uses gradient descent to update its parameters: the weights and biases of

each of its nodes. The nodes of a network are already established before the training starts, and

with each training step, the weights and biases are updated using a loss function that is minimized

with respect to the very same parameters. The minimization directly tweaks the parameters of

the network, and there is no notion of boosting. In contrast to starting with an established archi-

tecture, the BDT uses gradient boosting as a method to build the model. New trees are added

sequentially that have the effect of minimizing the loss function over the space of predictions.

That is, using the partially correct results of the previous trees, new trees are built to improve the

overall predictions.
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4.3 Implementation of the g-X classifier

The model chosen for this task was the XGBoost implementation of the BDT algorithm [122].

The difference between the XGBoost model and other implementations of the algorithm is that

XGBoost is developed with optimizations to increase the efficiency of the computation, resulting

in the implementation being widely used for data science.

The g-X BDT was designed to perform multi-class classification of the three types of g-X

events and the two types of single scatters (ER and NR) modeled in simulations. The MSE

loss function discussed in the previous section (Eq. 4.8) can be modified to accommodate a bi-

nary classification task as opposed to a regression task (estimating the value of a multivariate

function). The implementation of the loss function in the trees can be further modified to accom-

modate a multi-class classification task, like the one desired in this chapter.

4.3.1 Loss function

For a simple binary classification task, the target variable to be predicted ŷ is interpreted as a

probability between 0 and 1. In this case the loss function has to penalize incorrect predictions

from both classes equally, for which a log-loss is more optimal than MSE from a standpoint of

not having to compute the squares of floating point numbers between 0 and 1. A log-loss function

for binary classification is defined as

Log-lossB =
�1
n

n

Â
i
[yi log(ŷi)+(1� yi) log(1� ŷi)] , (4.16)

which evaluates to zero for a perfect classifier.

To fully accommodate a multi-class classification task, we need to i) allow for the possibility

of multiple classes in the loss function, and ii) implement this loss function in the trees such

that the most likely class can be chosen. One way to meet both of these requirements is to build
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a binary BDT for each unique pair of classes that we are interested in classifying. A second

way to meet these requirements, the one implemented in XGBoost, is to devise a loss function

that can handle multiple classes and use it for each class in each tree, essentially vectorizing the

loss function. The first approach was tried and the resulting model did not perform as well as

XGBoost, although it may show promise by reducing the computational cost if the classification

task does not require every pair of classes to be tested. The loss function used in XGBoost’s

multi-class classification is based on the softmax function

softmax(ŷc) =
eŷc

ÂK
k eŷk

, (4.17)

where the index c denotes the class. The softmax function transforms class predictions ŷc into

probabilities of K possible outcomes. The actual loss function for class c is

Log-lossc =� log [softmax(ŷc)] = log

"
K

Â
j

eŷ j

#
� ŷc, (4.18)

where in each tree of the model, this loss function is evaluated once for each class.

4.3.2 Data preparation

The single scatter events were simulated using LZ’s fast chain simulation package. This contains

a GEANT4-based BACCARAT simulation that produces energy deposits from ER and NR events

uniformly distributed in the LZ TPC. These energy deposits are then processed with LZLAMA,

which applies a NEST-based parameterized detector response model. The result is a data file

containing core quantities like S1, S2 and position, but lacking more granular information that

would be produced in an actual data file, like individual channel areas.

Directly simulating g-X events using BACCARAT is extremely inefficient. Instead they were

generated by a g-X generator written by Greg Rischbieter [123], which samples the photon mean

free path and uses the Klein-Nishina formula to calculate the energy deposits due to Compton
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scattering. This solution is more efficient because it avoids the costly time-steps of a GEANT4-

based simulation.

The data produced by the custom Monte Carlo and LZLAMA require further processing to

calculate the cluster size and MPAF quantities. Since these data files do not contain individ-

ual PMT information, a direct calculation is not possible. A procedure called lightloading was

used to approximate the PMT hits from the position of the simulated events. The lightloading

procedure uses detailed auxiliary simulations to generate a light map that can be used to fill

PMT information in the data file. The cluster size and log MPAF features can then be directly

calculated.

4.3.3 BDT training and tuning

5⇥ 106 events each from the five data classes were simulated: 1) ER SS, 2) NR SS, 3) 127Xe

Cathodic g-X, 4), 127Xe Wall g-X, 5) Cathode g-X. The BDT was trained on 70% of the data,

while 30% (the testing set) was reserved to test its performance at each step of the training

process. Between training different BDTs, several of their aspects were adjusted to maximize

performance on the training data. Once a well performing model was obtained, these parameters

were further tuned for performance on actual data, discussed in subsection 4.3.5. The result of

optimizing the various hyperparameters are shown in Table 4.1. The BDT using these parameters

was considered the final model, to be deployed in the EFT search region.

4.3.4 Evaluation on simulated data

To quantitatively assess the performance of the BDT on simulations, a procedure called a k-fold

cross validation was done. The simulated data was split into 10 groups while preserving the

balance of classes in each group. Ten BDTs that use the final configuration were then trained,

each using a different group of data as a testing set. Table 4.2, produced by averaging the results

of the ten BDTs, is a confusion matrix that shows the percentage of each class that was predicted
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Hyperparameter Value Optimized

Number of trees 30,000
Max tree depth 6 X
Learning rate 0.016 X

Training data subsample rate 0.5 X
Feature subsample rate 0.5 X
Minimum loss at split 2.79 X

L1 regularization 1.05 X
L2 regularization 1.00 X

Table 4.1: Optimized hyperparameters used in the final model, calculated using a surrogate BDT
model that takes the hyperparameters as input, trained to regress on a summary variable charac-
terizing performance on simulated data. The final model was found to be relatively insensitive to
most hyperparameters except the max tree depth and learning rate.

# P,! T SS NR SS ER Cathode g-X 127Xe cathode g-X 127Xe wall g-X

SS NR 99.54±0.03 0.12±0.01 0.001±0.001 0.075±0.008 0.23±0.02
SS ER 0.22±0.01 99.75±0.02 0.27±0.02 0.006±0.003 0.000±0.001

Cathode g-X 0.003±0.001 0.12±0.01 97.85±0.06 3.62±0.07 0.004±0.002
127Xe cathode g-X 0.035±0.008 0.007±0.002 1.87±0.05 96.28±0.07 0.006±0.004

127Xe wall g-X 0.20±0.02 0.001±0.001 0.004±0.002 0.012±0.005 99.76±0.02

Table 4.2: Confusion matrix from a 10-fold cross validation run showing the correct identi-
fication rate (%) across the five classes on the diagonal, and the misclassification rate on the
off-diagonals. The true classes are shown in the columns, while the predicted classes are shown
in the rows.

as the other classes. The rows of the matrix represent the predicted classes (and add to one),

while the columns represent the true classes. The high values on the diagonal indicate that the

BDT is performing well.

The multi-class result is useful for knowing the misclassification rates for each type of g-X

event, but ultimately the g-X cut is binary. Table 4.3 shows the same confusion matrix reduced

to the single scatters and g-X classes. To gauge how the BDT will perform in the EFT search

region, the fiducial volume and the region of interest (S1c< 600 phd) cuts have to be applied to

the data being evaluated. The confusion matrix resulting from these cuts is shown in Table 4.4.

At least in simulated data, g-X events are rejected with high efficiency while the single scatter

acceptance is near perfect.
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# P,! T SS g-X

SS 99.81±0.01 0.194±0.009
g-X 0.19±0.01 99.806±0.009

Table 4.3: Reduced confusion matrix from a 10-fold cross validation run showing the correct
identification rate (%) across the two classes on the diagonal, and the misclassification rate on
the off-diagonals.

# P,! T SS g-X

SS 99.997±0.005 0.4±1.2
g-X 0.003±0.005 99.6±1.2

Table 4.4: Reduced confusion matrix after FV and ROI cuts from a 10-fold cross validation
run showing the correct identification rate (%) across the two classes on the diagonal, and the
misclassification rate on the off-diagonals.

The acceptance of single scatter events remains high even near the lower boundary of the

fiducial volume, as shown in Fig. 4.10.

4.3.5 Evaluation on LZ validation data

The BDT was evaluated on several sources of actual data to ensure that it was not cutting out

single scatters in the EFT region of interest, and to ensure that it was removing at least some

g-X events. However, we do not have truth knowledge about whether an event in the real data is

g-X or not. Nevertheless, the actual data can be used to build confidence that the BDT’s decision

making is aligned with the physical differences apparent between true single scatters and g-X

events. The tool used to make these judgments is the g-X model.

As an example, there are stratified bands of events below the NR band in the SR1 data with

S1c � 1000 phd. These events are consistent with 127Xe wall and cathodic g-X events, and there

is no other mechanism to our knowledge that could create such striations in this region. Therefore

we can assume that these events are g-X and look at if the BDT cut them out.

The datasets used are:
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Figure 4.10: Efficiency of accepting single scatters (black) as a function of drift time. The correct
classification rates of NR events (blue), and ER events (orange) are also shown, but are lower
than the general single scatter acceptance. The BDT sometimes confuses ER and NR events since
the only distinction it can draw between them is in S1–S2 space, which exhibits ER leakage.

113



1. 220Rn calibration - A broad band of beta events was used to cross check the single scatter

acceptance in the EFT ROI. We expect very few g-X events in this dataset, as most of the

events are 220Rn daughter beta decays. However, the BDT identified several events to be

g-X. The results are shown in Figure 4.11. These events could be misclassified, but there is

also the possibility that some of them are indeed true g-X events produced by radioactivity

from detector components. The detector response model is not tuned above S1= 600 phd.

The resulting divergence in this regime of the b band in simulations (that the BDT was

trained on) and the actual data could contribute to potential misclassifications.

2. DD calibration - A perfect nuclear recoil acceptance is a critical performance requirement

for the BDT. No nuclear recoil events are expected to be cut from this dataset, and none

were, as seen in Fig, 4.12. However, the neutron conduits that the DD gun shot through

were not near the bottom of the detector, so this run likely did not produce any candidates

for misclassification. Regardless, the DD calibration serves as a sanity check.

3. AmLi calibration - The AmLi neutron calibration provides datasets with nuclear recoil

events at three locations corresponding to the height of the CSD. Therefore, a population

of near the bottom of the detector is available to check the BDT acceptance on, at the

expense of g backgrounds produced by the AmLi source. The result of the BDT is shown

in Fig. 4.13. The BDT did not remove any events on the NR band (except one event

between the b and NR bands), but did remove what appear to be multi-scattering neutrons

with a similar event topology to g-X events.

4. High energy sideband - The BDT was tested on the SR1 background data with S1c�

1000phd, a region where a lot of g-X events are expected. The BDT removed the majority

of events consistent with the g-X model on and below the NR band as shown in Fig. 4.14.

Still, there is a fraction of events identified as single scatter events remaining on the NR

band that are almost certainly misclassifications. The relatively large rate of misclassifi-

cations (compared to the 220Rn evaluation) can be attributed to the fact that this energy
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Figure 4.11: BDT classification results on 220Rn calibration data. Events classified as single
scatters are colored purple in the top plot, and events classified as g-X are colored orange in the
bottom plot. Underlying the colored points are all the data (grey). Also shown are g-X model
contours encapsulating 90% of counts expected in the plot axis limits for cathodic 127Xe g-X
(cyan), and wall 127Xe g-X (red).
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Figure 4.12: BDT classification results on DD calibration data. Events classified as single scat-
ters are colored purple in the top plot, and events classified as g-X are colored orange in the
bottom plot. Underlying the colored points are all the data (grey). Also shown are g-X model
contours encapsulating 90% of counts expected in the plot axis limits for cathodic 127Xe g-X
(cyan), and wall 127Xe g-X (red).
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Figure 4.13: BDT classification results on AmLi calibration data. Events classified as single
scatters are colored purple in the top plot, and events classified as g-X are colored orange in the
bottom plot. Underlying the colored points are all the data (grey). Also shown are g-X model
contours encapsulating 90% of counts expected in the plot axis limits for cathodic 127Xe g-X
(cyan), and wall 127Xe g-X (red).
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sideband is much higher than the maximum energy the that the detector response model is

to. We chose not to evaluate the BDT in the 600 < S1 < 1000 phd region to avoid biasing

ourselves before this search region is unblinded in a future SR2 analysis.

4.4 Application of g-X classifier on search region

After the BDT was trained, tuned, and evaluated on simulated testing data, calibration data, and

the SR1 high energy sideband, it was deployed in the SR1 EFT analysis region of interest. The

result in the space of S1–S2 is shown in Fig. 4.15. Of 843 events in the search region, two g-

X events were identified, consistent with the expectation (1.6 events) from the g-X models. In

signal space they are consistent with 127Xe cathodic g-X events, one from the L-shell and the

other from the M-shell. In support of this hypothesis, Fig. 4.16 shows the physical location of

the g-X events to be near the cathode.

Cluster size, log(MPAF), and TBA distributions of events in the search region are shown

in Fig. 4.17, along with the g-X events. These attributes of the g-X fall within typical values

observed in simulations.
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Figure 4.14: BDT classification results on high energy sideband data of SR1. Events classified as
single scatters are colored purple in the top plot, and events classified as g-X are colored orange
in the bottom plot. Underlying the colored points are all the data (grey). Also shown are g-X
model contours encapsulating 90% of counts expected in the plot axis limits for cathodic 127Xe
g-X (cyan), and wall 127Xe g-X (red).
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Figure 4.15: BDT classification results on the SR1 EFT search region. Events classified as single
scatters are colored purple in the top plot, and events classified as g-X are colored orange in the
bottom plot. Underlying the colored points are all the data (grey). Also shown are g-X model
contours encapsulating 90% of counts expected in the plot axis limits for cathodic 127Xe g-X
(cyan), and wall 127Xe g-X (red).
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Figure 4.16: BDT classification results on the SR1 EFT search region in position space. Events
classified as single scatters are colored purple in the top plot, and events classified as g-X are
colored orange in the bottom plot. Underlying the colored points are all the data (grey). Also
shown are g-X model contours encapsulating 90% of counts expected in the plot axis limits for
cathodic 127Xe g-X (cyan), and wall 127Xe g-X (red).
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Figure 4.17: g-X events identified by the BDT (yellow arrows) in comparison to the rest of the
events in the search region, compared in distributions of cluster size (top left), log(MPAF) (top
right), and TBA (bottom).
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Chapter 5

Anomaly Detection in LZ Using Machine

Learning

These are the sort of things people ought to look at. Things without

pretensions, satisfied to be merely themselves.
Aldous Huxley, The Doors of Perception

It is easy to underestimate the pace of the machine learning revolution in experimental

physics. It runs the gamut from on-chip hardware [124] to event reconstruction algorithms [125]

to higher level statistical inference [126]. This chapter focuses on the uses and extensions of

machine learning tools for anomaly detection applied to LZ simulations and data.

The anomaly detectors discussed in this chapter perform classification tasks but not all of

them require training on auxiliary data, as in the g-X BDT discussed in Chapter 4. Two paradigms

of machine learning are represented with these anomaly detectors, unsupervised and supervised

learning. The g-X BDT is an example of supervised learning, because the BDT was trained with

a large set of simulated data with labels indicating the type of event (g-X or single scatter). Tools

that leverage unsupervised learning do not require labeled datasets, but are instead deployed

directly on datasets where classification is desired.
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Supervised and unsupervised anomaly detection

In general, anomalies are defined as deviations of a quantity from expected values. The number of

events that deviate from the expectations and the magnitude of the deviation are important factors

that go into the classification decision, which differ among various tools. Unsupervised anomaly

detectors are effective in identifying salient features of datasets such as outliers or clusters, which

are subject to change with the addition or removal of data. Thus the classification decisions of

unsupervised anomaly detectors are a function of the dataset they are deployed on. On the other

hand, supervised anomaly finders are immutable once trained, e.g. the prediction for a single

datum does not depend on neighboring data. Further, the availability of choice in training data

offers flexibility in targeting different anomaly populations. Figure 5.1 shows an example of how

the anomaly detection strategy changes depending on whether an unsupervised or supervised

approach is taken.

The nature of the anomalies themselves are diverse. They can range from shape deformations

of S1 and S2 pulse waveforms to unexpected correlations in a high-dimensional datasets with

reconstructed quantities. They may originate from data processing inefficiencies or physical

effects. Further, anomalies may already be known or lie in wait to be discovered. As a result,

the vagueness of the context surrounding an anomaly makes looking for them challenging. To

address this the tools presented here have a degree of interpretability that provides information

on why a datum or a group of data are anomalous.

5.1 Supervised anomaly detection

Supervised learning is defined by its use of labeled datasets to train models. For example, the

g-X BDT in Chapter 4 was trained on simulated data that consisted of seven features, in addition

to a label encoding the type of event. The trained classifier was then used to predict the labels of

previously unseen data. If training data corresponding to anomaly distributions exist, an appro-
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Figure 5.1: This example dataset has two main distributions (green and orange) points, and a
smaller set of points (purple) shown in two arbitrary dimensions x and y. An unsupervised learn-
ing tool would be able to recognize patterns in the dataset such as the anomalous purple points
and the two distinct clusters. With supervised learning, classifying either the two main popu-
lations or the sparse purple population would require the tool to be trained with many samples
from the underlying distributions, which may not always be available. An alternative method to
identify the purple anomalous points is to train a tool to reconstruct the green and orange dis-
tributions, leaving the anomalies to be intentionally misreconstructed. Each of these methods is
discussed in the text.
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priate anomaly detector can be trained, as in the first example of waveform anomalies presented

here. A second technique for anomaly detection using supervised learning takes advantage of

the fact that anomalies are misreconstructed in networks that are trained to replicate their inputs,

and is presented in subsection 5.1.2.

5.1.1 Convolutional neural networks for pulse anomalies

The properties of events used in the analysis are reconstructed from the areas, shapes, and timings

of pulses in the PMT waveforms [5]. These pulse characteristics could be distorted by bugs in

the data processing chain or by physical effects in the detector, leading to errors in reconstructed

quantities. Therefore, anomalies of a physical origin could be identified by the deformations in

pulse shape. The prospects of using machine learning as a tool for waveform classification is

explored here, using g-X events as a test case.

�-X S1 pulse

Chapter 4 identified seven features that could be used to discriminate g-X events. Here the focus

is on the S1 pulse waveform, which for a g-X event is the summation of two separate scintillation

pulses, as opposed to the singular scintillation S1 of a single scatter. The time difference between

the multiple scatters of a g ray are too small to be resolved by the LZ digitizers, but pulse shape of

a g-X S1 pulse is expected to be different from that of a single scatter because one of the scatters

occurs outside the TPC where the electric field is different.

A convolutional neural network (CNN) was used to gauge the classification power afforded

by the differences in S1 pulse shapes between g-X and single scatter events. The shape differ-

ences alone were found to be insufficient to perform this classification. However, by providing

features identified in Chapter 4 as additional inputs to the CNN, a similar performance to a BDT

is obtained. Figure 5.2 shows the comparison in performance between the CNN with waveforms

only, CNN augmented with features, and a BDT trained only on features.
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Figure 5.2: Misclassification rates of g-X events and true single scatters from the waveform only
CNN (green), feature augmented CNN (orange), and a BDT using only features (purple). The
S1 pulse shapes alone are insufficient for classification, as indicated by the poorly performing
waveform only CNN. With the addition of the features, the performance of the CNN matches the
BDT in the regime of low single scatter misclassification.
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Figure 5.3: An example neural network architecture with 10 nodes in the input layer, 7 and 5
nodes in the two inner layers, and a single node on the output layer. All nodes on adjacent layers
are connected, hence this is a fully connected neural network.

Convolutional neural network description

CNNs are a class of artificial neural network, which in their simplest form are functions that map

an input vector of data to predictions. An example of an neural network that takes in a vector of

length 10 and outputs a scalar is shown in Figure 5.3. Each node is an artificial neuron, which

takes in a weighted sum of inputs from the previous layer and maps them to a scalar output

via an activation function with adjustable parameters that control the strength of the neuron’s

output1. Artificial neural networks are trained with labeled datasets, i.e. a set of vectors and their

corresponding labels, during which the network parameters are adjusted via a training algorithm

to minimize the error between the network predictions and the labels.

A CNN is designed to performs classification on vectors or matrices with correlated patterns

such as time-series data (waveforms) or pixel images (photos). To reduce the computational

cost of processing detailed inputs, CNNs possess an interface that reduces the size of the input

vectors or matrices while retaining the correlations [127]. The interface consists of convolutional
1The inputs and outputs of an artificial neuron are analogous to dendrites and axons of biological neurons.
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Figure 5.4: Schematic of a 1D CNN. The input waveform is truncated to 50 samples (zero mask)
before being convolved with a set of kernels (first stack of vertical lines). Each kernel output is
pooled, where the size of the data is reduced by combining the output of adjacent nodes. The
size is further reduced by randomly dropping outputs before flattening the nodes into a regular
fully connected neural network with a scalar output.

layers and pooling layers, after which the information is typically transmitted to a fully connected

neural network. A schematic of a CNN is shown in Figure 5.4.

For one-dimensional waveform inputs, the convolutional layer convolves the input vector

with kernel vectors that are smaller than the size of the input, such that abstracted features

of the waveforms are extracted. In the case of the g-X CNN, each S1 pulse was truncated to

be 50 samples long (500 ns), and a typical kernel was 7 samples long. An example kernel is

[0,0,1,1,1,0,0], which has a smoothing effect when run over the waveform. 250 different ker-

nels are run over each input vector, and the resulting layers are passed to a pooling layer which

reduces the size of the data by combining the outputs of neuron clusters within each convolved

waveform before they are provided to the fully connected network. The pooling layer employed

‘maximum pooling’, where only the maximum of adjacent neurons was taken as the input to the

next layer. The final step before the regular fully connected network is the dropout layer, which

randomly drops 30% of the neuron outputs to further reduce size and prevent overfitting [127].

Training and results

Training data was prepared using full-chain simulations that produced waveforms. Uniformly

distributed 70 keV electrons were simulated in the reverse and forward field regions, which
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result in interactions with different light yields due to the difference in electric field magnitude.

The g-X S1 pulses were created by lining up and adding a reverse field region S1 pulse and a

forward field region S1 pulse. A single scatter S1 was just taken to be a forward field region

S1. All pulses were normalized to unit area, and truncated at 50 samples from the start of the

pulse. The g-X events were assigned a value of 1 in prediction space, and the single scatters were

assigned 0.

The result of the waveform CNN on simulated evaluation data is shown in Figure 5.2. While

it performs better than a random classifier, it is unusable for any useful classification. No hy-

perparameter or architecture optimization was conducted. Even though optimizing the model

may increase the performance, it is likely that there are no differences between the pulse classes

as simulated that provide discrimination power. It is even possible that the better-than-random

classification exhibited by the CNN is driven by pathologies of the g-X pulses that were intro-

duced during the waveform preparation. However, the g-X CNN provided a starting point for the

introduction of additional features while retaining waveform information.

Multi-headed convolutional neural networks

The inputs to the waveform CNN were extended to include cluster size, TBA, and the maximum

area fraction of the bottom and top PMT arrays. These features were introduced in the fully

connected region of the CNN, bypassing the data reduction interface, as shown in Figure 5.5.

The multi-headed CNN provides a way to incorporate both waveforms and reconstructed

quantities in a classification task. The performance of the multi-headed CNN exceeds that of the

waveform only CNN, as seen in Figure 5.2, confirming that these quantities are important. The

scalar output of the multi-headed CNN is shown in Figure 5.6, indicating good separation of the

two pulse classes. The confusion matrix of the multi-headed CNN, with the CNN output cut at

0.5, is presented in Table 5.1. However, the multi-headed CNN does not outperform the BDT,

which did not use waveforms. The reasons for this are unclear, as they are two different models

130



Figure 5.5: Schematic of a waveform CNN with four additional features introduced in the fully
connected region.

# P,! T SS g-X

SS 93.3 7.3
g-X 6.7 92.7

Table 5.1: Confusion matrix from the multi-headed CNN showing the correct identification rate
(%) across the two classes on the diagonal, and the misclassification rate on the off-diagonals.

trained with different aspects of the data. We surmise that this may be due to the BDT’s relative

ease of training, and that a proper optimization of the CNN would improve it. On the other hand,

waveforms simply might not contain relevant information for identifying g-X events, and their

inclusion confused the CNN by introducing noise.

Inner layer clustering

The inner layers of the waveform CNN were found to contain characteristic features of the pulse

shapes that provided useful classification information. Figure 5.7 shows the result of applying

various convolutional kernels on an example waveform; activations are prominent near the start

and end of the pulse. These features of the waveform, once propagated through the pooling and

dropout layers, are expressed as neuron outputs in the fully connected region of the CNN.
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Figure 5.6: Distribution of multi-headed CNN model output, with the true g-X events in green,
shaded for the training set, and points for the evaluation set. Similarly in orange are the single
scatter events.

Figure 5.7: The original S1 waveform is shown in black, and the result of convolution from 10
different kernels are shown in the various colors.
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Figure 5.8: Distributions of the waveform CNN’s intermediate layer output reduced to two di-
mensions using the t-SNE algorithm. Both plots show the same data points and the axes are
arbitrary, set by the t-SNE algorithm. On the left plot the points corresponding to g-X events are
colored orange and the single scatters are colored blue. The green, purple, orange, and red points
on the right plot correspond to four distinct groupings of the data, clustered using the DBSCAN
algorithm. Outliers identified by DBSCAN are shown in blue.

The inner fully connected layers of the CNN still contain thousands of neurons, which is

difficult to analyze and visualize. Therefore, the vector of inner layer activations is reduced in

size from a length of 5,000 to 2, using a tool called t-distributed stochastic neighbor embedding

(t-SNE) that was used in Maris Arthurs’ thesis [82]. T-SNE embeds data into lower dimensions

such that nearby points in the lower dimensions correspond to similar points in the full feature set

[128]. The distribution of the t-SNE compressed inner layer activations are shown in Figure 5.8,

where points are identified in two ways. First, the true class labels are applied to each point,

indicating that there is not much discrimination between g-X and single scatter events at this stage

of the CNN. Secondly, a clustering based on population density is applied using the DBSCAN

algorithm, demarking clear groupings of points [129].

While the clusters did not cleanly separate g-X events and single scatters, inspecting the wave-

forms corresponding to each grouping yielded categories of pulse morphologies represented in

the rows of in Figure 5.9. Among the morphologies are typical S1 shapes, pulses with bound-

aries that either start too early or too late, noisy pulses, and mergers that were classified as single
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Figure 5.9: Each row shows representative pulses that correspond to the colored clusters in the
right plot of Figure 5.8. The orange pulses are typical of a normal S1, the green pulses have a
boundary that begins too early, the red pulses have a boundary that begins too late, the purple
pulses generally have noise, and the blue waveforms are merged pulses.

pulses.

The clustering evident in the intermediate layers of the CNN is facilitated by the extraction

of waveform features by the convolutional, pooling, and dropout layers. Additional work is

required to explore this method as a tool for identifying waveform anomalies. Specifically, it

is unknown precisely what amount of feature extraction is optimal for the reduction to well-

separated clusters. Finally, unlike some of the unsupervised anomaly detectors explored in this

chapter, the anomalous populations targeted with a dimensionally reduced CNN layer need not

be rare.

To sum up, a CNN was trained with the intention of classifying the S1 pulses of g-X events

from those of single scatters. A CNN trained only on waveforms performed only slightly better

than random, but was greatly improved with the addition of reconstructed quantities that are

sensitive to g-X events. Such multi-headed CNNs, which take both waveforms and reconstructed

quantities as inputs, could be utilized in future pulse classification tasks. Further, the inner layers
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of the waveform CNN were found to be an appropriate space where various pulse morphologies

can be identified and clustered with the aid of a dimensionality reduction tool such as t-SNE,

indicating an avenue for waveform anomaly detection.

5.1.2 Anomalies as misreconstructions in autoencoders

An alternative method to perform supervised anomaly detection is with a variant of artificial

neural networks called the autoencoder. An example autoencoder architecture is shown in Fig-

ure 5.10. These networks are designed to replicate the input; the number of output nodes is the

same as the number of input nodes. The first half of the autoencoder encodes the input vector

into a latent space smaller than the size of each event, represented by the nodes in the innermost

layer, and the second half decodes this information [127]. During training the network parame-

ters are adjusted to minimize the difference between the input and output vectors. Since it learns

to replicate only the most represented features in the training data, anomalies in the evaluation

data are reconstructed poorly.

An autoencoder was trained on simulated single scatter reconstructed quantities, described in

Table 5.2. It was evaluated on LZ Mock Data Challenge 3 (MDC3) background simulations with

only single scatter and fiducial cuts applied, along with two other anomaly detection algorithms

presented in the next section. The reconstruction error is given by

Eautoencoder =
N

Â
i=0

(xI
i � xO

i )
2, (5.1)

where N is the length of the input data vector, xI
i and xO

i are the input and reconstructed com-

ponents of the vector, respectively. The ability to calculate the reconstruction error for each

feature i provides interpretability to the autoencoder; it allows a determination of exactly what

features contributed to the error. The resulting anomalies from the autoencoder (along with two

unsupervised algorithms) are shown in S1c–log(S2c) space in Figure 5.11, and position space in

Figure 5.12.
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Figure 5.10: Schematic of an autoencoder with seven innermost layers. The number of input and
output nodes are the same, reflecting its design to reconstruct inputs.

Feature Description

Radius Radial position of event reconstructed from the S2 light pattern
on top PMT array.

Drift time Vertical position of event, measured as the time difference be-
tween the S1 and S2.

TBA (S1) Top bottom asymmetry of S1 light (defined in Eq. 4.3).
MPAF (S1) Maximum fraction of light seen by PMTs on the bottom and

top arrays (defined in Eq. 4.2).
Cluster size (S1) Area-weighted average of PMT distances from the centroid of

the PMT hit pattern (defined in Eq. 4.1).
Prompt fraction (S1) Fraction of S1 area in the first 50 ns of the pulse, relative to

total pulse area.
Area fraction time (S1, S2) Times when pulse area reaches

{1,5,10,25,50,75,90,95,99} % of total pulse area.
Pulse area fraction (S1, S2) Pulse area fraction within fixed time windows of t 2

{�50ns,50ns,100ns,200ns,500ns,1µs,2µs,5µs} after pulse
start.

Adjacent pulse areas Areas of pulses immediately before and after S1s and S2s.

Table 5.2: Features of events and pulses used in unsupervised anomaly finding.
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Figure 5.11: Anomalies (orange) in MDC3 background simulations in S1c–log S2c space iden-
tified by the autoencoder (left), isolation forest (center), and the local outlier factor (right). The
dataset consists of 15,000 events after single scatter and fiducial cuts. Roughly 1,350 of the most
anomalous points identified by each anomaly detector are highlighted here. The size of point cor-
responds to the anomaly score, a metric that is specific to each algorithm. Various populations
of events other than the expected ER band are visible in the data; some have not been removed
at this stage of the cut chain, and others are due to simulation bugs.
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Figure 5.12: Anomalies (orange) in MDC3 background simulations in position space identified
by the autoencoder (left), isolation forest (center), and the local outlier factor (right). These are
the same anomalies described in Figure 5.11.

A variant that is currently under study is the convolutional autoencoder, which has an in-

terface between the fully connected parts of the autoencoder and the input/output nodes that is

designed to extract and reconstruct waveforms. However, further work is required to assess its

use on LZ waveforms.

5.2 Unsupervised anomaly detection

Unsupervised learning is defined by the lack of labeled data used in training. For most unsuper-

vised algorithms, including ones discussed here, the classification decisions are only relevant in

the context of the dataset. In other words, the anomalies identified are subject to change with

the dataset. The unsupervised techniques explored here were chosen for their speed and ability

to process large amounts of data. The two methods are the local outlier factor [130], and the

isolation forest (IF) [131]. The local outlier factor was not considered further due to the rela-
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tive difficulty in interpreting results. The IF was studied further in several case studies and a

procedure to improve its interpretability is introduced here.

Figures 5.11 and 5.12 show anomalies in S1c–log(S2c) and position space identified by the

autoencoder, isolation forest, and local outlier factor (LOF) algorithms when they are run over

the same set of data with features described in Table 5.2.

5.2.1 Isolation forest

The IF is designed to identify anomalies that are few and far between. It relies on a series

of random cuts on randomly chosen features to build a binary decision tree. Anomalies are

identified as the data that are isolated with the fewest number of cuts, as illustrated in Figure 5.13

in two dimensions. The anomaly score s(h,n) for a point x is related to the number of cuts h(x)

by

s(h,n) = 2�
E(h(x))

c(n) , (5.2)

where n is the number of events in the dataset, E(h(x)) is the number of cuts needed to isolate x

averaged over an ensemble of trees, and the normalization factor c(n) is given by

c(n) = 2H(n�1)� 2(n�1)
n

, (5.3)

where H(i)⇡ ln(i)+0.577 is the harmonic number [131].

A typical distribution of anomaly scores is shown in Figure 5.14, corresponding to S1 pulse

shapes in an SR1 commissioning dataset. The tail of the distribution contains the anomalous

events, which can be selected with a user-defined cut.

There are several features of the IF that make it appropriate for detecting anomalies in LZ

data. Firstly, since the feature to be cut on at each decision point is chosen at random, there is no

additional computing cost incurred by adding features, allowing for a high-dimensional dataset

with redundant features. Secondly, the algorithm is fast because no distance or density measure
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Figure 5.13: The IF recursively cuts (red lines) on the data until each datum is isolated. An
outlier (left) requires a fewer number of cuts to isolate, in contrast to a point within a prominent
distribution (right). Figure by Sal Borrelli.

Figure 5.14: Distribution of anomaly scores for S1 pulses in an early commissioning dataset.
Anomalous pulses may be identified by setting a user-defined threshold on this distribution.
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has to be calculated for each point. In fact, it has a linear time complexity [131]. Finally and

most importantly, the cuts within the decision trees can be assessed, providing knowledge of the

features that contributed most to short decision paths, i.e. anomalies.

Feature decorrelation

The features chosen for the IF heavily impact the resulting anomalies. This choice is often up to

the user and their use case. If a known or suspected anomalous population is targeted, the user is

likely to know the relevant features to use. If the IF is deployed as a catch-all anomaly detector,

then the user may start with a comprehensive list of reconstructed quantities and prune the list

based on the results.

Typically it is best to use uncorrelated quantities, as otherwise the IF is biased to place extra

weight on the correlated quantities, diluting the contribution of other features. For example, there

are highly correlated variables that summarize the shape of a pulse such as the Area Fraction

Times (AFTs), described in Table 5.2. The time taken to reach 25% and 50% of a pulse’s area,

respectively, are necessarily correlated. Figure 5.15 shows Kendall rank correlation coefficients,

which measure ordinal correlations, for families of quantities that summarize pulse shapes. These

correlations were reduced before the data was provided to the IF. For instance, the AFTs were

decorrelated by taking the differences of adjacent AFTs, e.g. time taken to reach 50% minus

time taken to reach 25% of the pulse area. Figure 5.16 shows the reduced correlation map for the

pulse summary quantities.

Importance ranking

The anomalies identified by the IF, or anomaly detectors in general, can be explained with the aid

of external tools. One such method is to use an innately interpretable surrogate model, a BDT

for instance, that is intentionally overtrained on the output of the IF. BDTs provide feature rank-

ings that allow the origin of anomalies to be explained. Dedicated explainer tools like SHapley
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Figure 5.15: Kendall rank correlation coefficients (defined in Ref. [132]) for the AFT and pulse
time families, defined in Table 5.2. Strong positive correlations exist within each family.
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Figure 5.16: Kendall rank correlation coefficients (defined in Ref. [132]) for the decorrelated
AFT and pulse time families, in addition to several features related to pulse size and event posi-
tion.
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Additive exPlanations (SHAP) [133], utilizes game theory to compute the contribution of each

feature to the anomaly score. However, these two approaches often gave contradictory results.

It is possible to sidestep the external tools. The decision making of the IF is innately explain-

able if its underlying principle is taken advantage of; that outliers have short decision paths on

average over all the trees in the IF. The features that were cut on in these short paths are more

important than those cut on in long decision paths. An algorithm to calculate feature importances

is given below.

1. Determine a threshold for decision path length. The maximum depth of trees in the IF

given by log2(N) where N is the number of events used to grow a tree. The recommended

value is N = 256, resulting in a maximum tree depth of 8 [131]. Thus an appropriate path

length threshold is 3 or 4.

2. For each event, loop through the trees in the IF and select paths shorter than the threshold

path length.

3. Count which features are being cut on at each node, the depth of each node, and the number

of events split at the node. Figure 5.17 shows the feature counts for an example event.

4. Condense the feature counts into a final feature ranking. One method is to assign weights

to each node, with larger weights for nodes that are cut earlier, that are then summed for

each feature. For example, a ‘geometric’ weight assignment could have a weight of 1 for

the first cut, 0.5 for the second cut, 0.25 for the third cut, et cetera. Figure 5.18 shows the

condensed feature importances using this geometric weight assignment, and Figure 5.19

shows the location of the outlier in the space of the two most important features. The

number of events split at each node can also be incorporated into the summarization of the

feature importances.

This procedure yields local feature importance, which is specific to a single event. Global

feature importances can be obtained by averaging the feature counts over portions of the dataset,
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# P,! T g-X SS

g-X 95 12.5
SS 5 87.5

Table 5.3: Confusion matrix from the IF identifying (in percentages) simulated g-X events, with
the predicted classes in the rows and the true classes in the columns.

to inspect certain populations, or over the entirety of the dataset, to assess certain features to

focus on or drop.

5.2.2 Case studies

The IF was deployed on simulated and measured data in several contexts, including targeting

specific anomalies such as g-X events, aiding the scanning of waveforms by human analyzers,

and diagnosing data quality issues. These cases are discussed below.

g-X events

g-X events were targeted with the IF using the features identified in Chapter 4. A dedicated

simulation carried out during MDC3 to produce g-X events was tested with the IF. With an

appropriate selection in S1c–log S2c space, the IF correctly identified 95% of the g-X events.

The data, with IF predictions, are shown in Figure 5.20. A confusion matrix summarizing this

result is given in Table 5.3.

The choice of data selection in S1–log(S2c) space was driven by two competing effects. If

too much data were included, it is more likely for irrelevant anomalies to be identified, and on

the other hand too little data is not conducive in building a robust and replicable IF. Preliminary

studies indicate that the larger the fraction of g-X events present in the data, the less accurate the

IF becomes. More work is required to test and to determine the optimal cuts that would maximize

the g-X identification and single scatter acceptance rates. While the IF, being an unsupervised
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Figure 5.17: Feature counts for decision paths with three or fewer cuts for an example event. The
darkest color corresponds to the first cuts in IF trees, the next darkest color to the seconds cuts,
and the lightest color to the third cuts.
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Figure 5.18: Feature importances for the example event in Figure 5.17, calculated using weights
of 1, 0.5, and 0.25 for the first, second, and third cuts, respectively.
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Figure 5.19: Distribution of events in the space of the two most important features. The anomaly
(orange star) corresponds to the event in Figures 5.17 and 5.18.
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Figure 5.20: Top: Simulated data in S1c–log S2c space showing true g-X events in red, and
single scatters in blue. Bottom: Events predicted as g-X events by the IF are shown in orange,
and single scatters in blue.
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Figure 5.21: Example pulse boundary (green box) with the associated S1 pulse (black line) from
the MDC3 simulations with a large gap between the start of the boundary and the actual pulse.

technique, is not suitable for actually removing g-X events from data, it may serve as a useful

cross-check on future applications of the g-X BDT discussed in Chapter 4.

Pulse boundaries

When running over datasets with features describing pulse shape such as the AFT family, the

IF found pulses with ill-defined boundaries. These pulse anomalies, whose boundaries either

started early or ended late, were found both in MDC3 simulations and in commissioning data. An

example from the MDC3 simulation is shown in Figure 5.21, and one from the commissioning

data is shown in Figure 5.22. This issue has subsequently been corrected in the LZ pulse finder

algorithm. The IF illustrates that waveform anomalies can be detected by using a relatively small

set of quantities that summarize the shape of the pulse.

Periods of high pulse rate in the TPC

Right after the LZ TPC was filled with liquid xenon, there were periods in which the rate of small

pulses were frequently elevated. The IF was used to diagnose the cause of these emissions, and

noticed abnormally shaped S2 pulses during periods of high pulse rate. The number of pulses

in each event and the anomaly score of the S2 is shown in Figure 5.23 for roughly 90 s of data
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Figure 5.22: Example pulse boundary (green box) with the associated S1 pulse (black line) from
commissioning with a large gap between the end of the pulse and the bounding box.

Figure 5.23: Number of pulses in each event (top) and the IF anomaly score for the S2 pulses
in each event (bottom) shown for a roughly 90 s interval of data taken during commissioning.
The anomaly scores increase before the number of pulses increase, indicating that the pulses
classified as S2s deform as a result of being made up of several individual pulses, which then
space out with time and start being classified as individual pulses.

beginning at the onset of a high rate period. The anomaly score indicates that the pulse shape

starts deforming before the rise in pulse rate.

The anomaly score marked the high rate period before the number of pulses started to in-

crease, because in the intense onset of these emissions, multiple small pulses were classified as

single pulses due to their proximity to each other. This was facilitated by the IF being sensitive

to pulse shape parameters. Examples of waveforms before and after the number of pulses were

seen to increase are shown in Figures 5.24 and 5.25, respectively.

These emissions were later identified as originating from the electric field grids. Figure 5.26
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Figure 5.24: Example TPC waveform before the number of pulses increases as in Figure 5.23.
Around 100 pulses are classified here, but the true number is far greater. Several single and mul-
tiple electron pulses are considered to be a single S2 pulse by the LZ pulse processing algorithms.
These S2 pulses are considered highly anomalous by the IF.

Figure 5.25: Example waveform after the number of pulses starts to increase. Around 1,000
pulses are classified here. The rate of single and multiple electrons has fallen, and thus more of
the corresponding pulses are identified individually by the pulse finding algorithm.
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Figure 5.26: Loop antenna current (top), coincident with periods of anomalous S2 pulses (bot-
tom), over a 5 hour duration. Only two periods of coincidence are observed.

shows some coincidence between the anomaly scores and the activity recorded on the loop anten-

nas, which are instruments around the TPC that are sensitive to changes in the electromagnetic

environment. There are periods with anomalous pulses that are not coincident with any quan-

tity measured by LZ slow control, and conversely, there is sometimes electromagnetic activity

without a coincident pulse anomaly. While further study of these coincidences is needed, the IF

provided supporting evidence to the claim that the periods of high rate were caused by electron

emissions from the grids.
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Chapter 6

Conclusion

6.1 High energy nuclear recoil search

This thesis presents the results of a broadband search for galactic WIMPs with the LZ detec-

tor, a dual-phase TPC with an active mass of 5.5 tonnes of liquid xenon. The analysis targeted

xenon nuclear recoils caused by energy deposits up to 270 keVnr, encompassing the first result of

LZ (which went to 50 keVnr) while exceeding the energy windows of all previous experiments

searching for nuclear recoils. The models tested in the enlarged energy window comprise of

all possible WIMP-nucleon interactions derived from an Effective Field Theory (EFT), starting

from the four non-relativistic degrees of freedom (DoFs) relevant at the energy scale of the scat-

ter. These DoFs are the momentum transfer, relative WIMP velocity, WIMP spin, and nucleon

spin bilinears, which are the building blocks of 14 unique interactions. Each interaction may be

sensitive to the isospin properties of the target nuclei, so we tested for both isoscalar (where the

WIMP interacts identically with protons and neutrons) and isovector (where the WIMP couples

differently due to protons and neutrons due to isospin differences) scenarios. Further, we gener-

alized the WIMP-nucleon interaction to include inelastic collisions where the WIMP scatters to

a heavier, excited final state.

154



The event rates of many of these non-standard interactions peak at non-zero energies, as

opposed to the canonical WIMP whose event rate exponentially falls with energy. The model

spaces furnished by the EFT and inelastic dynamics are ideal to interpret the search for high

energy nuclear recoils, since they cover the entire extended energy window. Conversely, the

event rates accepted by the extended energy window comprise a significant fraction of the total

event rates for all interactions tested (60% in the weakest case of O6 with a 4,000 GeV WIMP

mass), whereas the 50 keVnr cutoff of LZ’s first WIMP search accepts virtually no events for

momentum-suppressed interactions at high mass. The g-X background classification tool devel-

oped by the author (based on simulations by Greg Rischbieter) was required to extend the energy

window to 270 keVnr, and demonstrated an excellent background rejection power.

No excess NR events were observed during the first 60 live–day run of LZ. A total of 56

models (14 interactions, 2 isospin states, elastic and inelastic) were tested and world-leading up-

per limits for their interaction strengths were placed. The upper bounds on interaction strengths

were improved by several orders of magnitude for many interactions, and interactions with severe

momentum suppression were the most tightly constrained with respect to previous analyses, by

virtue of the large energy window of this analysis. The results of this search may be used in con-

junction with results from experiments using target nuclei other than xenon to probe interactions

that xenon is insensitive to due to its isospin. Further, the individual WIMP-nucleon couplings

excluded by this analysis may inform phenomenological models of dark matter, whose interac-

tions can be reduced down to the fourteen effective interactions considered here.

6.2 Anomaly finding

A general-purpose tool was developed and characterized to identify anomalies at all stages of the

data processing chain. The performance on this tool was demonstrated on anomalies stemming

from detector effects, rare event topologies, and simulation effects. Further, tools from deep

learning were used to identify anomalies in the raw waveforms, which may be adapted for data
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quality monitoring and pulse classification.

6.3 Liquid xenon measurements with the MiX detector

In the following appendices, the author’s work with the Michigan Xenon (MiX) detector is de-

scribed. The MiX detector is a small dual-phase xenon TPC located at the University of Michi-

gan, used for an experiment to measure the response of LXe to electronic and nuclear recoils.

At time of writing, it is currently being prepared to obtain data to measure the ionization and

excitation energies of LXe. A discussion of the LXe microphysics and a re-analysis of data from

another experiment hinting at the result is presented in Appendix A. The author also outlined a

procedure to measure the photon and electron yields of LXe in response to ultra-low energy (less

than 0.3 keVnr) nuclear recoil events using neutron capture. The resulting paper, published in

Phys. Rev. D [60], is reproduced in Appendix B.

6.4 Summary

Dark matter remains an enigma in particle physics and cosmology. The LXe TPC technology

is highly viable for the direct detection of WIMP dark matter and has demonstrated leading

sensitivity through two generations of experiments. LZ, currently the most sensitive WIMP

detector, has not provided any evidence for standard WIMP scenarios where dark matter couples

solely to the total charge and spin of atomic nuclei. This null result contributes to the erosion of

theoretical priors in favor of the standard WIMP. This dissertation extends the WIMP search in

energy and provides leading sensitivity for non-standard WIMP interactions to meet the widening

scope of the dark matter community.
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Appendix A

Split W-Value Framework and Ongoing

Measurements with the MiX Detector

The production of VUV photons and ionization electrons in the LXe medium is linked to the

nature of the initial energy deposit and the atomic properties of xenon. For instance, detailed

studies of LXe show differences in the S1/S2 ratio among different types of ER interactions such

as between g ray and b energy deposits, and in how an impinging particle distributes energy

among the inner shell electrons of xenon atoms [84, 134]. A flexible framework to characterize

LXe is tested here, which may lead to a more accurate energy reconstruction by the inclusion

of recombination effects. Specifically, the simplifying assumption that treats the excitation and

ionization thresholds together as the W -value, introduced in Chapter 2, is removed. Further,

an experiment is designed and, at time of writing, is being conducted to measure the slight

deviations in the regular energy reconstruction scale (Eq. 2.5) incurred by the difference in energy

thresholds.

The ongoing experiment uses the Michigan Xenon (MiX) detector, a small LXe TPC at the

University of Michigan designed for measurements characterizing the LXe medium [135]. A new

measurement of the as-defined W -value is also desirable due to two recent independent results

158



that measured W = 11.5+0.2
�0.3 eV and W = 11.5± 0.5 eV [136, 137]. These results contradict

the consensus value of W = 13.7± 0.2 eV reported in Ref. [88], adding to the variations seen

in earlier measurements [89, 138]. Since the W -value is central to determine the g1 and g2

parameters in LXe TPCs employed in the dark matter search, and since there is potential for an

improved energy reconstruction scale that accounts for recombination, the MiX measurement

attempts to address the discrepancy.

A.1 Recombination effects in energy reconstruction

The common W -value framework for energy reconstruction, introduced in Ref. [88], results in a

better energy resolution than either the S1 or S2 channels afford alone, while its independence

on the drift field (via recombination) means that it is simple to use. The drawback is that the W -

value, defined as the average energy required to create either an exciton or an ion, is not clearly

defined on the atomic scale; it is not only agnostic to the different energetics between excitation

and ionization, it also does not account for how the initial energy deposit is distributed across the

atom, or group of atoms. A complete modeling of LXe microphysics would include the ioniza-

tion and excitation of each atomic shell, to be used in conjunction with detailed distributions of

the energy deposit. Since this is not feasible, here, only the gross excitation and ionization pro-

cesses are assumed to have separate energy thresholds. The result is an explicit recombination

dependence upon the energy reconstruction.

A.1.1 Excitation and ionization thresholds in LXe

Instead of starting with the W -value common to both excitation and ionization processes as in

Eq. 2.7, E =W [Nex +Ni], each process now has its own energy threshold, such that

E =WexNex +WiNi, (A.1)
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where E is the energy deposited, Wex is the excitation work function, and Wi is the ionization

work function. The initial quanta are shuffled according to the recombination fraction r, and are

written in terms of the final detectable quanta Nr such that

Nex = Nr
ex�

✓
r

1� r

◆
Nr

i , (A.2)

Ni =
Nr

i
1� r

. (A.3)

Relating to observables and gain factors: S1 = g1Nr
ex and S2 = g2Nr

i , the following recombi-

nation dependent energy scale is constructed as

E =Wex
S1
g1

+

✓
Wi� rWex

1� r

◆
S2
g2

, (A.4)

which can be rearranged in the form of the Doke plot, giving

S2
E

=�g2
g1

✓
1� r
G� r

◆
S1
E

+
g2

Wex

✓
1� r
G� r

◆
, (A.5)

where G =Wi/Wex. The effect of G 6= 1 should in principle be measurable using data at different

drift fields.

Photon production efficiency from recombination

Recombination may not produce scintillation light with perfect efficiency. Quantifying this effi-

ciency with er, we have the recombination process: N f
ex =Ni

ex+rerNi
i , which in the split W -value

framework, yields the most general Doke plot equation

S2
E

=�g2
g1

✓
1� r

G� rer

◆
S1
E

+
g2

Wex

✓
1� r

G� rer

◆
. (A.6)

The EXO collaboration, using a single-phase xenon TPC, has measured er to be 97%, rejecting

a unity value at 3s significance [137]. We do not pursue this measurement since we do not have
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Figure A.1: Doke plot showing the expectations of photopeak trends, within the common W -
value framework (black solid), and the split W -value framework with G = 1.025. Lines for
recombination fraction r = 0.25 are shown for a perfect photon production efficiency (green
dashed) and for er = 0.9 (purple dashed). Lines for a higher recombination fraction r = 0.75,
emulating a lower drift field, are shown for a perfect photon production efficiency (green dotted),
and for er = 0.9 (purple dotted).

an absolute light detection efficiency calibration in the MiX detector.

A.1.2 Analysis strategy

The goals of this experiment are to make a measurement of the W -value, defined as independent

of recombination, in order to the address the discrepancy in published measurements, and to

measure the deviation of the ratio G =Wi/Wex from unity. The W -value measurement procedure

for a dual-phase LXe TPC such as the MiX detector has been described in Ref. [136], which is

where one of the results with W = 11.5 eV was reported. It involves extracting the quantity g2/W ,

the intercept of Eq 2.5, which physically corresponds to extrapolating the S1–S2 anticorrelation
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to the limit of infinite drift field, where S1= 0. The extrapolation requires an absolute, i.e.

independent of W , measurement of g2.

In dual-phase xenon TPCs, an absolute measurement of g2 is difficult due to the imperfect

electron extraction across the liquid-gas interface; usually experiments assume a W -value and

use it to calculate reported values of g2 [5]. In a single-phase (liquid only) TPC, a calibrated

charge pre-amplifier, with a measured efficiency (single-phase equivalent of g2), may be used

to read out the electrons [88, 137]. In a dual-phase TPC, such as Xurich II used in Ref. [136]

which measured W = 11.5 eV, the extraction efficiency must be assumed to be 100% in the

absence of an auxiliary measurement of g2, implying that the reported W -value is an upper

bound. An upper bound lower than the consensus value does not weaken the discrepancy, but

making a measurement that is bound only by systematic uncertainties requires a high enough

extraction field to justify assuming perfect extraction. On the other hand, it is unclear whether

electron extraction is ever 100% even for the highest fields that have been measured; for instance,

Ref. [95] defines the efficiency to be 100% for fields above 7.5 kV/cm, where it transitions from

a rapid increase to rising with a small slope.

Measuring the deviation of G from unity requires data taken at various drift fields for various

sources. A set of monoenergetic g ray sources that span the 10 keV – 10 MeV range is preferable

to sample the range of ionization and scintillation yields. The analysis amounts to determining

the variations in the slope of Eq. A.6 at different drift fields. While the MiX detector is being

upgraded, which is described in section A.2, public data from the Xurich II detector (Ref. [136])

is re-analyzed to demonstrate G 6= 1.

A.1.3 Xurich II re-analysis

Xurich II is a small dual-phase xenon TPC, similar to the MiX detector, which obtained data for

37Ar (2.82 keV decay via electron capture) and 83mKr (9.41 keV and 32.15 keV two step decay)

under several drift fields. The 37Ar data were taken at different drift fields than the 83mKr, except
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Figure A.2: The light and charge yields of the 2.82 keV 37Ar peak (gold), the 9.41 keV 83mKr
peak (brown), and the 32.15 keV 83mKr peak (gray). Extrapolating lines through each pair of
83mKr points at each field are shown, along with the corresponding g1 and g2 values calculated
assuming W = 13.7±0.2 eV. A line is fit to the three points at 968 V/cm. Further, a linear fit to
all the points is shown in green (dotted), yielding a g1/g2 ratio that is consistent with the value
reported in Ref. [136].

at 968 V/cm, which is the only drift field with all three energy peaks. At least two peaks per field

are required to observe the anti-correlation of light and charge yields, so for the remaining fields

(484, 645, 806 V/cm) only the two 83mKr peaks are available. The data are shown in Figure A.2,

which also shows straight lines through pairs of 83mKr points at each field, in addition to a

linear fit to the three energy peaks at 968 V/cm. The observed trend of the slope towards more

negative values with increasing drift field (less recombination) is consistent with the predictions

from Figure A.1. Table A.1 shows the different g1 and g2 values calculated at each electric field

assuming W = 13.7±0.2 eV. The deviations observed in these drift-independent quantities may

hint at the recombination dependence of the anti-correlation.

The scatter in the g1 and g2 values presented above can be recast as a deviation of G from
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Drift field [V/cm] Sources Slope (�g2/g1) Intercept (g2/W ) g1 [PE/keV] g2 [PE/keV]

All (Ref. [136]) 37Ar (7), 83mKr (8) �289.5+11.3
�7.1 2596+52

�34 0.122±0.005 35.5±0.9
All (fit) 37Ar (7), 83mKr (8) �289.3±5.4 2594±25 0.123±0.003 35.6±0.3

484 83mKr (2) �256 2398 0.128 32.9
645 83mKr (2) �267 2453 0.126 33.6
806 83mKr (2) �269 2454 0.125 33.6
968 83mKr (2) �264 2426 0.126 33.2
968 37Ar (1), 83mKr (2) �302.8±17.3 2657±78.7 0.120±0.008 36.4±1.1

Table A.1: Values for the slope, intercept, g1, and g2 for all data and for each value of the drift
field for which more than two sources exist. The g1 and g2 parameters were calculated assuming
W = 13.7±0.2. Values calculated using only two sources are shown without error bars; the rest
are shown with fit errors. For the drift field of 968 V/cm, these values were calculated with and
without the inclusion of the 37Ar peak.

unity. In other words, the gain parameters can be held constant at all drift fields, which is

physically the case, while the changes in the slope of the Doke plot are attributed to the fac-

tor (1� r)/(G� r). To do this, G =Wi/Wex can be Taylor expanded such that G⇡ 1+dG, where

the deviation dG is positive since Wi >Wex. Then Eq. A.4 becomes

S2
E

=�g2
g1

✓
1� dG

1� r

◆
S1
E

+
g2

Wex

✓
1� dG

1� r

◆
, (A.7)

where the slope and intercept depend on the drift field via r. A field-independent quantity can be

obtained by taking the ratio of the intercept to the slope, yielding �g1/Wex. The deviations of

the slope and the field-independent quantity are shown in Table A.2 for the four drift fields.

From these quantities, the quantity dG can be extracted by assuming a recombination model.

The recombination fraction r essentially translates the number of excitations and ionizations

initially produced at the interaction site to the detected quantities. In the common W -value

framework, it may be expressed as

r = 1�
✓

Nex

Ni
+1
◆ 

S2
S2+ g2

g1
S1

!
. (A.8)

Using this definition of r in the measured dG/(1� r) allows a best fit value for dG over the four

drift fields to be obtained, shown in Table A.3, indicating that G deviates from unity at the 2–3%
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Drift field [V/cm] Sources dG/(1� r) �g1/Wex

All (Ref. [136]) 37Ar (7), 83mKr (8) – –
All (fit) 37Ar (7), 83mKr (8) 10�5 �9.0±0.2

484 83mKr (2) 0.114 �8.97
645 83mKr (2) 0.077 �9.35
806 83mKr (2) 0.069 �9.18
968 83mKr (2) 0.086 �9.17
968 37Ar (1), 83mKr (2) �0.047±0.003 �8.78±0.57

Table A.2: Values for the Doke slope deviation and field-independent slope-to-intercept ratio
for each value of the drift field for which more than two sources exist. The slope deviations
were calculated assuming W = 13.7±0.2. Values calculated using only two sources are shown
without error bars; the rest are shown with propagated errors. For the drift field of 968 V/cm,
these values were calculated with and without the inclusion of the 37Ar peak.

Nex/Ni dG

0.06 0.0253±0.0004
0.2 0.0283±0.0006

Table A.3: Best fit values of dG for two values of Nex/Ni presented in Ref. [84].

level. The ratio Nex/Ni has been theoretically estimated to be 0.06, and measured to be as high

as 0.2 [84], but dG is not very sensitive to this ratio as seen in Table A.3. Note that Eq. A.8 is

only valid in the common W -value framework, so the results in Table A.3 are certainly biased;

a proper treatment where a reparameterized recombination model is also profiled over to obtain

the best fit dG is left to the analysis of the MiX detector’s data.

Further scrutiny of the W -value requires more than two energy peaks for each drift field,

ideally taken at more than four drift fields. In the next section, we describe the MiX detector,

which at time of writing is being prepared to make a measurement of the common W -value and

of dG in the split W -value framework.
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Figure A.3: Left: Schematic of the cross section of the MiX detector. A 3-inch PMT covers
the entirety of the TPC cross section on the bottom, and four 1-inch PMTs cover the top. Three
hexagonal meshes constitute the cathode, gate and anode grids. Right: Photograph of the assem-
bled detector. Figure taken from Ref. [135].

A.2 The MiX detector

The MiX detector is a dual-phase xenon TPC with an active LXe mass of around 400 g, built by

Scott Stephenson, a previous graduate student in our lab. Its small size allows a large fraction

of the S1 light to be collected in its 5 PMTs; indeed, the g1 parameter was originally measured

(using W = 13.7 eV) to be 0.239±0.012 PE/photon, which is twice that of a modern TPC used in

dark matter searches [135]. A further distinction of the MiX detector is its high energy resolution,

measured to be 1.03± 0.11% at 1.33 MeV, one of the best achieved in LXe. A full description

of the MiX detector and measurements of its signal collection efficiencies and energy resolution

is given in Refs. [135] and [139], and a schematic is shown in Figure A.3.

A high extraction field, preferably greater than 7.5 kV/cm in the LXe above the gate, is
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necessary to measure a W -value that is unaffected by incomplete charge extraction into the GXe

[95]. The extraction field, which differs in the LXe and GXe by a factor of the LXe dielectric

constant el = 1.85, is set primarily by the gate electrode voltage and the height of LXe above the

gate; the anode electrode is grounded. The expression for the LXe extraction field El is

El =
DV

1.85d�0.85h
, (A.9)

where DV is the voltage across the gate and anode, which is just the gate voltage since the anode

is grounded, d is the distance between the gate and anode, and h is the height of the LXe above

the gate, where h < d = 7 mm. For a El = 7.5 kV/cm, with the liquid level halfway up to the

anode, a gate voltage of about �7.5 kV is required, which the MiX electrodes are not designed

for. To test drift fields in the range of 100–1,000 V/cm, the cathode has to hold an even larger

voltage of around �8.5 kV.

At time of writing these voltages are unrealized, with electrical breakdown occurring just shy

of the requirements. An instance of an electrical breakdown in air between the corners of the

gate and anode is shown in Figure A.4. The grids and HV cables are currently being insulated

with Kapton and PTFE to address this issue.

The MiX detector has been dormant for a few years since its construction, when it was first

characterized in Ref. [135]. We have recommissioned the detector and demonstrated that the MiX

detector is capable of taking data from multiple ER sources at various drift fields, in addition to

improving its safety systems. Preliminary data from several sources are presented here.

A.2.1 Preliminary data

The sources 22Na (511 keV positron annihilation peak), 137Cs (662 keV g ray), and 133Ba (most

prominently with a 365 keV g ray) were used to take data with the MiX detector. These sources

are available in the form of small pellets that can be attached to the side of the outer cryostat. Fig-

ure A.5 shows the (x,y) position reconstruction for a 22Na source, using a center of gravity (CoG)
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Figure A.4: Electrical breakdown in air between the negatively biased gate (�9.5 kV) and the
grounded anode. The breakdown voltage in air is higher than that in GXe by a factor of 3 for a
range of separation distances. Photograph by Samara Steinfeld.
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Figure A.5: Position reconstruction of events from an external a g source using a center of gravity
method. The concentric circles enclose the fiducial ‘donut’, chosen for an optimal energy reso-
lution. The accuracy of the reconstruction is best at the center and degrades towards the walls,
evidenced by the warping of the high density dots, which represent the holes in the hexagonal
gate electrode.

method based on the amount of light observed by the top four PMTs, described in Ref. [135].

The high density spots observed in the (x,y) plane correspond to the holes in the hexagonal gate

grid which the drifting electrons funnel through. The reconstruction asymptotes to a square in

the large-radius limit due to the CoG method estimating the x and y positions separately using

pairs of PMTs; an improved method is presented in Ref. [134], but CoG is deemed sufficient

especially with the tight fiducialization planned for the MiX analysis.

S1 and S2 pulses are selected using cuts on the pulse shapes, including width and area, and a

central fiducial volume is selected to be a donut bounded by concentric circles of radii 5 mm and

2 mm as shown in Figure A.5. A plot of events produced by exposure to 511 keV 22Na g rays are

shown in bS1–tS2 space in Figure A.6, where bS1 corresponds to the S1 light observed by the

bottom PMT and tS2 corresponds to the S2 light observed by the four top PMTs. Partial energy

deposits due to Compton scatters are observed on the bS1 µ tS2 trendline, along with a prominent

169



Figure A.6: ER events produced by a 22Na in tS2–bS1 space, showing the spectrum of energy
deposits from Compton scatters (below bS1= 2,000 PE), and the photoabsorption peak (red
dashed) of the 511 keV annihilation g ray at bS1= 2,300 PE. Higher energy events are due to the
Compton scatters of the 1274.5 keV g ray from the nuclear de-excitation of 22Ne produced in the
22Na decay. Events under the indicated ER populations are likely due to misreconstructions and
accidental pairings of S1 and S2 pulses, and can be targeted with specialized cuts.

photoabsorption peak. The bS1–tS2 anticorrelation at the photoabsorption peak is primarily due

to recombination fluctuations. The anticorrelation in a single peak can be used to determine

the W -value if the g1 and g2 are absolutely known, although the anticorrelation observed in a

collection of sources with different energies can be constrained to a higher precision.

Figure A.7 shows the photoabsorption peaks of three sources, fitted to 2D Gaussian func-

tions in bS1–tS2 space. The anticorrelation is extrapolated to calculate the signal collection

efficiencies (shown in the plots), assuming the consensus W -value of 13.7±0.2 eV, yielding g1

corresponding only to the bottom PMT, and g2 corresponding only to the top PMTs. Typically,

the gain parameters are obtained from a Doke plot with multiple sources, instead of using the

anticorrelation within each peak as done here.
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Figure A.7: Photoabsorption peak fit to 2D Gaussian functions, for 22Na (left), 137Cs (middle),
and the 365 keV peak of 133Ba (right) in the space of bS1 and tS2. The white cross is the
center of the Gaussian distributions, while the 1s and 2s contours are shown in white and gray,
respectively. The signal collection efficiencies (inset text) are calculated using the anticorrelation
for each peak.

Work to maximize the extraction field is currently being carried out in our group, which

includes adding electrical insulation and rebuilding cables and connections using parts rated for

HV. Simultaneously, analyses are being done to characterize the position dependence of the light

and charge collection efficiency, calibrate the PMT response to a single VUV photon and ensure

the response is linear with PMT voltage, measure any time dependence of detected signals, and

investigate sources of small electron emission.
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Appendix B

Ultra-Low Energy Calibration Study Using

Neutron Capture with the MiX Detector

Light WIMPs (see Figure 1.10) and the Coherent Elastic n–Nucleus Scattering (CEnNS) of solar

neutrinos may have significant event rates below the current energy thresholds of experiments

sensitive to NRs. For instance, neutrinos from 8B decay at the end of the solar pp chain may

interact via CEnNS and produce up to 7 events above LZ’s baseline energy threshold over the full

5,600 day exposure [50]. Lowering the energy threshold by calibrating the scintillation and ion-

ization yield of LXe to sub-keV NR energy deposits will therefore improve the chances of a first

measurement of the 8B CEnNS process, in addition to raising LZ’s sensitivity to light WIMPs.

Figure B.1 shows the current state of measurements with three theoretical models representing

the variety of predictions at low energies. This chapter contains an as-published paper (Ref. [60])

written by the author addressing the challenge of using neutron capture as a source of ultra-low

energy deposits below 0.3 keVnr for calibrations in LXe.
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Figure B.1: Energy fraction fn expended in producing photons and electrons (i.e. not lost to heat)
as a function of NR energy. The lowest energy measurement (blue points) are from a neutron
scattering analysis by the LUX collaboration [58]. The solid black line is the prediction from the
Lindhard model of stopping power, and the dashed blue line depicts the same Lindhard model
with a free parameter k fit to the LUX data [102]. The dotted-dashed green shows the Lindhard
model modified to include an energy threshold for quanta production [140].
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B.1 Abstract

The feasibility of an ultra-low energy nuclear-recoil measurement in liquid xenon using neutron

capture is investigated for a small (sub-kilogram) liquid xenon detector that is optimized for

a high scintillation gain, and a pulsed neutron source. The measurement uses the recoil ener-

gies imparted to xenon nuclei during the de-excitation process following neutron capture, where

promptly emitted g cascades can provide the nuclei with up to 0.3 keVnr of recoil energy due to

conservation of momentum. A successful calibration of scintillation photon and ionization elec-

tron yields below this energy will contribute to a greater sensitivity for liquid xenon experiments

in searches for light WIMPs.

B.2 Introduction

Underground liquid xenon (LXe) time projection chambers (TPCs) have played an important role

in constraining the parameter space available to dark matter in the form of Weakly Interacting

Massive Particles (WIMPs) passing through Earth [141]. However, light (< 10 GeV) WIMPs are

kinematically ill-matched with xenon (A⇡ 131) and deposit less energy in the medium than their

heavier counterparts. As a result, dark matter experiments that use LXe suffer a drastic drop in

sensitivity for light WIMPs, where the expected signals approach the energy thresholds of the

detectors [105]. Hints of light dark matter in several experiments that use other detector media,

like CRESST-II [142], CDMS-II-Si [143], and CoGeNT [144], have therefore stoked interest in

characterizing the response of LXe to sub-keV energy depositions.

Matter and radiation deposit energy in LXe by interacting with either atomic electrons, cre-

ating electronic recoil (ER) events, or with nuclei, creating nuclear recoil (NR) events [145].

WIMPs are predicted to scatter off nuclei, leaving behind NR signatures [31, 146]. Both ER and

NR events create detectable scintillation photons (S1) and ionized electrons, with some energy
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being lost as heat [141]. In a dual-phase LXe TPC1, the ionized electrons are drifted towards and

extracted into a gaseous xenon space by an electric field, where a secondary larger flash of light

(S2) is produced by electroluminescence. The ratio S2/S1 is smaller for an NR than for an ER,

a feature of LXe that allows ER events to be rejected with high efficiency (> 99% at 50% NR

acceptance) from potential WIMP-induced NR events [84, 106, 147].

For a particular experiment to infer the WIMP mass and interaction cross section in case

of a discovery, a map from the space of observed {S1,S2} signals to NR energy is required.

The production of S1 and S2 signals in LXe due to NR events of known energies has been

characterized in a series of measurements over the past two decades [148–152]. As a result,

a detector-independent picture of how LXe produces photons and electrons in response to NR

events has emerged. In recent years there has been a concerted effort to determine these quanta

yields at lower energies, allowing experiments to be sensitive to lighter WIMPs [59, 153–156].

The current lowest energy measurements have found 1.1-1.3 ionized electrons per 0.3 keVnr re-

coil [156, 157], and 1.3 scintillation photons per 0.45 keVnr recoil [156]. This work presents an

experimental concept to measure these yields below 0.3 keVnr.

Previous measurements of the photon and electron yields in LXe have used the elastic scat-

tering of neutrons as a source of nuclear recoils. We propose to use xenon nuclei that have

captured neutrons. The nuclear recoils of interest are generated by the asymmetric emission of

de-excitation g cascades that leave the TPC undetected, as suggested in Ref. [58]. The idea of us-

ing neutron capture to access low recoil energies was implemented for germanium in Ref. [158],

and has been repeatedly studied in that material [159–161]. Here we introduce a technique to

implement this idea in LXe.

The details of this work correspond to simulations carried out for the Michigan Xenon (MiX)

detector, a small (400g active volume) dual-phase LXe TPC with an excellent light collection

efficiency and energy resolution [135], although the principles apply to any small TPC. A pulsed

neutron source and a neutron moderator surrounding the detector are assumed for the simula-
1The basic operating principle of a typical dual-phase LXe TPC is described in Section III. E of Ref. [141].
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tion. These components are found to be crucial in creating a collection of neutron captures in

each pulse that are unaccompanied in time by other sources of NR, in addition to reducing back-

grounds from spurious electron emissions.

The paper is organized as follows. Section B.3 describes how the neutron capture induced

nuclear recoils are selected, while in section B.4 we present details about the Monte Carlo simu-

lation. In section B.5, we report how to optimize the neutron capture signal by varying aspects of

the experimental setup. Background and pile-up events are discussed in section B.6, along with

changes to the setup required to minimize them. Section B.7 describes the implications this mea-

surement could have on the sensitivities for light WIMP searches. We conclude in section B.8.

B.3 General approach

After a xenon nucleus captures a neutron, the g cascade leaves it with up to 0.3 keVnr of kinetic

energy that it dissipates among neighboring atoms, producing photons and electrons. In order for

the associated S1 and S2 signals to be cleanly recorded by a data acquisition system, the acquisi-

tion window cannot be contaminated by other ER or NR events. Only acquisition windows free

of ER events are chosen for the measurement, by selecting captures in which the de-excitation

g cascade escapes the active volume, and also by rejecting events with ER events that originate

externally. A neutron capture event can be positively identified if a separate detector outside the

TPC detects the g cascade, providing a timestamp to tag the capture NR.

Using a pulsed neutron source and a thin moderator between the source and detector, a set

of neutron capture events suitable for the measurement can be produced in each pulse. Since the

neutron capture cross section is roughly proportional to the inverse speed of the incident neutron

(except at resonances), capture events are mostly caused by slow neutrons in the TPC. The role

of the moderator is to slow down monoenergetic neutrons from the source, while discouraging

neutron capture in the moderator itself, as the resulting g rays are a source of pile-up. Accord-

ingly, the simulation shows that partial neutron moderation is ideal. The thin moderator allows
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fast neutrons into the TPC first, which are likely to scatter, followed by slower neutrons that are

captured. In this arrangement NR events due to neutron capture can be isolated from scattering

events with an appropriate time cut.

The observed S1 and S2 pulses have to be associated with the energy of the nuclear recoil that

produced them. While many previous measurements have had precise knowledge of the recoil

energies, for example by using the angle of the scattered neutrons [59, 154], this measurement

relies on a model of energy deposition in LXe due to the neutron capture process. The distribution

of NR energies simulated by this model will be used to calculate the sizes of the S1 and S2 signals

according to parameterized estimates of the yields below 0.3 keVnr. These parameters can be

adjusted to fit the calculated S1 and S2 sizes to the observed data, as performed in Ref. [58]. The

energy deposition model and its uncertainty are presented in Section B.4 and discussed in detail

in Appendix B.9.

B.3.1 Neutron interactions in liquid xenon

Upon capturing a neutron, most xenon isotopes promptly de-excite (within 1 ns) to their ground

state by releasing a cascade of g rays: AXe + n!A+1Xe + Âg [162]. In some cases, this process

also releases internal conversion electrons. If the de-excitation transition is direct, that is if a

single g ray carries away all the excitation energy (or equivalently, if several g rays are emitted in

the same direction), a nucleus initially at rest is given the maximum recoil energy

ER,max =
S2

n
2MXe

⇡ S2
n

✓
4⇥10�6

MeV

◆
, (B.1)

where Sn is the neutron separation energy of the newly created xenon isotope A+1Xe, and MXe

is its mass. Table B.1 shows neutron separation energies and the corresponding maximum recoil

energies for each of the naturally occurring xenon isotopes.

Most de-excitations occur with the emission of several g rays that exit the nucleus in different

directions, leaving the nucleus with recoil energy ER  ER,max. As a result, the recoil spectra
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Target Isotope Abundance (%) E⇤1 (keV) Capture Cross Section (b) Product Isotope Sn (keV) ER, max (keVnr)
124Xe 0.1 354.0 165 ± 20 125Xe 7603 0.230
126Xe 0.1 388.6 3.8 ± 0.5 127Xe 7223 -
128Xe 1.9 422.9 5.2 ± 1.3 129Xe 6908 0.187
129Xe 26.4 39.6 21 ± 5 130Xe 9256 0.332
130Xe 4.1 536.1 4.8 ± 1.2 131Xe 6605 0.168
131Xe 21.2 80.2 85 ± 10 132Xe 8937 0.305
132Xe 26.9 667.7 0.42 ± 0.05 133Xe 6440 -
134Xe 10.4 847.0 0.27 ± 0.02 135Xe 8548 -
136Xe 8.9 1313.0 0.26 ± 0.02 137Xe 4025 0.060

Table B.1: Properties of xenon nuclei that are relevant to interactions with slow neutrons: natural
abundances [163], energies of the first excited nuclear state E⇤1 [164], thermal neutron capture
cross sections, neutron separation energies Sn of the product nuclei, and the maximum recoil
energy ER, max imparted to the product nuclei by the g cascades following capture [163]. Of
primary interest to the proposed measurement are 129Xe and 131Xe due to their large natural
abundances, large thermal neutron capture cross sections, and the prompt g cascades of their
capture products. The isotopes with missing data in the last column produce activated products
upon neutron capture that do not decay promptly.

of each isotope will be a distribution bounded from above by ER,max, assuming the momentum

transferred to the nuclei from the collision with the neutrons is negligible. Otherwise one has

to add to this bound the energy transferred to the nucleus from the collision of approximately

En/131, where En is the kinetic energy of the neutron when it was captured. The NR events

selected for this measurement are produced from the capture of neutrons with an average energy

of 20 eV, which results in a negligible 0.15 eVnr contribution to the recoil energy. In contrast to

studies performed with germanium detectors, where monoenergetic recoils of 0.245 keVnr were

tagged using a g ray from a low energy excited state of 73Ge [159], the entire distribution of

capture-induced recoils in xenon will be used.

Metastable states with lifetimes many orders of magnitude greater than the capture states can

be populated by neutron capture or by the inelastic scattering of neutrons by xenon. The most

abundantly created metastable states are 129mXe and 131mXe, which produce prominent 236 keV

and 164 keV g lines, respectively [165]. These g rays also recoil xenon nuclei, but the resulting

events do not contribute to the NR calibration for two reasons. Most importantly, the magnitude

of nuclear recoils caused by the emission of these g rays is O(0.1 eVnr), and will not be sufficient

to produce quanta. Second, the half lives of the metastable states are too long (seconds to days)
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for them to be selected in time along with the neutron captures in each pulse.

Elastic scattering is an inefficient process to transfer energy from slow neutrons to xenon

nuclei due to the large difference in their masses and because no energy goes into altering nuclear

states [73]. Due to this inefficiency, a neutron has to scatter numerous times before it is captured,

resulting in a high rate of elastic scatters immediately after the neutron pulse. The simulations

show that the thermalization time of neutrons in LXe is O(10µs), after which they are readily

captured. The average time it takes for a neutron to be captured in the TPC after being emitted

is O(100µs). This is long enough for the time cut to be effective in isolating a collection of

NR events produced only by captures, with an acceptance of around 80% for the experimental

configuration discussed in Section B.4.2.

B.3.2 Signal selection

Although all capture events result in a recoiling nucleus, the signal events are defined to be

neutron captures that did not deposit more than 10 eVnr before capture in the TPC, and where

the entire g cascade escapes the TPC without depositing energy in it. If internal conversion

electrons and subsequent atomic emissions (X-rays and Auger electrons) are produced in an

event, it is discarded. This ensures that signal events have a pure NR signature. An example

of an NR spectrum due to the neutron capture de-excitation process, and the subset of signal

events, is shown in Fig. B.2 for a detector geometry that is discussed in Section B.4. Also

shown are the low energy nuclear recoil events due to elastic and inelastic neutron scattering. At

energies below 0.3 keVnr, neutron capture events contribute to the majority of the NR spectrum,

and signal events make up around 15% of captures in the TPC. The capture-induced NR events

above around 0.3 keVnr are due to collisions with faster moving neutrons, and can be removed

with a time cut.
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Figure B.2: Nuclear recoil spectrum due to neutron interactions simulated in the MiX detec-
tor. The shaded light green histogram (140,000 counts) shows all recoil events due to neutron
captures, while the shaded dark green portion (20,000 counts) only retains those where all of
the g-rays from the nuclear de-excitation process escape the active volume. The concentration
of signals below about 0.3 keVnr provides an opportunity for a measurement of quanta in this
energy region. Also shown are the recoil events due to elastic (dashed magenta) and inelastic
(dashed-dot blue) neutron scatters. All inelastic scatters are shown, regardless of whether their
de-excitation g-products escape the TPC.
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B.3.3 Tagging signal events using the LXe skin

Signal events can be positively identified if their g cascades are detected outside the TPC. A

natural location to detect the interactions of these g rays is the detector skin, the volume of

LXe immediately outside the TPC. In the MiX detector, this volume is ideal for tagging signal

events due to its large size. Simulations show that 70% of signal events can be tagged using an

instrumented skin with a 100 keVee energy threshold. In other words, less than 30% of signal

events emit g cascades that escape not only the TPC, but the surrounding skin region as well.

No significant bias on the NR energy spectrum is observed when taggable signals are selected.

Tagging offers a major reduction in the single-electron background commonly observed in LXe

TPCs that may otherwise dominate the number of events from neutron capture that also produce

single electrons [99].

B.4 Simulation

The NR energy distribution of neutron capture events depends on the detector’s neutron envi-

ronment and the nuclear properties of xenon. The passage of neutrons emitted from an external

source through the MiX detector, and the energy deposits of neutron capture events were studied

using a Monte Carlo simulation built with the GEANT4-based application BACCARAT, a detec-

tor independent framework developed by the LUX and LZ collaborations [166, 167]. The MiX

detector geometry was tessellated from existing CAD drawings and imported into this framework

using the CADMesh package [168].

B.4.1 Neutron model

The low energy neutron transport processes are modeled using the QGSP BIC HP physics list

in GEANT4, and the de-excitation process following neutron capture is simulated with the
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GEANT4 photon evaporation model. The photon evaporation model simulates discrete and con-

tinuous g cascades using the Evaluated Nuclear Structure Data File (ENSDF), and also simulates

internal conversion electrons [169]. The photon evaporation algorithm conserves energy and mo-

mentum, and appears to handle the dynamics of cascade production sufficiently well, although

it has not been experimentally validated. Validation requires measurements of the g spectra for

each multiplicity2 that have so far only been made for the target isotope 136Xe [170]. Since the

experimental concept relies on a comparison with simulations, a custom algorithm was imple-

mented to generate nuclear recoils from neutron capture and used to calculate the uncertainty of

the NR energy spectrum. This uncertainty, shown in Fig. B.3, incorporates discrepancies in the g

spectra between ENSDF and the evaluated gamma ray activation file (EGAF), which is an exper-

imental database of multiplicity-independent neutron capture g energies [171]. The uncertainty

calculation is discussed in Appendix B.9.

136Xe is not important to the proposed measurement due its low neutron capture cross section,

comprising only 0.1% of neutron capture events in natural xenon, and because its largest recoil

energy is 60 eVnr, which is too small to produce a signal. However it is the only isotope for

which data exists to make a comparison with GEANT4 that properly takes into account g spectra

at each multiplicity. Using the custom algorithm that generates nuclear recoil events from neutron

capture, the prediction of the NR spectrum from those data was compared with GEANT4 and a

weighted average difference of 39.7% was found in the 0�60 eVnr range. In Appendix B.9 this

calculation is presented and it is argued why such large discrepancies are not expected for the

other isotopes of xenon if measurements of their g spectra are eventually made.

B.4.2 Description of the setup

The MiX detector is a small dual-phase TPC at the University of Michigan that is ideally suited

to study properties of LXe. A cross section of the detector is shown in Fig. B.4. The MiX
2Multiplicity refers to the number of g rays emitted in a de-excitation.
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Figure B.3: Top: NR spectrum due to thermal neutron capture in LXe simulated using GEANT4.
The gray uncertainty band represents the total uncertainty, which incorporates discrepancies in
the g spectra between the ENSDF and the EGAF files. Bottom: The error band in the top panel
is presented as percent uncertainty for clarity.
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Figure B.4: 3D model of the MiX detector. The inner cryostat encloses the LXe space that
partially submerges the TPC assembly, and thus the TPC contains only a small fraction of the
LXe in the system. The thickness of the water tank shown here is 5 cm.

detector has a drift chamber with a diameter of 62.5 mm and a height of 12 mm. It was designed

and built to have good signal gains, with scintillation and ionization gains of (0.239 ± 0.012)

photoelectrons/photon and (16.1 ± 0.6) photoelectrons/electron, respectively [135]. The high

scintillation gain, which is crucial to measure the LXe response to low energy interactions [141],

is more than a factor of 2 larger than that of typical O(100 kg) scale detectors. This makes the

MiX detector a suitable candidate to perform an ultra-low energy NR calibration in LXe.

The feasibility study assumes a 2.45 MeV monoenergetic neutron source, modeled after an

upgraded Adelphi Technologies DD109 Deuterium-Deuterium (D-D) neutron generator. The

source has the ability to create pulses as short as 20 µs at an instantaneous rate of 109 n/s [58]. A

point source of neutrons that originates one meter3 away from the center of the TPC is simulated.

The solid angle of the neutrons that intercept the setup ranges from 0.1 to 0.35 steradians, de-

pending on the size of the water tank. The ability to produce short pulses of neutrons is essential
3The conclusions of this study do not strongly depend on this distance.
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Figure B.5: Kinetic energy distributions of neutrons as they enter the TPC after being moderated
by the water tank, shown for various thicknesses of the tank.

to isolate neutron capture events and mitigate single-electron background events, as discussed

in Sections B.5 and B.6, respectively. It is required that neutron interactions following a pulse

completely die off before the next pulse starts. This ensures that the timing effects in each cycle

can be treated independently.

A cylindrical water tank surrounds the detector to moderate the D-D neutrons for capture.

Neutron kinetic energies are shown in Fig. B.5 as they enter the TPC for various tank thick-

nesses. The neutrons are further moderated by xenon in the TPC. The NR energy distributions

for neutrons prior to capture are shown in Fig. B.6 for various tank thicknesses. For signal events

surviving the time cut, discussed in Section B.5.2, the energy dissipated in the TPC before the

neutrons are captured is insufficient to produce quanta. The simulation shows that 90% of those

signals events are due to neutrons that deposit less than 6⇥10�5 keVnr in the TPC by scattering.

The radial profiles of neutron capture interactions in the active volume of the MiX detector

are shown in Fig. B.7. Neutron capture events are concentrated on the edge of the TPC closest

to the neutron source. The signal population is also largely near that edge, because there is a

geometric advantage for g cascades escaping the TPC near a wall. Although the fiducial volume
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Figure B.6: Distributions of the NR energy transferred to xenon in the TPC by neutron scattering
before capture, shown for various thicknesses of the water tank.

in the MiX detector is only well defined within a radius of 29 mm, 80% of the signal events are

retained [135].

B.5 Signal optimization

There are two factors that contribute to an optimal signal: a high yield of signal events, and the

separability of these events from neutron scattering events. The simulation shows that the pres-

ence of a water tank to moderate the D-D neutrons boosts the fraction of signal events, and that

its thickness can be tuned to gain a favorable separation of neutron capture events. The analysis

of the time distributions of TPC neutron capture events provides suitable values for the neutron

generator pulse width wn and pulsing frequency f . However, wn and f are more strongly con-

strained by the rates of background and pile-up events. As discussed in Sections B.5.2 and B.6.3,

the optimal parameters for this experiment are a water tank of thickness 5 cm, neutron pulse

width wn = 30µs, and pulsing frequency f = 60 Hz.
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Figure B.7: Top: Neutron capture locations in the TPC (left), and signal event locations (right),
each normalized to unity. The neutrons enter the water tank from the right, which causes the
higher concentration of captures on the right edge. The white circle on the right plot indicates
the fiducial radius defined in the MiX detector [135]. Only 20% of signal events fall outside its
radius. Bottom: Radial positions of capture (light green) and signal (dark green) events. The
signal population scaled to the total counts of captures is also shown (dashed) to demonstrate the
higher concentration of signal events near the walls of the TPC.
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B.5.1 Signal and target energy estimates

Following the optimal configuration presented in Section B.5, estimates for the signal event rate

and target energy are discussed. With an instantaneous rate of 109 n/s emitted isotropically, 330

neutrons enter the water tank in each pulse. Of these, roughly 0.1 neutrons (0.03%) are captured

in the TPC, but only 0.015 events (15% of neutron capture events) end up as signal events. After

applying position cuts that only keep events within the MiX fiducial volume, i.e. within a 29 mm

radius of the active region, 0.004 signal events per pulse survive. This results in a signal event

every 250 pulses, or roughly 1 signal every 4 seconds at a pulsing frequency of 60 Hz. Using an

instrumented LXe skin with an estimated capture tagging efficiency of 70%, a final rate of 0.2

usable signal events per second is expected.

The lowest NR energy for this experimental configuration depends on the detector’s intrinsic

and neutron-induced backgrounds, the exposure, and the scintillation and ionization yields. Even

a basic estimate of this target NR energy requires an assumption of the yields below 0.3 keVnr

where there is currently no data, in addition to assumptions about the yet unmeasured background

levels in the MiX detector. The Noble Element Simulation Technique (NEST) v2.0.1 NR yield

model (which was modified to remove the sharp cutoff in the yields at 0.2 keVnr) and the photon

evaporation model were used to simulate quanta produced by the neutron capture events. The

simulation predicts a drop in quanta production at 0.13 keVnr, where an average of 0.2 ionized

electrons are expected. The drop in quanta production was confirmed by weighting the yields

directly from NEST with the NR spectrum. The quanta simulated for two months of runtime (106

usable signal events) were compared with the weighted NEST yields using a c2 test, scanned

over various energy thresholds. The threshold energy at which the goodness of the fit stopped

improving is consistent with the 0.13 keVnr target energy. The NEST extrapolation predicts an

average of 0.2 ionized electrons at 0.13 keVnr. Thus this energy threshold is within reach of a

two-month run.
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B.5.2 Timing of neutron interactions

Most neutrons are captured between 10 µs and 1 ms after they are emitted by the source as shown

in Fig. B.8 for a 5 cm water tank and a 30 µs pulse width. This is due to the joint effect of the

neutrons spending most of this time losing energy in the moderator tank and the fact that neutron

capture cross sections scale inversely to the incident neutron speed [162]. The signal window

corresponding to a pulse is defined as the period of time that starts when all neutron scattering

has died off, and ends when 99% of neutron capture signal events have been produced. The

typical size of a signal window for a 5 cm thick water tank is 0.55 ms.

Less than 2% of the captured neutrons are not slowed down significantly and are captured

early in the TPC, creating extra recoil energy due to the collision. This population can be seen

in the top left quadrant of Fig. B.8 with recoil energies greater than 0.3 keVnr, which is the

maximum recoil energy expected due to g emissions from stationary xenon nuclei. These events

extend up to the width of the pulse, and can be easily removed with a time cut.

An advantage of using a water tank moderator together with a pulsed neutron source is that

the former’s thermalization effect separates the scattering from capture events in time, creating

a pure collection of neutron capture events over several pulses. The signal separability TNR is

quantified (averaged over numerous cycles) as

TNR(E#,wn) =
Number of capture signals after the last scatter

Number of scattering events
, (B.2)

where only events with deposited energy below E# are kept, and where the neutron pulse width

is wn. The time at which all the scattering interactions have died off is defined as the last scatter

time. Therefore, the numerator represents the signal events in a cycle that are desirable for the

measurement since they will not be accompanied by recoil events due to scattering. Figure B.9

shows these populations for E# = 1 keV, a 5 cm water tank, and a pulse width wn = 30µs. The

area of the hatched portion represents the numerator of Eq. B.2 while the area of the elastic
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Figure B.8: Recoil energy of the xenon atoms at the time the neutrons were captured for 105

neutron captures. The simulation corresponds to a 5 cm water tank and a 30 µs pulse width. A
small fraction of neutrons, shown in the top left quadrant, reaches the TPC early with enough
energy to cause collisional recoil energies noticeably greater than the 0.3 keVnr possible by the
g cascades alone. The time of flight of these events is O(100 ns), so they abruptly cease shortly
after the pulse ends at 30 µs.
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Figure B.9: Time distribution of the neutrons that interact with the active LXe volume in the
TPC, from a simulation done for a 5 cm water tank and wn = 30µs. The total counts due to
neutron capture (light green) and elastic scattering (dashed magenta) are normalized to unity.
Inelastic scattering events are omitted from this plot for clarity as their rate is a hundred-fold less
than the elastic rate. All events shown here deposit less than 1 keVnr. The dark green histogram
shows all signal events, and the hatched portion shows the signal events that occur after the last
scattering time. Visual checkpoints for when 50% and 90% of all signal events occur are shown
with the vertical dashed and dotted lines, respectively.

scatter portion (under the dashed magenta line) represents the denominator. Although a neutron

pulse width of wn = 30µs is used for Fig. B.9, the timing of neutron capture events is not very

sensitive to wn. Rather, it is the timing of the neutron scattering processes, which take place in

less than 50 µs, that more keenly depend on wn. This fact can be used to maximize the number

of signal events that occur after the last scatter time. The effects of varying the pulse width are

discussed in Section B.5.3.

Although the time distribution of neutron capture events is relatively unaffected by the pulse

width, the time of last scatter and therefore the number of capture events that occur in the signal

window is sensitive to wn. Nsignal(E#,wn) is defined as a measure of the fraction of usable signal
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Figure B.10: Recoil energy distributions of the signal events inside the signal window (solid)
and before the signal window (dashed) for wn = 30µs and a 5 cm water tank moderator. Waiting
until the last scatter occurs ensures that the capture of fast neutrons, which are associated with
larger recoil energies, are not included in the analysis.

events, such that

Nsignal(E#,wn) =
Number of capture signals after the last scatter

Total number of capture signals
, (B.3)

where as in Eq. B.2, only NR deposits with energy less than E# are kept. Figure B.10 shows the

recoil energy distributions of signal events before and inside the signal window for a 5 cm water

tank and wn = 30µs. Excluding early signal events with a time cut has the benefit of removing

events with extra recoil energies attributed to the faster neutron collisions. This time cut retains

a majority (80%) of the signal events.

The metrics TNR and Nsignal summarize the general features of the neutron interaction time

structure. These are evaluated for different thicknesses of the water tank and shown in Table B.2

for wn = 30µs. The rate of neutron capture in the TPC drops for both small and large tanks. For

small tanks, the rate drops due to insufficient neutron moderation. For large tanks, it is due to

fewer neutrons making their way into the TPC. However, larger tanks offer a greater degree of

192



Thickness [cm] Captures [%] Signals [%] TNR Nsignal

2 0.007 0.0010 0.02 0.61
5 0.032 0.0047 0.15 0.81

10 0.045 0.0068 0.36 0.89
15 0.033 0.0051 0.57 0.92
20 0.020 0.0030 0.71 0.94
25 0.010 0.0016 0.98 0.95

Table B.2: Properties that influence the choice of water tank moderator thickness, including the
neutron capture and signal percentage of neutrons entering the water tank, the signal separability
metric TNR(1 keVnr,30µs), and Nsignal(1 keVnr,30µs).

scatter-capture separation.

B.5.3 Neutron pulse width

At first glance, it may appear advantageous to have a large pulse width by considering the pro-

portional increase in neutrons emitted per pulse. However, signal events are selected using the

signal window time cut, which has an efficiency that depends on the pulse width. Since the signal

window is defined to be between when the neutron scattering and neutron capture events end, the

timing of the capture and scatter processes are analyzed as a function of pulse width.

The time structure of the neutron capture population does not have a significant dependence

on wn. The thermalization process in the water tank sets a characteristic time scale of O(100 µs)

for the neutron capture distribution (see Fig. B.9 for the 5 cm tank). As long as this time scale

is greater than wn, the time structure of the captures is insensitive to changes in wn. By the

same argument it is noted that the neutron scattering population is more responsive to changes

in wn because scatters occur much earlier than the bulk of neutron captures. As an example, the

characteristic scattering time set by a 5 cm water tank is around 10 µs, and thus the resulting time

structure is affected by values of wn larger than 10 µs (in Fig. B.9 the last scatter time is prolonged

to 30 µs). While the signal window shrinks as its beginning is postponed with increasing wn, the

reduction is negligible until wn approaches the time scale of neutron captures.
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The results are summarized in the top two panels of Fig. B.11. The first panel shows the

number of signal events in the signal window as a function of neutron pulse width for various

water tank thicknesses. The proportional increase tapers off when wn approaches the neutron

thermalization time set by the water tank, because the signal window begins at later and later

times as the scattering events are prolonged. The second panel confirms that the scattering and

capture distributions, which set the beginning and end of the signal window, are insensitive to

changes in the pulse width until it is on the order of the thermalization time in each tank. These

considerations suggest that using an arbitrarily large neutron pulse width would be beneficial, if

not for the degradation of the separability metrics Nsignal and TNR, defined in Eqs. B.2 and B.3.

These quantities are shown as a function of wn in the bottom two panels of Fig. B.11. The fall of

these metrics at longer pulse widths is caused by the extension of the last scatter time.

As a result the neutron pulse width is constrained to be no more than O(100µs). The gener-

alization of this constraint can be obtained by comparing the characteristic timing of scattering

and capture processes in a detector. A stronger constraint on the pulse width arises when con-

sidering the mitigation of background and puile-up events produced directly by neutron captures

that could pollute the signal window. This is further discussed in Section B.6.

B.6 Expected backgrounds

We now consider three types of non-NR events that could reduce usable signal counts: i) the low

energy ER background from the g cascades of activated and capture products, and from radiation

in the environment, ii) the single electron (SE) background, and iii) the high energy ER events

in the TPC. The first two produce small S1 and S2 signals that may overlap the faint signature of

neutron capture events. In contrast, the third produces large S1 and S2 signals that may coincide

with the signal events in time, temporarily blinding the detector.
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Figure B.11: Simulated metrics as a function of neutron pulse width for 109 n/s and various
water tank thicknesses. Top: Number of signal events falling inside a signal window. Center
top: Width of the signal window, which begins after the last scattering event and ends when 99%
of signal events have been produced after the last scatter. Center bottom: Nsignal for events that
deposit less than 1 keVnr in the TPC. Bottom: TNR for events that deposit less than 1 keVnr in
the TPC. 195



B.6.1 Low energy ER background

Neutrons in the vicinity of the detector are an indirect source of ER events in the TPC due

to the de-excitation cascades of nuclei that undergo neutron interactions. g-producing neutron

interactions (capture or inelastic scatter) can happen both inside and outside the TPC. Most of

the ER events in the MiX detector originate from outside the TPC, where there are large amounts

of LXe and water (see Fig. B.4). These events are called external ER events, as opposed to

internal ER events that are accompanied by a small NR signature. Table B.3 shows neutron

capture events partitioned according to where the capture and subsequent ER energy deposit

occur.

ER Deposit

Inside TPC Outside TPC

Neutron
Capture

Inside TPC Internal Bkgd. Signal

Outside TPC External Bkgd. Undetected

Table B.3: Classification of events based on where the g-producing neutron interaction and sub-
sequent ER energy deposit took place.

The low energy component of both the internal and external ER events are found to be small

compared to the number of neutron capture signal events for the tank thicknesses considered

here. Figure B.12 shows the internal and external components of the ER background for a 5 cm

water moderator without clustering applied to the energy deposition sites. This represents an

upper bound of the ER counts, amounting to less than 0.1% of the number of neutron capture

signals below 0.5 keV. As expected for a large volume of LXe outside the TPC, most of the

background is external, and a large majority (95%) originate from neutron capture g cascades.

B.6.2 Single electron Background

Small electron backgrounds are one of the biggest obstacles to the low energy sensitivity of

LXe TPCs. Their high rate poses challenges to searches where the expected ionization signal is
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Figure B.12: Deposited energy spectrum due to the internal (dotted) and external (dashed) ER
background below 0.5 keV without clustering applied, for a 5 cm water moderator. Also shown
is the corresponding recoil spectrum due to the neutron capture signals. This simulation assumes
a 1.2 day exposure with a 30 µs pulse width and 60 Hz pulsing frequency, resulting in 20,000
neutron capture signal events. The number of ER counts below 0.5 keV is less than 0.1% of the
number of NR signal counts.
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only a few electrons, as for ionization-only analyses, or in searches for the coherent scattering

of solar neutrinos [172–176]. Single electron (SE) backgrounds are particularly challenging for

low energy yield measurements because a significant fraction of NR events below 0.3 keVnr

produce only one electron [157]. According to the NEST model, of all neutron capture signals

that produce an ionization signal, 80% produce a single electron.

Although the origin of the SE background is not known with certainty, it has been observed

that it is almost always preceded by large ionization signals. Background SE events have been

observed to persist much longer than the maximum drift time after the initial interaction [99,

177]. Further, this time behavior has been found to depend on runtime parameters like the purity

of the LXe and the magnitude of the electric field [178]. Despite the dedicated studies that have

been performed using data from multiple detectors, an accurate simulation of this background is

still out of reach [99, 179].

The rate of the SE background is expected to be higher in the signal window, due to the

capture-induced g cascades adding on to g radiation from the environment. The background SE

events are indistinguishable from electrons produced by capture-induced recoils of signal events.

They will have to be subtracted following a measurement of the SE rate in the signal window,

in a manner similar to the background subtraction in Ref. [59]. Due to difficulties in modeling

the SE background, it can only be properly addressed after an explicit measurement. After such

a measurement there are solutions for mitigation at the hardware [99, 180] and analysis [181]

levels.

The background SE rate must be taken into account when deciding the neutron pulsing fre-

quency. Given that all neutron interactions following a 30 µs pulse die off 1 ms after the start

of the pulse (see Fig. B.9), a strict upper bound on the pulsing frequency can be set at 1 kHz.

Above this frequency, neutron scatters will start to overlap the isolated capture population. In

practice it is likely that high background SE rates in the signal window will disfavor the maxi-

mum pulsing frequency, and that some time is needed after a pulse for the background SE rate to

decay away. A trade off will have to be made on the pulsing frequency to optimize the number of
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background-subtracted single electrons produced by signal events. For this study, a pulsing fre-

quency of 60 Hz is assumed based on an investigation into the decay rate of the SE background

performed by the LUX experiment, where the intensity of the SE rate was observed to drop ten-

fold in 16 ms [99]. The pulsing frequency will have to be tuned following a measurement of the

SE rate and its decay constant in the MiX detector.

B.6.3 Pileup from high energy ER events

High energy ER events can coincide with the neutron capture signal and contribute to pileup,

decreasing the number of clean acquisition windows that contain only the S1 and S2 pulses of

the signal event. The source of these ER events can be both internal and external, although in

the MiX detector the internal component is negligible. A distribution of ER energy deposits in

time, summed over many neutron pulses, is shown in Fig. B.13 for a 5 cm water tank. The two

main contributors to this background are the hydrogen in the water and the LXe outside the TPC.

In the following, the ER pileup is minimized and constraints for the size of the water tank and

length of the neutron pulse are obtained.

Within a given signal window, both the number of high energy ER events originating from

neutron capture and the number of neutron capture signals are modeled according to Poisson dis-

tributions. This is a valid approach as long as neutron-induced interactions from previous pulses

do not leak into the current signal window. As mentioned in Section B.6.2, this leakage would

only occur for pulsing frequencies larger than 1 kHz. Each pulse can be treated as independent.

The quantity of interest is the probability P that a given signal window has no large ER deposits,

while containing a signal event, such that

P = Pois(0,ERexternal)⇥Pois(1,NRsignal), (B.4)

where ERexternal is the average number of external ER events in a signal window, and NRsignal

is the average number of signal events in a signal window. NRsignal automatically excludes
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Figure B.13: Distribution of high energy ER deposits in the TPC as a function of time elapsed
since the beginning of a neutron pulse of width 30 µs. Simulated for a 5 cm water tank, ER events
resulting from 3,000 pulses are shown, corresponding to about 12 signal events. Shown in orange
is the signal window for this configuration, presented in the center top panel of Fig. B.11.
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Figure B.14: Probability P of obtaining a clean signal window where no signal event is ac-
companied by an ER deposit, as a function of neutron pulse width wn. Curves are shown for a
representative set of water tank thicknesses.

internal ER contributions since signal events are defined as captures inside the TPC that are

not accompanied by ER deposits. Figure B.14 shows the probability of a given signal window

having one signal event and no ER deposits as a function of wn for several thicknesses of the

water tank moderator. While the number of signal events proportionally increases with wn, there

is a corresponding rise in the rate of external ER background due to the capture products of

material outside the TPC. This sets a strong constraint on the optimal value for the neutron pulse

width, specific to each water tank thickness. A water tank with thickness 5 cm and wn = 30µs

are identified as optimal. Note that the ER pileup can be further mitigated if the capture signal is

tagged by its g cascade using the LXe skin. This allows to precisely determine the time when the

capture occurred.
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B.7 Implications for dark matter searches

Measurements of the NR quanta yields in LXe below 0.3 keVnr would provide an absolute

detector-independent calibration for LXe experiments. A lower energy threshold allows xenon

interactions with slower WIMPs to be detected, increasing the number of observable WIMP

events. The increase in counts becomes more significant for lighter WIMPs, where the cutoff

velocity for particles to produce detectable NR events is in the tail of the Maxwell-Boltzmann

velocity distribution. Figure B.15 shows the gain in sensitivity for light WIMPs in an ideal-

ized LXe detector, assuming the yield models in NEST v2.0.1 (which was modified to remove

the sharp cutoff in the yields at 0.2 keVnr) are experimentally realized down to 0.1 keVnr [182].

These sensitivity curves assume a two extracted-electron threshold, a 0% WIMP acceptance for

recoil energies below various energy thresholds, and no PMT coincidence required in NEST. In

addition to greater sensitivity to light WIMPs, lower energy thresholds offer the following ben-

efits. First, if light (below 10 GeV) WIMPs are discovered, the interaction cross section can be

reconstructed with higher precision [183]. The interaction cross section for light WIMPs suffers

a degeneracy because only the high-v tail of the velocity distribution is probed. Furthermore, per-

forming an ultra-low energy NR calibration will allow the routine projections down to 0.1 keVnr

found in the direct detection literature to be either corroborated or refuted [184, 185].

B.8 Conclusion

This study focuses on an experimental concept to measure the LXe response to low energy NR

interactions using the recoils of neutron capture products. It is emphasized that using a small

detector with high light and charge collection efficiencies enhances the chances of a successful

measurement.

To establish feasibility, simulations were performed for the MiX detector, a small dual phase

TPC designed to maximize light collection, and a pulsed D-D generator as a neutron source. The
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Figure B.15: The projected 90% sensitivities for a generic background-free LXe experiment with
a full LUX-like exposure are shown for different energy thresholds in solid maroon, red, and
orange curves. The limits are generated using the NEST 2.0.1 default yield models [182]. The
searches use both ionization and scintillation channels with no PMT coincidence requirement
and a two extracted-electron threshold. A 0% signal acceptance is enforced for recoil energies
below the indicated values. The solid and dashed blue curves verify that the LUX result is fairly
reproduced [186]. Also shown are limits from LZ (dashed black) [187], XENON1T (dashed
green) [188], and DarkSide-50 [189] (dashed purple)

.

203



small size of the active LXe volume allows about 15% of the g cascades resulting from neutron

capture to escape the TPC, leaving behind a pure NR signature. A pulsed neutron source induces

a time structure for the neutron interactions that allows a large fraction of the neutron capture

events (80%) to be isolated. These signals can be positively identified using an instrumented

LXe volume outside the TPC that can record the g cascades. The isolated fraction is found to

depend on the thickness of the water tank moderator that surrounds the detector, and a trade off

has to be made between the higher statistics allowed by smaller tanks, and the higher separability

of signals allowed by larger tanks.

The parameters of the neutron generator are found to affect the numbers of signal, back-

ground, and pile-up events. A trade off also has to be made between a large neutron pulse width,

which increases the number of neutron capture events, and a small pulse width, which decreases

the rate of ER pile-up originating from neutron capture outside the TPC. A similar but inde-

pendent compromise is struck for the pulsing frequency, which is constrained from above to

mitigate single electron backgrounds, but needs to be sufficiently high for a proper background

subtraction.

The neutron capture population identified in this study constitutes an ideal set of events

for probing the scintillation and ionization yields down to 0.13 keVnr, with the recoil events

at 0.3 keVnr serving as a cross-reference to the current lowest measured ionization yield [58].

Whether or not the fundamental limits of NR quanta production are accessible, the results of

such a measurement will extend the present knowledge of low energy physics in LXe, and in-

crease the power of direct detection experiments that use it.

B.9 Appendix: Neutron capture model uncertainty

The GEANT4 photon evaporation model simulates g cascades by sampling the evaluated ex-

perimental nuclear structure data (ENSDF) maintained by the national nuclear data center at

Brookhaven National Laboratory [190, 191]. The model then uses the g energy spectra and mul-
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tiplicity distributions as inputs to generate the neutron capture recoil events. To the best of our

knowledge, the g energy spectra for each multiplicity and the multiplicity distributions have not

been measured for any isotope of xenon except 136Xe [170]. A custom model to generate recoil

events was written using the g spectra and multiplicities as input parameters to study the effect

on the NR spectrum. The sources of uncertainty arising from those parameters and the sam-

pling method in the custom model were combined to obtain an uncertainty of the GEANT4 NR

spectrum. A direct comparison of GEANT4 and data from 136Xe is also made.

B.9.1 NR uncertainty calculation

The evaluated gamma ray activation file (EGAF) is a database of neutron capture g ray energies

and cross sections prepared by the International Atomic Energy Agency [171]. This database was

formed by merging elemental g spectrum measurements taken in 2002 at the Budapest Research

Reactor using a high-purity germanium detector with nuclear structure data [192]. By comparing

the GEANT4 spectra with the EGAF database, the uncertainty in the NR spectrum was estimated.

Since the EGAF database does not include multiplicity information, it is not possible to adjust

the photon energies in GEANT4 and repeat the simulation. Instead, a model is constructed

to produce recoil events from a single, multiplicity-independent photon energy spectrum for

each isotope. The recoil events generated by the model can be combined according to isotope

abundances and an estimate for the multiplicity distributions to produce a final NR spectrum.

The algorithm is as follows: Given a normalized photon energy spectrum, neutron separation

energy Sn [163], and desired multiplicity k, take k-1 random samples from the spectrum and

calculate the sum of their energies Ek�1 = Âk�1
i=1 Ei. Let Emin and Emax be the respective lowest

and highest photon energies in the sampled spectrum. Then if Sn - Emax < Ek�1 < Sn - Emin,

set the final g energy to Sn - Ek�1 to conserve energy. If Ek�1 is not in the acceptable range,

reject the event and re-sample a new set of k�1 energies. Once a complete set of k photons has

been generated, choose random directions in 4p for each g and calculate the nuclear recoil using
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momentum conservation.

To compare the GEANT4 results with the EGAF database, the uncertainty associated with

the sampling method must be accounted for. The simulation provides multiplicity-independent

g energy spectra for each isotope. The average multiplicity kavg is calculated by dividing Sn by

the average g energy. Although it is possible to directly extract multiplicities from GEANT4, a

Gaussian distribution about kavg is assumed so that the same process may be applied to the EGAF

data, which does not contain multiplicity information. The effective cross section is calculated

for each isotope as the product of the natural abundance and the thermal neutron capture cross

section. The effective cross sections are used to weigh the fraction of samples taken from each

isotope’s energy spectrum. The effective cross sections indicate that 129Xe, 130Xe, and 131Xe

make up more than 99% of neutron capture events. Thus the analysis is restricted to these three

isotopes. With a total of 500,000 events, the sampling method is used to generate recoils, and the

result is compared with recoils simulated by GEANT4. As shown in Fig. B.16, the recoil spectra

match well above 0.13 keVnr, validating the sampling method and the multiplicity assumption.

Figure B.16: Nuclear recoil spectra for 500,000 neutron capture events produced by the
GEANT4 simulation and reconstruction for 129Xe, 130Xe, and 131Xe. The reconstructed re-
coil energies skew slightly lower than the GEANT4 simulation, but the spectra match well above
0.13 keVnr.
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Figure B.17: Nuclear recoil spectra for 500,000 neutron capture events produced by GEANT4
simulation, GEANT4 reconstruction, and reconstruction using the EGAF database. The uncer-
tainty in the EGAF NR spectrum (purple band) is calculated by varying the width of the Gaussian
g multiplicity distribution for each isotope. The EGAF reconstruction matches the GEANT4 sim-
ulation closely for energies greater than 0.13 keVnr.

Next, the same sampling procedure is carried out using g energy spectra from the EGAF

database to compare with the NR spectrum obtained from GEANT4. A uniform standard de-

viation of 1.5 was chosen for the Gaussian multiplicity distributions for the g spectra obtained

from GEANT4, because that value produced the recoil spectrum that most closely matched the

GEANT4 simulation. For EGAF, however, there exist no multiplicity distributions. For each

isotope, the EGAF data are sampled using Gaussian distributed multiplicities with standard de-

viations between 1 and 5. The absolute minimum and maximum counts of NR events are cal-

culated in each energy bin. Those counts become the lower and upper bounds for the EGAF

NR spectrum, shown in Fig. B.17. The EGAF spectrum matches the GEANT4 simulation well

for energies above 0.13 keVnr. The discrepancy at low energies is attributed to disagreements

between the GEANT4 and EGAF g energy spectra for 130Xe.

The three sources of uncertainty, which include i) the uncertainty associated with simplifying

assumptions made by the sampling method, ii) the discrepancy between the g spectra obtained
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from the EGAF database and the GEANT4 simulation, and iii) the variability in the EGAF NR

spectrum calculated from varying the widths of the Gaussian multiplicity distributions, are added

in quadrature to produce the final uncertainty band on the NR spectrum, shown in Fig. B.3. Ulti-

mately, the uncertainty in the NR spectrum will be propagated to the yield models following the

neutron capture calibration in the MiX detector.

B.9.2 Comparison with 136Xe data

A similar analysis was performed for 136Xe using measurements of neutron capture g cascades

taken at the Detector for Advanced Neutron Capture Experiments (DANCE) at the Los Alamos

Neutron Science Center in 2016 [170]. Unlike EGAF, these data include g energy spectra for each

multiplicity as well as the overall multiplicity distribution. Since the maximum recoil energy of

136Xe is 60 eVnr, which is well below the target energy threshold, it will not contribute to the

neutron capture calibration. However, it is the only isotope that allows a comparison between

the NR spectrum simulated in GEANT4 and a NR spectrum calculated from measured g spectra

with multiplicity information.

136Xe has a relatively small capture cross section and natural abundance (see Table B.1),

and contributes only 0.1% of the neutron capture events in natural xenon. Therefore, GEANT4

simulations were run using isotopically pure 136Xe rather than natural xenon to extract both the

multiplicity distribution and the g energy spectra. NR spectra were produced for each multi-

plicity, then combined according to the weights specified by the multiplicity distribution. The

same analysis was performed using DANCE data, and the count-weighted relative difference

was calculated in the resulting NR spectra. Taking into account the multiplicity weights from

the GEANT4 simulation and the DANCE data eliminates the systematic uncertainties associated

with sampling the same g spectrum irrespective of multiplicity, and the assumption of Gaussian

multiplicity distributions. This allows to more accurately quantify the impact of variability of the
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g energies on the resulting NR spectra.

The discrepancy between the 136Xe NR spectra produced using g energies from GEANT4

and DANCE is represented by a weighted average difference of 40%, taken over the full 0 -

60 eVnr energy range. Above a 30 eVnr threshold, the weighted average difference drops to

27%. These differences indicate a disparity between the GEANT4 photon evaporation model

and experimental data, and that it is particularly pronounced at low NR energies. However, note

that 136Xe is not representative of other xenon isotopes because the GEANT4 g spectra for 136Xe

are sparse (15 lines total) compared to those of more abundant isotopes (more 500 lines each

for 129Xe and 131Xe). The small number of g energies makes the resulting 136Xe NR spectrum

sensitive to discrepancies between the g spectra from GEANT4 and DANCE. The larger number

of lines in the other isotopes are expected to lead to smaller differences in the NR spectra due to

discrepancies in g energy distributions.
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