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ABSTRACT

Shock waves emerge following the rapid release of energy in a flow. The interaction of shocks
with interfaces separating dissimilar fluids generates complex systems of waves and stimulates
mixing between those fluids. Shock waves are utilized in engineering applications for their ability
to rapidly compress materials. In dynamic compression experiments, such shock waves are utilized
to access extreme pressure states that can be measured in the laboratory, uncovering the behavior of
materials at conditions consistent with and improving models for the interiors of gas giant planets
or the atmospheres of white dwarf stars. In inertial confinement fusion, shock waves compress
a spherical capsule of fusion fuel to the point where nuclear fusion may take place, releasing
an enormous amount of energy that may one day be harvested to generate electricity. However,
the shock-induced mixing between different layers of the fuel capsule inhibits the confinement
of the fuel required for a self-sustaining reaction. The same type of mixing occurs during the
cataclysmic collapse and rebound of stars during type-II supernovae and stimulates the transport
of stellar core elements throughout the universe. Furthermore, shocks generated from supernovae
and other astrophysical phenomena can interact with interstellar gas, stimulating the hydrodynamic
motion that is responsible for the structure of molecular clouds, nebulae, and debris rings. The
objective of this thesis is to advance the current understanding of shocked interfacial hydrodynamics
for the development of improved dynamic compression experiments, the mitigation of mixing in
inertial confinement fusion, and an enhanced understanding of how shock-induced mixing affects
supernovae and other astrophysical flows.

To this end, an approach for strengthening shocks in compression experiments is developed. The
method replaces sharp interfaces with an intermediate region bridging the impedance mismatch
between two materials. By appropriately designing this region, up to twenty-five percent greater
shock pressures can be achieved for a finite duration of time, with an exponential discretization of
the intermediate region impedance being the most effective distribution for strengthening strong
shocks.

Next, data are obtained from dynamic compression experiments examining helium in excess of
3.5 Mbar. The data show significant reflectivity and an increase in compressibility, likely caused
by the onset of continuous ionization. The novel data serve as important benchmarks for density
functional theory and models for Jovian interiors and white dwarf atmospheres.
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In two spatial dimensions, the interaction of two adjacent bubbles of different sizes in a shock-
induced mixing region is investigated numerically. A significant departure from existing bubble-
merging models is observed, resulting in the ejection of vortex dipoles that escape the confines of
the mixing region, which is well predicted from a vorticity-based criterion. Theory is subsequently
developed to describe the formation and scaling of vortex rings, the azimuthally symmetric analog
to vortex dipoles, emerging from shocked interfacial mixing regions.

Finally, the three-dimensional stability of vortex cores, including those generated from shock-
interface interactions, is investigated, and the behavior of linear perturbations undergoing the
cylindrical Crow instability is uncovered. The analysis is applied to Supernova 1987A, a system
with an equatorial ring surrounding the location of the progenitor star along which there are 28 mass
clumps. The dominant unstable wavenumber is consistent with the number of observed clumps,
suggesting that the Crow instability initiates clumping in Supernova 1987A and other star systems
with equatorial rings.
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CHAPTER 1

Introduction

The rapid release of energy in a fluid flow can lead to the generation of shock waves, flow dis-
continuities across which the pressure and density increase, often dramatically [50]. Shocks occur
in a wide variety of natural contexts including volcanic eruptions [260], cavitation bubble col-
lapse [288], and supernovae [1], and engineering applications such as supersonic flight [6] and
inertial confinement fusion (ICF) [17]. In many scenarios, the shock passes through an interface
separating materials of different densities, as in laser-driven shock compression experiments de-
signed to study the behavior of materials in extreme pressure environments like those in planetary
interiors [29, 36, 75, 176]. In addition to the compression of the material into which a shock
propagates, a shock wave passing through an interface can give rise to fluid mixing through the
Richtmyer-Meshkov instability (RMI) [162, 220]. This mixing occurs during supernovae, affecting
the development of any ensuing nebulae [110], as well as in ICF, where it is detrimental to the
confinement of fusion fuel [286]. Finally, the dynamics of vortex cores, potentially generated from
interfacial vorticity deposited by a shock, may stimulate the formation of isolated vortex structures
and clumping in astrophysical debris clouds [8, 53].

The objective of this thesis is to advance the current understanding of hydrodynamic phenomena
that emerge as a consequence of a shock wave passing through a fluid interface, with applications to
dynamic compression research, RMI mixing in ICF and supernovae, and vortex-core dynamics in
both astrophysical and Earth-bound flows. This introduction provides an overview of the physical
system of interest relevant to the applications along with necessary background required to interpret
the technical chapters that follow.

1.1 Physical System and Governing Equations

A fluid is a substance that continuously deforms under the application of shear. Fluids include
liquids, which conform to the shape of but do not expand to fill their container, and gases, which both
conform to and fill the volume of any bounding container. Plasma, being ionized gas, is also a fluid,
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though one where additional physics may emerge as a result of the presence of charged particles.
At any given time, the fluid is characterized by a number of thermodynamic state variables (e.g.,
pressure, density, internal energy, etc.) that may vary in space. The flow, or time evolution of the
state, of a fluid is governed by statements expressing conservation of mass, momentum, and energy.
Simply put, the rate at which these quantities increase or decrease in an arbitrary volume must equal
the sum of the rate at which that quantity enters or leaves through the boundary of that volume and
the rate at which that quantity is generated or dissipated within that volume. This statement holds
for fluids, which are made up of a collection of molecules, when the relevant lengths, scaling as the
cubic root of the relevant volume, in the flow are large compared to intermolecular distances, the
basic assumption of continuum mechanics.

Given that continuum mechanics holds, the governing equations emerging from the principles
of mass, momentum, and energy conservation can be closed with a relationship, known as an
equation of state (EOS), that describes how any state variable changes as a function of any two
other independent state variables. In flows with shock waves, the fluid’s inertia is often large such
that the effects of viscosity, an intrinsic property of a fluid to resist flowing, are rendered negligible.
Furthermore, the time dynamics on which shocked flows develop often exceed those of body forces,
like gravity, motivating their exclusion. Under these constraints, the physical system of interest is
governed by the Euler equations,

𝐷𝜌

𝐷𝑡
+ 𝜌∇ · u = 0 (1.1)

𝐷u
𝐷𝑡

+ 1
𝜌
∇𝑝 = 0 (1.2)

𝐷𝑒

𝐷𝑡
+ 𝑝

𝜌
∇ · u = 0, (1.3)

where 𝜌, 𝑝, u, and 𝑒 are the fluid density, pressure, velocity, and internal energy, respectively, and
𝐷
𝐷𝑡

= 𝜕
𝜕𝑡

+ u · ∇. Unless otherwise stated, a calorically perfect gas is assumed such that 𝑒 = 𝑐𝑣𝑇 ,
where the constant 𝑐𝑣 is the specific heat at constant volume and 𝑇 is temperature. The governing
system of equations is then closed by the ideal gas EOS, 𝑝 = 𝜌𝑅𝑇 , where 𝑅 = 𝑐𝑝 − 𝑐𝑣 is the specific
gas constant and the constant 𝑐𝑝 is the specific heat at constant pressure.

1.2 One-Dimensional Flows

While the Euler equations are a complex system of nonlinear partial differential equations, analytical
solutions exist when certain approximations hold. The intuition gained from examining a simplified

2



Figure 1.1: Schematic showing the propagation of a steady shock wave.

set of equations can often aid in the interpretation of complex physics that emerge when such
approximations are relaxed. The intuition required to understand the technical chapters of this
thesis is therefore built by systematically adding dimensions, in both space and time, starting from
the simplest nontrivial shocked flow, the steady shock in one spatial dimension.

1.2.1 Steady Shocks

Consider a disturbance propagating in one dimension 𝑥 at some constant velocity 𝑊 that sepa-
rates two uniform flow regions of constant aerothermodynamic states (i.e., thermodynamic state
with velocity additionally specified, herein referred to only as “state”) 𝐿 = [𝑢𝐿 , 𝑝𝐿 , 𝜌𝐿] and
𝐿0 = [𝑢𝐿0 , 𝑝𝐿0 , 𝜌𝐿0], as shown in Figure 1.1. If the steady, i.e., time-independent, disturbance
propagating into state 𝐿0 is a shock wave, then 𝑢𝐿 > 𝑢𝐿0 , 𝑝𝐿 > 𝑝𝐿0 , and 𝜌𝐿 > 𝜌𝐿0 . The strength
of the shock can be defined in terms of its propagation speed with respect to the sound speed
𝑎 =

√︁
𝛾𝑝/𝜌, where 𝛾 = 𝑐𝑝/𝑐𝑣, of the fluid into which it propagates, a quantity known as the Mach

number 𝑀 = (𝑊 − 𝑢𝐿0)/𝑎𝐿0 . The relationship between states 𝐿, the shocked state, and 𝐿0, the
unshocked state, can be determined as functions of 𝑀 [6].

1.2.2 Unsteady Shocks

The flow becomes more complex with the introduction of any unsteadiness, e.g., if the shock
suddenly changes velocity from passing into a different material with state 𝑅 such that 𝑝𝑅 = 𝑝𝐿0 ,
𝑢𝑅 = 𝑢𝐿0 , and 𝜌𝑅 ≠ 𝜌𝐿0 , as shown in Figure 1.2, where a new axis is added to represent time 𝑡.
When the shock meets such an interface, it is transmitted into the new material, a wave is reflected
back into the shocked material, and the velocity of the interface increases in the direction of shock
propagation. Two new states 𝐿∗ and 𝑅∗ emerge between the interface and the reflected wave and
transmitted shock, respectively [267]. If the impedance, the product of density and sound speed, of
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Figure 1.2: Diagram showing the states and propagation of waves when a shock meets an interface
across which the impedance increases (left) or decreases (right).

state 𝑅 exceeds that of state 𝐿0, the transmitted shock travels slower, i.e., has a steeper slope in 𝑥-𝑡
space, while propagating through state 𝑅, and the reflected wave is a shock. If the impedance of
state 𝑅 is less than that of state 𝐿0, the shock travels faster through state 𝑅 and the reflected wave
is a rarefaction, or decompression, wave. Unlike a shock, the rarefaction spreads out in time, with
continuously varying state variables.

States 𝐿∗ and 𝑅∗ and the strengths of the transmitted and reflected waves can be determined
by solving the Riemann problem, which determines the system of waves that emerge between any
two adjacent states. However, the Riemann problem is more general than the present case, where
𝐿 is a fixed function of 𝐿0 and 𝑀 , and 𝑅 is defined previously. Specifically, the Riemann problem
can be solved to determine the states resulting from the interaction of any two waves, including
shocks, interfaces, and rarefactions. When these interactions occur instantaneously, as is the case
for a shock intersecting an interface or another shock, the Riemann problem fully prescribes the
time dynamics. Because interactions involving rarefactions occur over a finite amount of time, an
additional technique, called the method of characteristics (MOC), is required to resolve the time
dynamics.

The MOC is a method for solving systems of hyperbolic partial differential equations, including
the Euler equations, by reducing them to ordinary differential equations along specific trajectories
of their independent variables, i.e., space and time, called characteristics. As Figure 1.3 shows, the
MOC can be used to solve the interaction between colliding rarefactions. A boundary condition
on shocks and interfaces from the solution to the Riemann problem enables their incorporation in
flows with rarefactions. As a result, the MOC and the solution to the Riemann problem can be
used to construct semianalytical solutions to the unsteady Euler equations in one spatial dimension
[243, 267].
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Figure 1.3: The paths of characteristics during the interaction of two rarefactions.

1.3 Advective Mixing in Multiple Spatial Dimensions

In the absence of diffusive mechanisms, fluid mixing cannot occur in one spatial dimension.
However, unsteady flows in two or three spatial dimensions governed by Equation 1.1 are further
complicated by the possibility that a region of some fluid will move around or penetrate another
fluid, i.e., that two fluids will mix by advection. In particular, a surface separating two fluids can
stretch under the action of hydrodynamic forces, leading to the rapid lengthening of the interface
and the development of large structures comprised of one fluid that may engulf parcels of the other
fluid [70]. In shocked interfacial flows, this mixing can result from the RMI. On its own, or coupled
with other instability mechanisms, the RMI may cause the flow to evolve to a state of chaotic
turbulence characterized by the presence of a wide spectrum of fluid scales, the transition to which
is currently not well understood.

1.3.1 Baroclinic Vorticity and the Richtmyer-Meshkov Instability

The RMI is the process by which a shocked interface separating two dissimilar fluids causes those
fluids to mix and can be understood as a consequence of vorticity generation during the interaction
of the shock with the interface [231]. In two spatial dimensions, the curl of the momentum equation,
Equation 1.2, yields the vorticity equation,

𝜕𝜔

𝜕𝑡
= − (u · ∇) 𝜔 − 𝜔 (∇ · u) + ∇𝜌 × ∇𝑝

𝜌2 , (1.4)
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Figure 1.4: A schematic showing the deposition of baroclinic vorticity onto an interface from a
shock (top) and a simulation of shocked perturbed interface growth (bottom) where the yellow
fluid, in which the shock (not shown) is initialized has a greater density than the blue fluid.

where 𝜔 = ∇ × u is the out-of-plane component of vorticity. When a shock wave passes through a
perturbed interface separating two fluids with different densities, the misalignment of the density
gradient, a portion of which points normal to the interface, and the pressure gradient, which points
normal to the shock front, causes the deposition of baroclinic vorticity, as indicated by the last term
in Equation 1.4 and shown schematically in Figure 1.4 for a shock wave passing from a heavy fluid
with density 𝜌ℎ to a light fluid with density 𝜌𝑙 . After the wave interaction, the flow in the vicinity of
the interface is often reasonably approximated as incompressible, ∇ · u = 0, and having negligible
baroclinicity, ∇𝜌 × ∇𝑝 = 0. As a result, the interface evolves under the influence of the vorticity
deposited during shock passage.

The bottom portion of Figure 1.4 demonstrates the vorticity-induced evolution of the RMI with a
simulation of a shocked perturbed interface. Because the shock wave passes from the heavy fluid to
the light fluid, the sign of the baroclinic vorticity deposited causes the initial perturbation to invert
its phase, which can be seen by comparing the first two panels. After inversion, the perturbation
begins to increase in size. The continued growth of the interface results in narrow spikes of heavy
fluid penetrating into the light fluid between which wide bubbles of light fluid rise in the heavy
fluid. Over time, the region of flow where the two fluids mix grows and becomes increasingly
complex as nonlinear effects start to dominate.

The RMI has been extensively studied since its discovery [162, 220]. Ongoing research aims
to determine the size and intensity of the region where the two fluids interpenetrate and mix. The
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Figure 1.5: Simulations from [265] showing the increasing complexity of the RMI at late times.
Red arrows indicate isolated vortex dipoles.

first linear analysis revealed that perturbations initially grow linearly with time [162, 220], after
which nonlinear effects cause perturbation modes to couple [222, 228], leading to increasingly
complex, possibly turbulent mixing, as shown in Figure 1.5. Numerous attempts have been made
to characterize this nonlinear behavior. Theoretical models based on potential flow aim to calculate
the buoyancy and drag forces experienced by bubbles and spikes to quantify the width of the mixing
region [5, 95, 228]. In parallel, experimental collaborations focus on quantifying the exponent of
an assumed power-law dependence of the mixing width on time [241, 263]. While such efforts
have yielded some success describing the late-time growth of the RMI, they cannot describe the
observed ejection of high-vorticity structures from the confines of the mixing region, which can
also be seen in Figure 1.5. In addition to these ejected structures affecting the growth of the
mixing region from which they depart, they can disturb other regions of the flow, including other
interfaces. Furthermore, the energy they transport out of the mixing region, which cannot be
captured by existing models, is expected to affect the subsequent transition of the flow to a turbulent
state. Recent improvements in the resolution of experiments [71, 77, 148, 221] and numerical
simulations [91, 264, 265] indicate that such structures share many characteristics with classical
vortex rings and dipoles, which are discussed next.

1.3.2 Vortex Ring Formation

A vortex can generally be considered to be a region of flow where rotation dominates straining
motion [99]. Common examples are vortex rings, which include smoke rings blown by cigar
aficionados and bubble rings generated by dolphins, and vortex dipoles, the planar analog to vortex
rings. Vortex rings can be generated by ejecting a column of fluid into a surrounding quiescent
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Figure 1.6: Experiments showing vortex ring formation in water at three subsequent times [3].

flow with a piston-cylinder device, as shown in Figure 1.6 [3]. As the fluid exits the circular
orifice, it “rolls up” into a ring with vorticity that causes it to translate at a nearly constant velocity
once the ring is fully formed [199, 200]. Because vortex rings are coherent, isolated structures
that form the building blocks of more complicated flows, and because of their direct relevance to
applications in propulsion systems [54, 195] and cardiac hemodynamics [180], they have been the
focus of many prior research works [55, 150, 183, 225]. Driven by these applications, the study of
classical vortex rings has been primarily focused on single-fluid, incompressible flows. The vortex
rings and dipoles that emerge from the confines of shock-induced mixing regions, however, involve
multi-fluid, compressible flows [193, 264, 265].

The formation of a vortex ring is driven by the circulation (a spatially integrated measure of
vorticity), impulse (a change in momentum from the application of a force), and energy injected
into the flow by a vortex ring generator, e.g., a piston-cylinder device. The vortex ring essentially
acts as a reservoir for these quantities that satisfies a variational principle first proposed by Kelvin
[262]. However, there is a limit to the amount of these quantities, each of which is related to the
piston-cylinder stroke length, that a vortex ring can sustain [84, 182]. Therefore, there is a critical
piston-cylinder aspect ratio (cylinder length divided by diameter) that generates a vortex ring fully
saturated with circulation, impulse, and energy. In theory, a similar argument could be made for
vortex rings generated from shock-accelerated interfaces, if an appropriate system can be defined
that enables the quantification the circulation, impulse, and energy of the vortex-ring-generating
interface. Once a vortex ring or dipole is formed, like those affecting the development of the RMI,
it is subject to three-dimensional vortex-core instabilities, which are the subject of the next section.

1.3.3 Vortex-Core Instabilities

Interacting vortex cores, including the interaction of a single vortex ring with itself, are potentially
unstable [292]. For example, careful inspection of the final time frame of Figure 1.6 reveals that
the vortex core has a wavy appearance caused by the growth of azimuthal perturbations [3]. Such
perturbations grow under the influence of the vorticity and strain fields imposed by the vortices
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Figure 1.7: The growth of the Crow instability along jet contrails.

present in the flow [135]. These instabilities are frequently compounded by the presence of other
cores, stimulating vortex stretching that quickly increases the complexity of the flow.

A significant body of research on vortex-core instabilities addresses the dissipation of aircraft
vortices, violent and highly coherent structures that pose a safety hazard to other craft, via the
Crow instability (CI) [53, 251]. Although vortex cores are typically subject to a number of
different unstable mechanisms [135], the large-scale motion stimulated by the CI often serves as the
background flow on which other instabilities develop. The CI can frequently be visualized along jet
condensation trails, as shown in Figure 1.7. These wavy perturbations along the adjacent cores grow
until they touch, triggering a complex vortex reconnection process that results in rapid dissipation
[39, 46, 272]. The CI can also be visualized during the collision of vortex rings [141], a system
that has recently received considerable attention as a way to isolate the vortex-core interactions
fundamental to transitioning and turbulent flow [157, 158], like those that occur along vortex
cores resulting from the baroclinic vorticity deposited on an interface by a shock. Furthermore,
evidence of the CI can be seen along vortex dipoles formed from laterally shocked gaseous cylinders
[202]. The conditions for the formation of such dipoles may exist along circumstellar gas clouds
accelerated by shock waves and/or stellar wind. Regularly spaced clumps along such gas clouds is
observed in many astrophysical systems [7, 151]. The mechanism that stimulates the clumping is
currently unknown but may be related to the CI.

1.4 Application to High-Energy-Density Physics

Shocked interface hydrodynamics are ubiquitous in high-energy-density (HED) physics. The HED
regime is characterized by pressures in excess of 1 Mbar, which is on the order of the binding energy
density, dimensionally equivalent to pressure, of a hydrogen atom [73]. While such large pressures
often cause the emergence of additional physics, including those related to ionization, the backbone
of many HED systems is the fluid flow represented by the Euler equations. HED physics includes
engineering applications in ICF research [17] as well as natural astrophysical applications including
supernovae [227], gas-giant interiors [172, 237, 255], and white dwarf atmospheres [236].
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Figure 1.8: The target chamber at the National Ignition Facility (left), a schematic of a hohlraum
(center) [125], and a schematic of an ICF fuel capsule (right).

1.4.1 Inertial Confinement Fusion

Nuclear fusion is the process by which light elements combine to form heavier elements. When
fusion reactants have an atomic number less than 56, this process can be accompanied by a
substantial release of energy, particularly for the fusion of two hydrogen atoms into helium. For
fusion to occur, two nuclei must be brought in close enough contact, or confined, in such a way that
the attractive strong nuclear force overcomes the repulsive Coulomb force. In stars, confinement
results from massive gravitational forces, and the energy released, including the tiny fraction of
the Sun’s energy that reaches Earth, powers the cosmos. Harnessing fusion as a power source has
an enormous potential to satisfy global energy needs. Just one gallon of seawater contains enough
deuterium, an isotope of hydrogen, to replace three-hundred gallons of gasoline. Accessing this
energy on Earth, however, which is nowhere near massive enough for gravitational confinement, is
a challenge that has defined decades of scientific research [17].

ICF is the process by which laser-generated shock waves accelerate a spherical capsule of fusion
fuel radially inward, confining and compressing the fuel via its own inertia to the extreme conditions
at which self-sustaining nuclear fusion may occur, illustrated in Figure 1.8 [17]. In indirect-drive
ICF, the scheme utilized at the National Ignition Facility (NIF), lasers irradiate the inside of a
gold container called a hohlraum. The resulting x-rays deposit energy on the outer layer, called
the ablator, of the fuel capsule. The outward explosion of the ablator drives a radially convergent
shock wave that compresses and confines the deuterium-tritium fuel. Indirect-drive ICF at the
NIF is capable of fusion-energy breakthroughs, as recently demonstrated by the achievement of
thermonuclear ignition and a release of fusion energy that exceeded the energy contained in the laser
drive [2]. However, significant challenges, including the hydrodynamic stability of fuel-capsule
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Figure 1.9: An experiment [10] (left) and simulation [91] (right) showing mix induced by the ICF
capsule fill tube.

interfaces to shock waves, remain before fusion can satisfy global energy needs [219].
When the shock is converging toward and after it rebounds off of the capsule center, it passes

through a series of interfaces between capsule layers. These shock-interface interactions are subject
to the RMI, which causes mixing between outer capsule layers and the highly compressed material in
the center, ultimately leading to decreased compression and a severe penalty to fusion performance
[93, 286]. The challenge of mitigating this mixing is a primary motivation for the extensive
research on the RMI discussed in Section 1.3.1. Outstanding questions surround the transition
of the shocked interfaces in an ICF capsule to a state of turbulent mixing [284, 285, 307, 308],
which is of critical importance for the ability of simulation tools to describe the implosion process
[69]. Transport mechanisms in the late nonlinear regime of the RMI must play a significant role in
any turbulent transition and therefore must be considered in the development of hydrocodes aiding
the development of ICF technology. Such mechanisms include energy transported by vortex rings
and dipoles ejected from the mixing region, which currently lack description by existing models
[5, 95, 228].

Finally, a particularly detrimental form of mixing in ICF capsules is stimulated by the passage
of the shock wave through small defects on the capsule surface and the gas fill tube, causing
jets of cool, fusion-quenching material to pollute the central burn region [14, 102]. Improved
experimental diagnostics and simulation tools have enabled unprecedented visualizations of this
jetting process, as shown in Figure 1.9 [10, 91], from which many parallels can be drawn to single-
fluid, incompressible starting jets, including the formation of a vortex ring at the leading edge
[84]. The generalization of the classical theory to interfacial, shock-induced jets would enable an
unprecedented understanding of such jets in ICF implosions.
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1.4.2 Astrophysics

At length scales more than twenty orders of magnitude greater than an ICF capsule, shock waves
are generated from the enormous and rapid release of energy during type-II supernovae [8, 227].
While shock waves are used in ICF to inertially confine fusion reactants, stars are so massive that
their own gravity provides sufficient confinement for fusion to occur. While hydrogen-fusion is the
primary source of energy in the Sun and other low-mass main-sequence stars, stars with between
8 and 50 times the mass of the Sun are large enough to induce fusion that generates iron, nickel,
and other heavy elements [86]. However, the energy output of heavy-element-generating fusion
reactions is significantly less than that of hydrogen fusion. A catastrophic implosion occurs after
the star runs out of adequate fusion reactants, when energy released from fusion in a star’s core
is no longer able to support the weight of the star [139]. The collapse of the heavy-element core
is followed by the collapse of the now unsupported outer layers. The pressure at the center of the
collapsing star eventually becomes so great that the implosion rebounds, generating an outward
propagating shock that causes the star to explode during the ensuing supernova. As the shock wave
passes through different stellar layers, which get progressively less dense further from the center,
it induces hydrodynamic mixing via the RMI [110]. This process initiates the transport of heavy
elements like nickel and iron [127, 128] from the location of their synthesis, the centers of stars,
throughout the universe, where they eventually comprise dense objects like asteroids and planets,
including Earth.

The importance of the RMI in supernova dynamics, with far-reaching implications for galaxy
composition, motivates studies of shocked-induced interfacial mixing. In particular, unresolved
questions remain about the precise mechanism that propels heavy core elements to large distances
from the center of the blast. Thought to be related to the RMI, torus-shaped “bullets” of heavy
elements are frequently seen in simulations of supernova dynamics, like the one shown in Figure
1.10 [232], which result in simulated x-ray spectra consistent with observations. As with the
fill-tube jet in ICF implosions and high-vorticity structures escaping RMI mixing regions, the
mechanisms driving heavy supernova ejecta may be related to classical fluid starting jets.

After emerging from the surface of the star, shock waves then expand into the interstellar medium,
where they interact with and heat any preexisting gas clouds, stimulating hydrodynamic motion. In
addition to supernovae, astrophysical shocks can be generated by interacting solar winds, merging
stars, and molecular cloud collisions [19, 45, 190, 191]. A famous example of a shock interacting
with interstellar dust is the blast from Supernova 1987A illuminating a preexisting clumpy debris
ring surrounding the progenitor star [81, 208]. Although the clumps predate the supernova, similar
vorticity-dominated interfacial hydrodynamics, possibly driven by weaker shocks resulting from a
binary star merger and/or the interaction of stellar winds, may be responsible for the formation of
the clumps and similar structures throughout the universe.
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Figure 1.10: Simulations showing isocontours of nickel concentration at three different times during
a supernova [232]. Red arrows indicate possible vortex rings.

In addition to stars, shock waves play an important role in our understanding of other high-
pressure environments in astrophysics. Apart from earthquakes, asteroid collisions, and other
rare or intermittent events, shock waves do not directly affect the dynamics of planetary interiors.
However, shocks can be utilized to experimentally probe the behavior of materials at the extreme
pressures found inside planets and other high-pressure systems [75, 105]. Analysis of the shock
physics in such compression experiments enables characterization of a material’s equation of state
[30]. Such measurements are essential for constraining models for the interiors of gas giant
planets and the atmospheres of white dwarf stars [36, 236, 249]. The abundance of high-pressure
astrophysical systems motivates the persistent need to experimentally probe evermore extreme
states, which require stronger shock waves. Techniques for strengthening shocks, particularly those
that are inexpensive and do not require modification to existing experimental facilities, therefore
have the potential to enhance our understanding of high-pressure environments in the universe.

1.5 Thesis Overview

This PhD thesis advances what is currently understood about hydrodynamic phenomena occurring
at shocked interfaces. Much like this Introduction, the overall thesis is organized as a journey
through the physics and applications that emerge with increasing dimensionality. Chapters 2 and
3 focus on the application of one-dimensional shock theory to dynamic compression experiments
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for EOS characterization. Chapters 4 and 5 explore the emergence of high-vorticity ejecta from
multi-dimensional mixing regions. Chapters 6 and 7 uncover the behavior of a three-dimensional
vortex-core instability. Finally Chapter 8 summarizes the thesis and suggests opportunities for
future work. Each technical chapter presents novel research contributions, including

1. a technique for strengthening shock waves in dynamic compression experiments to access
extreme pressure conditions for EOS measurements (M. J. Wadas, G. Cearley, J. Eggert, E.
Johnsen, and M. Millot, A theoretical approach for transient shock strengthening in high-
energy-density laser compression experiments, Physics of Plasmas, 28(8):082708, 2021),

2. the density, temperature, and conductivity of shock-compressed helium at record pressures
exceeding 3.5 Mbar (M. J. Wadas et al., Shock compression of helium to 3.5 Mbar, In
preparation for Physical Review Letters),

3. a criterion for the ejection of vortex dipoles from two-dimensional shock-induced mixing
regions (M. J. Wadas and E. Johnsen, Interactions of two bubbles along a gaseous interface
undergoing the Richtmyer-Meshkov instability in two dimensions, Physica D: Nonlinear
Phenomena, 409:132489, 2020),

4. the formation and scaling of vortex rings ejected from shocked interfaces (M. J. Wadas, L. H.
Khieu, G. S. Cearley, H. J. LeFevre, C. C. Kuranz, and E. Johnsen, Saturation of vortex rings
ejected from shock-accelerated interfaces, Physical Review Letters, 130:194001, 2023),

5. the linear stability analysis of the cylindrical Crow instability (M. J. Wadas, S. Balakrishna,
H. J. LeFevre, C. C. Kuranz, A. Towne, and E. Johnsen, On the stability of a pair of vortex
rings, Under Review in Journal of Fluid Mechanics),

6. the mechanism that stimulates clumping along stellar debris rings including that of Supernova
1987A (M. J. Wadas, W. White, H. J. LeFevre, C. C. Kuranz, A. Towne, and E. Johnsen, A
hydrodynamic mechanism initiating clumping along the equatorial rings of SN1987A and
other stars, In Preparation for Physical Review Letters).
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CHAPTER 2

A Theoretical Approach for Transient Shock
Strengthening in High-Energy-Density Laser

Compression Experiments

This chapter is adapted from M. J. Wadas, G. Cearley, J. Eggert, E. Johnsen, and M. Millot, A
theoretical approach for transient shock strengthening in high-energy-density laser compression
experiments, Physics of Plasmas, 28(8):082708, 2021 [279].

2.1 Abstract

In high-energy-density shock compression experiments, the desired state of compression is typi-
cally achieved by passing shock waves through a sequence of different materials. In this study, a
theoretical approach for transiently strengthening such shocks passing through interfaces of experi-
mentally relevant impedance ratios is examined. A semi-analytical method based on characteristics
analysis is used to solve the problem of a shock passing from one material to another through an
intermediate region of non-uniform impedance; by appropriately designing this region, a greater
shock strength can be achieved in the second material for a finite duration than in the absence of this
region. When a shock passes into a material of higher impedance, the shock strengthening increases
to a maximum before decreasing to an asymptotic value as the strength of the incident shock is
increased. For shocks passing into materials of decreasing impedance, the shock strengthening
increases monotonically as the strength of the incident shock is increased when the impedance ratio
is above a critical threshold. Incorporating multiple intermediate materials can further increase
the strength of the transmitted shock, with an exponential discretization of intermediate material
impedances being the most effective distribution for strengthening strong shocks. The results sug-
gest that up to 25% and 9% increases in pressure behind the leading shock can be achieved for
materials of increasing and decreasing impedance, respectively. The technique is applied to the
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design of laser-driven dynamic compression experiments, and the results of the analysis are verified
via comparison to simulations performed with the HYADES hydrodynamics code.

2.2 Introduction

Advances in laser-driven compression experimental platforms [105] have enabled access to unprece-
dented pressure and temperature regimes in high-energy-density (HED) physics, setting the stage
for discoveries in inertial confinement fusion (ICF) research [209] and planetary science, such as the
equation of state of materials at conditions representative of planetary interiors [30, 49, 245, 246]
and superionic water ice [174, 176]. In these experiments, laser energy is deposited onto an ablator,
generating a compression wave [259]. This wave then passes through the layers of the experimental
apparatus designed to achieve the desired state of compression in the sample, as in a diamond anvil
cell (DAC) or similar platforms [30, 49, 105, 174, 176, 245, 246]. Because of the finite laser pulses
at facilities like the OMEGA laser, the rarefaction launched when the laser pulse terminates can
significantly weaken the wave by the time the latter reaches the sample. Strengthening the shock
just before interacting with the sample would extend experimental access to even more extreme
states.

As a shock wave propagates through a DAC or similar experimental apparatus, it encounters
a number of material interfaces, including the interface with the sample, where reflected waves
divert energy from the compression of the sample. This problem of a shock passing through
regions of non-uniform impedance (whether continuous or sharp impedance variations) has been
explored previously. Analytical approaches exist for weak shocks in gases [50, 243] and were
extended to shocks of moderate strength by using the Rankine-Hugoniot conditions to link the
state immediately downstream of a shock wave of known strength to the differential equations
governing the flow characteristics in the shocked medium [42, 43, 289]. More complete solutions
later focused on similarity solutions for specific density profiles [87, 201, 298] and considered
additional phenomena such as the “re-reflection” of waves that eventually overtake the transmitted
shock front [34, 44, 297]. Prior to the completion of the re-reflection process, however, the shock
transmitted after passing through a region of non-uniform impedance spanning the impedances of
two outer materials is, for a finite time duration, stronger than the shock that would emerge if the
non-uniform impedance region consisted of a discontinuity [18]. Exploiting and optimizing this
phenomenon is the focus of the present work.

In addition to the DAC and other apparatus, the strengthening of shock waves considered in
this work is highly relevant to a recently developed platform that uses a “ring-up” target with a
high-impedance anvil to access extreme states using sub-kilojoule laser HED experimental plat-
forms [155]. Both the ablator-anvil and anvil-sample interfaces present opportunities for shock
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strengthening, providing access to even higher pressures. The strengthening of shock waves passing
through material interfaces is also relevant to ICF, where the traditional design involves shocks
passing from an ablator to deuterium-tritium ice and subsequently to deuterium-tritium gas [17].
More exploratory designs such as the double shell [161, 185] and revolver [184, 239] concepts
rely on high-Z pushers surrounding the fusion fuel, thus incorporating even more layers, further
enhancing the potential for the shock strengthening explored in the present work.

Our objective is to develop a theoretical technique for predicting transient shock strengthen-
ing through an experimental apparatus such as the DAC and into a sample in HED laser-driven
compression experiments. Inspired by classical gas dynamics theory, the technique leverages the
fact that a steady shock transmitted into a material from another material of different impedance is
stronger before the arrival of any re-reflected waves if it first passes through a discrete, intermediate
material of impedance between the impedances of the two outer materials. The incorporation of
such an intermediate material is relatively straightforward on existing laser-driven compression
platforms given that the materials comprising the target are frequently in a solid state prior to the
experiment. In addition to enabling even higher achievable pressures at high-energy laser facilities
like the National Ignition Facility and the OMEGA laser facility, a technique for shock strengthen-
ing can also enable less-energetic lasers like the Dynamic Compression Sector (DCS)[27] and the
Matter in Extreme Conditions instrument (MEC) of the Linac Coherent Light Source (LCLS)[194]
to achieve more extreme pressure and temperature regimes. The chapter is organized as follows.
Section 2.3 describes the problem setup and method of analysis. Section 2.4 presents the results
in the context of the experimental applications. Results are summarized and conclusions drawn in
Section 2.5, and supplemental material is included in Section 2.6.

2.3 Models and Methods

Following a description of the setup for studying shock strengthening, our approach is presented,
which combines the method of characteristics (MOC) with the exact solution to the Riemann
problem [267]. Finally, a description of the radiation hydrodynamics code (HYADES) used for
comparison to the theoretical results is included.

2.3.1 Problem Setup

The canonical problem underlying the wave dynamics in an experimental apparatus like the DAC
is a shock passing from material 𝐿 to material 𝑅 through a series of intermediate materials, as
illustrated in Figure 2.1. We use this setup for investigating the strengthening of the shock that
emerges in material 𝑅. The geometry is one-dimensional, consisting of a semi-infinite material 𝐿 of
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Figure 2.1: Problem setup for a shock passing through a series of discrete intermediate materials
of varying impedance.

impedance 𝐼𝐿 separated from another semi-infinite material 𝑅 of impedance 𝐼𝑅 by an intermediate
material made up of 𝑁 elements at states 𝑗 ∈ (1, 𝑁) of size 𝑙 𝑗 and impedance 𝐼 𝑗 . The limit 𝑁 = 0
corresponds to the reference problem of material 𝑅 being in direct contact with material 𝐿. Initially,
the pressure and velocity are constant throughout the domain, i.e., 𝑝𝐿 = 𝑝 𝑗 = 𝑝𝑅 and 𝑢𝐿 = 𝑢 𝑗 = 𝑢𝑅

for all 𝑗 . For cases that explore regions of increasing impedance, corresponding to experiments
exploring relatively high-impedance substances, the left material has the lowest impedance and the
right material has the greatest impedance. Conversely, for cases that explore regions of decreasing
impedance, corresponding to experiments exploring relatively low-impedance substances, the left
material has the greatest impedance and the right material has the lowest impedance. We consider
𝑁 = 1 to 𝑁 = 5.

A steady shock, such as a shock in a laser compression experiment prior to the termination of
the laser pulse, propagates in material 𝐿 toward material 𝑅. Upon interaction with an interface, a
wave (shock or rarefaction, depending on the impedance of the two materials) is reflected back into
the original material, a shock is transmitted into the second material, and the interface is set into
motion. States and state quantities within each material after the passage of 𝑛 waves are referenced
with 𝑛 “prime” superscripts (e.g., 𝐿′ and 𝐼𝐿′ refer to the state and impedance, respectively, in the left
material after the passage of the incident shock wave). The strength of the shock in the left material
is prescribed by the density jump across it, 𝜌𝐿′/𝜌𝐿 . The pressure behind the shock that initially
emerges in material 𝑅, 𝑝𝑅′ , is compared to the pressure behind the shock that would emerge in
material 𝑅 if there was no intermediate impedance region, 𝑝𝑅′

0
, i.e., if 𝑁 = 0. This ratio, 𝑝𝑅′/𝑝𝑅′

0
,

is herein referred to as the shock strengthening when it exceeds unity.

2.3.2 Method of Characteristics

We solve the one-dimensional unsteady Euler equations, which govern compressible flow of a
continuum, including the evolution and interaction of waves and contact surfaces, using the MOC.
Boundary conditions at entropy discontinuities (i.e., shocks, contact discontinuities, material inter-
faces, and material contacts) are provided by exactly solving the corresponding Riemann problem.
The flow is assumed to remain isentropic except across entropy discontinuities. In such regions, the
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equations of motion describing the propagation of finite-amplitude (rarefaction and compression)
waves can be expressed as[

𝜕𝑢

𝜕𝑡
+ (𝑢 ± 𝑎) 𝜕𝑢

𝜕𝑥

]
± 1
𝜌𝑎

[
𝜕𝑝

𝜕𝑡
+ (𝑢 ± 𝑎) 𝜕𝑝

𝜕𝑥

]
= 0 (2.1)

where 𝑢 is the fluid velocity, 𝑎 is the local sound speed, 𝜌 is the density, 𝑝 is the pressure, and 𝑥 and
𝑡 are the space and time coordinates, respectively. If the solution is examined along characteristic
paths satisfying

𝑑𝑥

𝑑𝑡
= 𝑢 ± 𝑎, (2.2)

Equation 2.1 simplifies to

𝑑𝑢 ± 𝑑𝑝

𝜌𝑎
= 0. (2.3)

Specializing to an ideal gas with constant specific heats, Equation 2.3 can be integrated along the
path specified by Equation 2.2 to yield the Riemann invariants,

𝐽± = 𝑢 ± 2𝑎
𝛾 − 1

, (2.4)

where 𝛾 is the ratio of specific heats. Without loss of generality, a constant ratio of specific heats of
𝛾 = 5/3 is used throughout the present work to demonstrate the theory. Equation 2.4 is then used to
solve the isentropic wave interactions in space and time according to the standard isentropic MOC
procedure [6]. All quantities are non-dimensionalized by the the density, 𝜌𝐿 , and sound speed, 𝑎𝐿 ,
of the left material and the size of the first intermediate material, 𝑙1.

Entropy discontinuities are handled by applying a boundary condition derived from the exact
solution to the Riemann problem [160]. We distinguish between discontinuities across which
the velocity and pressure are discontinuous, i.e., shocks (for which density and temperature are
discontinuous as well), and those across which velocity and pressure are continuous, i.e., contact
discontinuities (discontinuous density and temperature), material interfaces (discontinuous compo-
sition and density), and material contacts (discontinuous composition, density, and temperature).
The procedure for handling the latter three is the same, so without loss of generality we herein refer
to them collectively as contact surfaces. Further, we consider constant specific heat ratios, in which
case the impedance 𝐼 = 𝜌𝑎 depends on a single thermodynamic quantity since the flow is isentropic
everywhere but across shocks and contact surfaces. Six cases require this boundary condition: the
interaction of a shock and a contact surface, the interaction between a rarefaction and a contact
surface, a rarefaction overtaking a shock of the same wave family, a shock overtaking a rarefaction
of the same wave family, a collision of a shock and a rarefaction of different wave families, and a
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compression wave steepening into a shock. We consider these cases individually in Section 2.6.

2.3.3 HYADES Code

Direct simulations of the one-dimensional Euler equations are conducted using the HYADES
Lagrangian radiation-hydrodynamics code [129]. In this work, HYADES is used to both verify
the method of analysis (see Section 2.6) and the shock-strengthening results with both tabular and
ideal gas equations of state. The geometry for the simulations parallels the setup outlined in Figure
2.1 where the steady shock is generated via a square laser pulse that is turned on at the start of
the simulation and terminated within the last nanosecond. Additional laser drive details and the
specific substances used are presented with the results that follow.

2.4 Results

We apply our theory to elucidate the role of an impedance variation between two different materials
on the strength of a shock passing through this system. First, we examine the case of a single
intermediate material of a given impedance between two outer materials. Next, a generalization
of these findings is presented for multiple intermediate materials, followed by a discussion of the
application and practicality of using such impedance profiles on existing HED shock compression
platforms.

2.4.1 Shock Strengthening with a Single Intermediate Material

We first determine the dependence of shock strengthening on a single intermediate material with
a given impedance. The system consists of a composite geometry made up of material 𝐿 of
impedance 𝐼𝐿 , material 1 of impedance 𝐼1 and length 𝑙1, and material 𝑅 of impedance 𝐼𝑅. Here, 𝐼𝑅
could be larger or smaller than 𝐼𝐿 . A shock of initial strength 𝜌𝐿′/𝜌𝐿 is initialized in material 𝐿 and
propagates through the system. Wave diagrams showing the paths of the shocks and rarefactions
in Lagrangian space and time and pressure-particle velocity diagrams for the cases of increasing
(𝐼𝐿 < 𝐼1 < 𝐼𝑅) and decreasing (𝐼𝐿 > 𝐼1 > 𝐼𝑅) impedance are shown in Figures 2.2 and 2.3,
respectively.

To determine the shock strengthening caused by introducing a single intermediate material
between the left and right materials, we first examine the dynamics in the absence of any intermediate
material. When a shock intersects a contact surface separating two materials 𝐿 and 𝑅, where
𝐼𝐿 < 𝐼𝑅, a shock is transmitted into material 𝑅, and a shock is reflected back into material 𝐿 due to
the higher impedance of material 𝑅, as shown in Figure 2.2a. The shocked state 𝑅′

0 is constrained by
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Figure 2.2: Wave diagrams (a,c) and pressure-particle velocity diagrams (b,d) showing the relation-
ship between the states for an incident 𝜌𝐿′/𝜌𝐿 = 2 shock passing through materials of increasing
impedance (𝐼1/𝐼𝐿 = 3, 𝐼𝑅/𝐼𝐿 = 5) without (a,b) and with (c,d) a single intermediate material. In
the wave diagrams, solid blue lines represent shocks and compression waves, solid yellow lines
represent rarefactions, and dashed black lines represent contact surfaces. In the pressure-particle
velocity diagrams, solid blue lines represent right-running shocks and dashed blue lines represent
left-running shocks. Hugoniot curves are labeled as 𝐻, where the subscript indicates the states
across the shock.

21



the Hugoniot corresponding to the right-running shock passing through the right material, 𝐻𝑅,𝑅′
0
,

where the subscripts indicate the states across the shock. As shown in Figure 2.2b, the state is fixed
by the intersection of 𝐻𝑅,𝑅′

0
and the Hugoniot corresponding to the left-running shock reflected at

the contact surface, 𝐻𝐿′,𝐿′′0 , the origin of which is the state downstream of the incident shock in the
left material, 𝐿′, which lies along the Hugoniot corresponding to the incident shock, 𝐻𝐿,𝐿′ , and is
a function only of the strength of the incident shock. In the presence of an intermediate material
1, where 𝐼𝐿 < 𝐼1 < 𝐼𝑅, a transmitted shock and a reflected shock result from the interaction of
the incident shock with the first contact surface due to the higher impedance of material 1, as in
Figure 2.2c. The same process occurs at the second contact surface for the transmitted shock, which
produces a shock in material 𝑅. With the presence of the intermediate material, the state 𝑅′ is now
fixed by the intersection of 𝐻𝑅,𝑅′ (equivalent to 𝐻𝑅,𝑅′

0
) and the Hugoniot corresponding to the left-

running shock reflected back into the intermediate material at the second contact surface, 𝐻1′,1′′ ,
the origin of which is the state downstream of the shock initially transmitted into the intermediate
material, 1′. The state 1′ is fixed by the intersection of the Hugoniot corresponding to the right-
running shock initially transmitted into the intermediate material, 𝐻1,1′ , and 𝐻𝐿′,𝐿′′ (equivalent to
𝐻𝐿′,𝐿′′0 ). The pressure 𝑝𝑅′ exceeds 𝑝𝑅′

0
because the pressure and density of state 1′, the origin of

𝐻1′,1′′ , are higher than those of state 𝐿′, the origin of 𝐻𝐿′,𝐿′′0 , such that 𝐻1′,1′′ is steeper than 𝐻𝐿′,𝐿′′0 .
Therefore, 𝑝𝑅′/𝑝𝑅′

0
exceeds unity and shock strengthening is achieved.

The intermediate material therefore enables a shock of strength greater than in the absence of
the intermediate material to initially break out into the right material, though the stronger shock
only exists for a finite duration. When the shock reflected from the second contact surface reaches
the first contact surface, a shock is transmitted into the left material, and a rarefaction is reflected
back into the intermediate material due to the lower impedance of state 𝐿′′. This rarefaction is
transmitted through the second contact surface, ultimately overtaking and weakening the shock
initially transmitted into the right material. Waves continue to reflect off of the contact surfaces
resulting in alternating shocks and rarefactions passing into the left and right materials, though
they progressively become weaker. Due to the nonlinearity of the waves, rarefactions spread out
and compression waves steepen in time, causing the thickening and thinning, respectively, of the
lines used to represent those waves in Figure 2.2, while shocks remain sharp. Following these
interactions, the strength of the leading reflected wave in material 𝐿 and that of the transmitted
wave in material 𝑅 eventually tend to the strengths of the waves corresponding to those of the
reflected and transmitted waves in the case of no intermediate material. Because the incident shock
is steady and the left and right materials are semi-infinite, the paths of all of the waves scale with
the thickness of the intermediate material, while their strengths depend only on the initial shock
strength and the impedances of the three materials, 𝐼𝐿 , 𝐼1, and 𝐼𝑅.

For the case of a shock passing through a contact surface of decreasing impedance (𝐼𝐿 > 𝐼𝑅), as
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Figure 2.3: Wave diagrams (a,c) and pressure-particle velocity diagrams (b,d) showing the relation-
ship between the states for an incident 𝜌𝐿′/𝜌𝐿 = 2 shock passing through materials of decreasing
impedance (𝐼𝐿/𝐼𝑅 = 5, 𝐼1/𝐼𝑅 = 3) without (a,b) and with (c,d) a single intermediate material. In
the wave diagrams, solid blue lines represent shocks and compression waves, solid yellow lines
represent rarefactions, and dashed black lines represent contact surfaces. In the pressure-particle
velocity diagrams, solid blue lines represent right-running shocks and dashed yellow lines represent
left-running rarefactions. Hugoniot (isentrope) curves are labeled as 𝐻 (𝑆), where the subscript
indicates the states across the wave.
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Figure 2.4: The pressure behind the shock that initially emerges in the right material of impedance
𝐼𝑅 after passing through a material of impedance 𝐼1 for an incident 𝜌𝐿′/𝜌𝐿 = 4 shock initialized
in the left material of impedance 𝐼𝐿 , normalized by the pressure behind the shock in the right
material if there was no intermediate material. The solid black lines indicate where 𝐼1 = 𝐼𝐿 and
𝐼1 = 𝐼𝑅, between which (𝐼1 between 𝐼𝐿 and 𝐼𝑅) shock strengthening occurs, and the dashed black
line indicates where 𝐼1 =

√
𝐼𝐿 𝐼𝑅. Shock strengthening contours (orange lines) span 𝑝𝑅′/𝑝𝑅′

0
∈

(1.05, 1.25) in increments of 0.05 increasing from (𝐼𝑅/𝐼𝐿 , 𝐼1/𝐼𝐿) = (1.0, 1.0) moving outward
along the dashed black line.
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shown in Figure 2.3a, a shock is transmitted into material 𝑅, but now a rarefaction is reflected back
into material 𝐿 due to the lower impedance of material 𝑅. As shown in Figure 2.3b, the shocked
state 𝑅′

0 is fixed by the intersection of 𝐻𝑅,𝑅′
0

and the isentrope corresponding to the left-running
rarefaction reflected at the contact surface, 𝑆𝐿′,𝐿′′0 , as shown in Figure 2.3b. In the presence of an
intermediate material 1, where 𝐼𝐿 > 𝐼1 > 𝐼𝑅, a transmitted shock and a reflected rarefaction result
from the interaction of the incident shock with the first contact surface due to the lower impedance
of material 1, as shown in Figure 2.3c. The same process occurs at the second contact surface for
the transmitted shock, which produces a shock in material 𝑅. With the presence of the intermediate
material, the state 𝑅′ is now fixed by the intersection of 𝐻𝑅,𝑅′ and the isentrope corresponding
to the left-running rarefaction reflected back into the intermediate material at the second contact
surface, 𝑆1′,1′′ , the origin of which is the state downstream of the shock initially transmitted into the
intermediate material, 1′. The state 1′ is fixed by the intersection of the Hugoniot corresponding
to the right-running shock initially transmitted into the intermediate material, 𝐻1,1′ , and 𝑆𝐿′,𝐿′′
(equivalent to 𝑆𝐿′,𝐿′′0 ). The pressure 𝑝𝑅′ exceeds 𝑝𝑅′

0
because the pressure and density of state 1′,

the origin of 𝑆1′,1′′ , are lower than those of state 𝐿′, the origin of 𝑆𝐿′,𝐿′′0 , such that 𝑆1′,1′′ is less steep
than 𝑆𝐿′,𝐿′′0 . Therefore, 𝑝𝑅′/𝑝𝑅′

0
exceeds unity and shock strengthening is achieved.

As in the increasing density case, the intermediate material enables a shock of strength greater
than in the absence of the intermediate material to exist in the right material for a finite duration.
When the rarefaction reflected from the second contact surface reaches the first contact surface,
a rarefaction is both transmitted into the left material and reflected back into the intermediate
material due to the higher impedance of state 𝐿′′. This reflected rarefaction is transmitted through
the second contact surface, where it overtakes and weakens the shock initially transmitted into
the right material. Waves continue to reflect off of the contact surfaces resulting in alternating
rarefactions and shocks passing into the left and right materials, though they progressively become
weaker. Following these interactions, the strength of the leading reflected wave in material 𝐿 and
that of the transmitted wave in material 𝑅 eventually tend to the strengths of the waves corresponding
to those of the reflected and transmitted waves in the case of no intermediate material. The paths of
the waves scale with the thickness of the intermediate material, while their strengths depend only
on the initial shock strength and the impedances of the three materials.

Figures 2.2 and 2.3 therefore demonstrate that, for a given left and right material and incident
shock strength, the strength of the shock that initially emerges in the right material depends on
the Hugoniot and, in the case of decreasing impedance, isentrope of the intermediate material
and can thus be calculated for an intermediate material of any impedance. To quantify the shock
strengthening, Figure 2.4 shows the ratio 𝑝𝑅′/𝑝𝑅′

0
as a function of the impedance of the intermediate

material and the ratio of impedances of the left and right materials for an incident shock strength
of 𝜌𝐿′/𝜌𝐿 = 4. The right half of the phase space corresponds to cases where 𝐼𝐿 < 𝐼𝑅 (increasing
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impedance) and the left half to 𝐼𝐿 > 𝐼𝑅 (decreasing impedance), while the top half of the phase
space corresponds to cases where 𝐼𝐿 < 𝐼1 and the bottom half to 𝐼𝐿 > 𝐼1. The solid lines indicate
where 𝐼𝐿 = 𝐼1 (horizontal) or 𝐼1 = 𝐼𝑅 (slope equal to 1), in which case there is effectively no
intermediate material and 𝑝𝑅′/𝑝𝑅′

0
= 1. In the triangular regions between these two solid lines,

the impedance of the intermediate material is between that of the left and right material, and the
shock is strengthened (𝑝𝑅′/𝑝𝑅′

0
> 1). Outside of this region, the shock is weakened (𝑝𝑅′/𝑝𝑅′

0
< 1).

Thus, shock strengthening occurs only if 𝐼1 is between 𝐼𝐿 and 𝐼𝑅. In fact, for a given ratio of
impedances of the left and right materials, the shock strengthening is greatest if 𝐼1 is the geometric
mean of the left and right impedances, i.e., 𝐼1 =

√
𝐼𝐿 𝐼𝑅 (dashed line in Figure 2.4) in both the weak

and strong incident shock limits (𝜌𝐿′/𝜌𝐿 → 1 and 𝜌𝐿′/𝜌𝐿 → 4, respectively, for 𝛾 = 5/3). This
relationship can be determined analytically (see Section 2.6) by seeking the shock Hugoniot of the
intermediate material that maximizes the pressure downstream of the shock emerging in the right
material. For shocks of moderate strength, the intermediate material impedance that maximizes the
shock strengthening is slightly less than the geometric mean of the impedances of the left and right
materials, deviating by as much as 1.2% depending on the strength of the incident shock. However,
an intermediate material impedance equal to the geometric mean of the impedances of the left and
right materials results in shock strengthening that is within 99.99% of the true maximum over the
range of overall impedance ratios explored in the present work for an incident shock of any strength.

The maximum achievable shock strengthening also depends on the strength of the incoming
shock in the left material. Figure 2.5 shows the shock strengthening for an intermediate material of
impedance equal to the geometric mean of the impedances of the left and right materials as a function
of the overall impedance ratio, as well as the incident shock strength, for an experimentally relevant
range of impedance ratios. In the present framework, a shock of strength 𝜌𝐿′/𝜌𝐿 = 4 generates
maximum compression and corresponds to the strong shock limit. For the case of increasing
impedance (𝐼𝐿 < 𝐼𝑅), the shock strengthening increases to a maximum before decreasing to an
asymptotic value as the strength of the incident shock is increased. For the case of decreasing
impedance (𝐼𝐿 > 𝐼𝑅) above a critical impedance ratio, which in the present system is calculated to
be 𝐼𝐿/𝐼𝑅 = 2.29, the shock strengthening increases monotonically as the incident shock strength
is increased; otherwise, it increases to a maximum before decreasing as the strong shock limit is
approached. For both increasing and decreasing impedance, the shock strengthening increases as
the impedance ratio is increased.

Simulations with different intermediate materials are performed with the HYADES code to
verify our theory. For the case of increasing impedance, a steady shock is generated in parylene
(𝜌𝐶𝐻 = 1.420 g/cm3) using an 8 TW/cm2 laser pulse, passes through an intermediate material
composed of a substance shown in Table 2.1, and ultimately is transmitted into gold (𝜌𝐴𝑢 = 19.300
g/cm3). The shock strength in gold is the quantity of interest. Parylene and gold are chosen as
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Figure 2.5: Shock strengthening for a single intermediate material with impedance 𝐼1 =
√
𝐼𝐿 𝐼𝑅

as a function of the incident shock strength and overall impedance ratio for contact surfaces with
(a) increasing and (b) decreasing impedance. Lineouts with respect to the right axis show the
shock strengthening for specific values of constant overall impedance ratios of 𝐼𝐿/𝐼𝑅 ∈ [2, 3, 4, 5]
(squares, circles, triangles, stars, respectively).

Figure 2.6: Wave diagrams showing the pressure and initial density profiles (solid orange lines)
from HYADES simulations for a shock passing from (a) parylene to gold and (b) gold to parylene
with a tin intermediate material (dashed purple lines delineate contact surfaces). The paths of
the shocks breaking out into the right material from simulations without the intermediate material
(dotted teal lines) are also shown.
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Table 2.1: Densities, impedances (for ideal gas calculations), and equation of state tables (Los
Alamos National Laboratory SESAME table number) of the substances used in the HYADES
simulations.

Substance 𝜌1 [𝑔/𝑐𝑚3] 𝐼1 [𝑔/𝑐𝑚2/𝑠] SESAME #
Parylene (CH) 1.420 1417 7770
Beryllium (Be) 1.845 1615 2020
Fused Silica (FSi) 2.204 1765 7381
Aluminum (Al) 2.700 1954 3718
Beryllium Oxide (BeO) 3.008 2062 7611
Gallium (Ga) 5.918 2893 2370
Zirconium (Zr) 6.506 3033 3180
Tin (Sn) 7.290 3211 2160
Iron (Fe) 7.850 3332 2140
Copper (Cu) 8.930 3554 3330
Molybdenum (Mo) 10.200 3798 2980
Silver (Ag) 10.500 3853 2720
Tungsten Carbide (WC) 14.970 4601 3560
Tantalum (Ta) 16.654 4853 3520
Gold (Au) 19.300 5224 2700

substances to demonstrate the theory because of their large impedance ratio and prevalence in laser
compression experiments at both large and sub-kilojoule laser facilities [26]. The laser irradiance
is chosen to be relevant to both long-pulse laser drives at the OMEGA EP facility and those at less
energetic facilities like the DCS and MEC. Because a steady incident shock is desired to illustrate
our theory, we use a square laser pulse that is turned on at the start of the simulation and terminated
within the last nanosecond. This pulse prevents the rarefaction generated when the laser terminates
from interacting with the leading steady shock as it passes through the different materials. Finally,
we ensure that the parylene ablator is sufficiently long to ensure there are no waves re-reflected off
of the ablation layer. For the case of decreasing impedance, the same laser pulse is used with a
parylene ablator to generate a steady shock in gold, which passes through an intermediate material,
and ultimately into a final layer of parylene. The strength of the shock in the second parylene layer
(as opposed to the parylene ablator) is the quantity of interest.

Figure 2.6 shows the wave diagrams with pressure contours from HYADES simulations for
a shock passing through layers of increasing and decreasing impedance with an intermediate tin
material, where the origin is the position and time that the shock passes from the parylene ablator
into the left material. The pre-shock density profiles, the Lagrangian locations of the contact
surfaces, and the paths of the shocks breaking out into the right material without the intermediate
material are also shown. For increasing impedance (Figure 2.6a), the wave diagram clearly shows
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Figure 2.7: Shock strengthening from a single intermediate material vs. the impedance of the
intermediate material (see Table 2.1) for a parylene-to-gold (theory: solid blue line; simulations
with tabular equation of state: filled blue squares; simulations with ideal gas equation of state:
open blue squares) and a gold-to-parylene (theory: dashed yellow line; simulations with tabular
equation of state: filled yellow circles; simulations with ideal gas equation of state: open yellow
circles) contact surface. Maximum shock strengthening is indicated at 𝐼1/𝐼𝐶𝐻 =

√︁
𝐼𝐴𝑢/𝐼𝐶𝐻 . For

the case of increasing (decreasing) impedance, 𝑝𝑅′
0
= 381.4 GPa (73.3 GPa).

the anticipated decrease in shock speed as the shock passes into layers of greater impedance.
Similarly, for decreasing impedance (Figure 2.6b), the wave diagram clearly shows the anticipated
increase in shock speed as the shock passes into layers of lower impedance. Consistent with our
theory, the shock that initially emerges in the right material is stronger than the shock that would
emerge without the inclusion of the intermediate material, i.e., 𝑝𝑅′/𝑝𝑅′

0
> 1. The enhanced strength

of the shock is additionally highlighted by its greater speed in the right material compared to that
without the intermediate material, as seen by comparing the slopes of the shock paths in the right
material. Eventually, reflections from within the intermediate material generate waves with an
overall rarefying effect that overtake and weaken the transmitted shock, such that the strength of
the transmitted shock eventually approaches the strength that would be achieved if there were no
intermediate material [18].

Figure 2.7 shows the shock strengthening from our theory and from simulations as a function of
the impedance of the intermediate material for both increasing and decreasing impedance; for this
purpose, the different materials listed in Table 2.1 are used, and simulations utilizing both ideal gas
and tabular equations of state are performed. For the ideal gas simulations, the initial impedances
are calculated as 𝐼1 = 𝜌1𝑎1 = 𝜌1

√︃
𝛾𝑝1
𝜌1

with a reference ambient pressure of 𝑝1 = 101 kPa (shown in
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the third column of Table 2.1). The results from the simulations utilizing tabular equations of state
are displayed at the same location along the abscissa as the corresponding ideal gas simulations.
Our theory accurately predicts both the trends and magnitude of the shock strengthening. Minor
discrepancies are observed in the ideal gas simulations due to minor numerical fluctuations. More
significant, yet still small, discrepancies are observed in the results with tabular equations of state,
which is expected due to departures from ideal gas conditions. For the laser pulse utilized, up
to a 16% (6%) increase in the pressure behind the shock transmitted into the right material is
obtained from the inclusion of a single intermediate material for the contact surface of increasing
(decreasing) impedance.

Finally, an important constraint related to experimental diagnostics is the duration over which
the strengthened shock is supported in the sample before the waves reflected from within the
intermediate material begin to overtake and weaken the strengthened shock. Figure 2.8 shows
this duration, in time per unit intermediate material thickness, as a function of the incident shock
strength and overall impedance ratio for a shock strengthened by a single intermediate material
of impedance 𝐼1 =

√
𝐼𝐿 𝐼𝑅. The duration over which the steady shock propagates decreases as

the incident shock strength increases. While this trend implies that diagnosing the state behind
the strengthened shock may be challenging for experiments involving very strong incident shocks,
which are commonly desired for probing new regimes of substances, the fast dynamics of the
system are a consequence of the strength of the incident shock and not made worse by our proposed
method of intermediate materials. For the case of decreasing impedance (𝐼𝐿 > 𝐼𝑅), the duration
decreases as the overall impedance ratio increases. However, for the case of increasing impedance
(𝐼𝐿 < 𝐼𝑅), the duration does not vary monotonically with the overall impedance ratio over the range
of impedance ratios considered. There is a kink in the contours of duration at 𝐼𝑅/𝐼𝐿 = 1 caused by
the change from decreasing to increasing impedance.

As an example experiment, a HYADES simulation is performed with tabular equations of state
for a shock passing from a parylene ablator, through a shock-strengthening intermediate beryllium
oxide layer, and into tin. These materials are chosen to approximate the impedance condition for
maximum shock strengthening (𝐼𝐵𝑒𝑂 ≈

√
𝐼𝐶𝐻 𝐼𝑆𝑛). The laser pulse is identical to that used for the

simulations in Figure 2.7. The time per unit intermediate material thickness between the moment
the shock emerges in the tin and the moment the rarefaction reflected off the beryllium oxide layer
first overtakes it is 0.345 ns µm−1, which agrees well with the prediction of 0.338 ns µm−1 from our
theory. This experiment is represented in Figure 2.8 by the symbol, colored by the steady shock
duration (and outlined by the dashed black line for clarity, as the symbol is almost indistinguishable
from the color map due to the excellent agreement between our method and the simulation), located
at 𝜌𝐿′/𝜌𝐿 = 2.94 and 𝐼𝑅/𝐼𝐿 = 2.27. For such an experiment, both our theory and the HYADES
simulation results suggest that a 20 µm intermediate beryllium oxide layer leads to a strengthened
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Figure 2.8: The duration, in time per unit intermediate material thickness, over which a steady,
strengthened shock will propagate in the right material before being overtaken by the rarefaction
generated within a single intermediate material of impedance 𝐼1 =

√
𝐼𝐿 𝐼𝑅 as a function of the

incident shock strength and the overall impedance ratio. Contours (orange lines) span durations of
(0.1, 1.3) ns µm−1 in increments of 0.1 ns µm−1 from right to left. Also shown is the steady shock
duration from a simulation with tabular equations of state for a shock passing from parylene to
beryllium oxide to tin (circle, colored by the present colormap, outlined by the dashed black line).
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shock in tin for an approximately 7 ns diagnostic window. Additionally, the anticipated shock
strengthening calculated using our method is 𝑝𝑅′/𝑝𝑅′

0
= 1.061, which is slightly greater than that

achieved in the simulation, which predicts 𝑝𝑅′/𝑝𝑅′
0
= 1.043. This discrepancy, however, is expected

due to the impedance of the beryllium oxide being slightly less than the ideal intermediate material
impedance for shock strengthening.

2.4.2 Shock Strengthening with Multiple Intermediate Materials

The findings from the previous section suggest that a strategy to enhance shock strengthening is
to incorporate multiple intermediate materials, i.e., by making the intermediate region piecewise
constant. Because maximum shock strengthening (or at worst, shock strengthening within 99.99%
of the true maximum) for a single intermediate material is achieved when the impedance of
the intermediate material is the geometric mean of the impedances of the adjacent materials
(see Figure 2.4), it follows by induction that an exponential distribution ( 𝐼 𝑗

𝐼𝐿
= ( 𝐼𝑅

𝐼𝐿
) 𝑗/(𝑁+1)) in

intermediate material impedance gives rise to the greatest shock strengthening for a finite number
𝑁 of intermediate materials, since the exponential distribution satisfies the condition that the
impedance of each intermediate material is the geometric mean of its adjacent materials. We
consider a maximum of 𝑁 = 5 intermediate materials. Although additional shock strengthening
can theoretically be achieved with more intermediate materials, albeit with diminishing returns for
each additional material, mounting more than five intermediate materials on current experimental
platforms poses additional challenges for target fabrication.

Simulations are performed with the HYADES code to verify our theory for shock strengthening
with multiple intermediate materials. The simulation parameters are identical to those of the
simulations exploring a single intermediate material, except now there is a series of discrete,
exponentially spaced intermediate materials composed of substances listed in Table 2.1. Figure 2.9
shows wave diagrams superposed onto pressure contours for the cases of increasing and decreasing
impedance with three intermediate materials approximating an exponential distribution (an exact
exponential distribution cannot be achieved due to the constraint of the choice of substances in Table
2.1), where the origin is the position and time that the shock passes from the parylene ablator into
the left material. The pre-shock density profiles, the Lagrangian locations of the contact surfaces,
and the paths of the shocks breaking out into the right material without any intermediate materials
are also shown. For increasing impedance (Figure 2.9a), the wave diagram clearly shows the
anticipated decrease in shock speed as the shock passes into layers of greater impedance. Similarly,
for decreasing impedance (Figure 2.9b), the wave diagram clearly shows the anticipated increase
in shock speed as the shock passes into layers of lower impedance. The strength of the shock that
initially emerges in the right material is greater than that of the shock that would emerge without the
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Figure 2.9: Wave diagrams and initial density profiles (solid orange lines) from HYADES simula-
tions with pressure contours for a shock passing from (a) parylene-to-gold and (b) gold-to-parylene
with three intermediate materials (dashed purple lines delineate contact surfaces). Intermediate
material substances from Table 2.1 are chosen to approximate an exponential impedance distribu-
tion. The paths of the shocks breaking out into the right material from simulations without the
intermediate materials (dotted teal lines) are also shown.
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Figure 2.10: Shock strengthening from multiple intermediate impedance materials vs. the number
of intermediate materials for exponential (blue lines) and square-root (yellow lines) impedance
distributions for a parylene-to-gold (theory: solid lines, simulations with tabular equation of state:
filled orange squares, simulations with ideal gas equation of state: open squares) and a gold-to-
parylene (theory: dashed lines, simulations with tabular equation of state: filled purple circles,
simulations with ideal gas equation of state: open circles) contact surface.

inclusion of any intermediate materials, and increases with the number of intermediate materials.
The enhanced strength of the shock is additionally highlighted by the greater shock speed in the
right material compared to that without any intermediate materials. A comparison of Figures 2.6
and 2.9 also demonstrates that the shock speed and strength in the right material are greater with
multiple intermediate materials compared to a single intermediate material. Each material width
is adjusted to ensure that there are no re-reflected wave interactions with the transmitted shock
prior to the breakout of the shock into the right material. As in the case of a single intermediate
material, reflections from within the intermediate materials generate waves with an overall rarefying
effect that eventually overtake and weaken the transmitted shock. Eventually, the strength of the
transmitted shock approaches that without the inclusion of the intermediate materials [18]. To
transmit a steady shock into the final material, the intermediate materials must be of discrete,
decreasing thicknesses. If the impedance profile in the intermediate region between the left and
right materials is continuous, the wave interactions weakening the leading shock would occur
prior to the breakout of this shock into the final material. Although this effect is undesirable for the
generation of a steady shock, it has been used among other techniques to generate a quasi-isentropic
compression wave from a shock [142, 247].

Figure 2.10 shows the shock strengthening from both our theory and simulations with tabular
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and ideal gas equations of state for exponentially spaced intermediate materials as a function of the
number of intermediate materials for contact surfaces of both increasing and decreasing impedance.
For comparison to the exponential distribution, the shock strengthening for a square-root distribution

of intermediate materials ( 𝐼 𝑗
𝐼𝐿

=

√︂
1 + 𝑗

𝑁+1

(
𝐼2
𝑅
−𝐼2

𝐿

𝐼2
𝐿

)
), corresponding to a linear spacing in density, is

both calculated using our theory and simulated with an ideal gas equation of state. As expected,
the square-root impedance distribution is less effective than an exponential distribution for shock
strengthening. For the case of increasing impedance (𝐼𝐿 < 𝐼𝑅), our theory agrees well with
both the trend and magnitude of the shock strengthening determined from simulations in which
tabular material equations of state are used, as the data lie between the theoretical prediction for
exponentially and square-root spaced intermediate materials. Because the intermediate materials
can only approximate an exponential distribution due to the choice of substances in Table 2.1,
it is expected that the data fall slightly below the theoretical prediction for a truly exponential
impedance distribution. For the case of decreasing impedance (𝐼𝐿 > 𝐼𝑅), the simulation data
show more scatter, but are still generally well predicted by our theory. As expected, the shock
strengthening determined from simulations using an ideal gas equation of state matches our theory
closely, with minor differences likely attributable to numerical fluctuations. The results show that
for the laser pulse utilized, up to a 25% (9%) increase in the pressure behind the shock transmitted
into the right material is obtained with the inclusion of up to 5 intermediate materials for the contact
surfaces of increasing (decreasing) impedance.

Shock strengthening for multiple intermediate materials varies with the incident shock strength
and the overall impedance ratio in a manner qualitatively similar to that for a single intermediate
material (see Figure 2.5), with the additional materials magnifying the shock strengthening, as
Figure 2.10 demonstrates.

2.4.3 Application to HED Shock Compression Platforms

While our theory indicates that intermediate materials following an exponential distribution in
impedance between the left and right materials can strengthen shocks, there are several practical
limitations. First, experiments are limited by the choice of real substances, which may make it
difficult to achieve the desired impedance profile because of the availability of a substance with
a desired impedance. Second, to prevent the re-reflected waves from the intermediate contact
surfaces from weakening the leading shock, the size of each successive intermediate material must
be significantly decreased. Targets must therefore incorporate a thick first intermediate material
to achieve the successive-material aspect ratio required to prevent the unwanted effects of the re-
reflected waves. Such longer targets may be prohibitive for applications involving relatively brief
laser pulses, as the strengthening achieved with the technique may be negated if the rarefaction
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launched when the laser terminates significantly weakens the shock front as it passes through the
intermediate materials. Third, because the shock strengthening is achieved primarily in the vicinity
of the intermediate materials due to the eventual weakening caused by the re-reflected waves (see
Figure 2.8), this technique may not be suitable for strengthening shocks passing through contact
surfaces of large impedance mismatches if these contact surfaces are not near the sample under
study. For example, in many experiments utilizing a DAC, a thin layer of gold is used far upstream
of the sample for shielding purposes. While this high-impedance gold layer presents a significant
opportunity for shock strengthening, by the time the shock reaches the sample under study, it will
likely have been weakened by the action of re-reflected waves to its strength in the absence of
any intermediate materials near the gold shielding layer. This constraint then requires that the
intermediate materials be placed immediately upstream of the sample. The contact surface under
consideration in the context of a DAC would therefore be that between the diamond and the sample.
Furthermore, because the shock strengthening becomes significant with large impedance ratios,
shocks in samples with an impedance similar to diamond have little to gain from this technique,
while shocks in gaseous and other low-density samples may benefit greatly. Finally, although
our theory was developed under the assumption of a steady incident shock, significant shock
strengthening can still be achieved for unsteady shocks, provided that the magnitude of the decay
of the unsteady shock as it travels through the region of intermediate materials does not exceed that
of the shock strengthening caused by the intermediate materials. However, for a decaying shock,
the shock strengthening realized using our proposed method of intermediate materials will be less
than the magnitudes reported for a steady shock in the present work. Because the decay rate of an
unsteady, laser-driven shock is a complex function of many experimental variables including the
laser drive and target geometry, we advise caution when deciding if the method of intermediate
materials is appropriate for strengthening shocks in experiments involving rapidly decaying incident
shocks.

2.5 Conclusions

A technique for strengthening shocks passing through a contact surface in high-energy-density laser-
driven compression experiments is presented. A semi-analytical method based on characteristics
analysis is used to solve the problem of a shock passing through a region of non-uniform impedance
that increases the strength of the shock initially transmitted into the sample. By taking advantage
of transient wave dynamics, the strength of a shock transmitted from one material of a given
impedance to another material of another impedance can be increased for a finite time duration if it
first passes through yet another material of an intermediate impedance. As an example, for a shock
capable of being generated on one beam of the OMEGA EP laser facility passing between parylene
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and gold, an increase of up to 25% in the pressure behind the shock can be achieved.
For experimentally relevant contact surfaces of increasing impedance, the shock strengthening

increases to a maximum before decreasing as the strength of the incident shock is increased. For
those of decreasing impedance above a critical value, the shock strengthening increases monoton-
ically as the strength of the incident shock is increased. For contact surfaces of both increasing
and decreasing impedance, the shock strengthening for a given incident shock strength increases
with increasing impedance ratio. Our theory is verified for cases involving both single and multiple
intermediate materials via simulations using the HYADES code. The most effective shock strength-
ening for a single intermediate material is achieved with an intermediate material impedance that
is the geometric mean of the impedances of the outer two materials for strong incident shocks. It
follows that, when using multiple intermediate materials, an exponential distribution of interme-
diate material impedances maximizes the shock strengthening. Though only planar geometries
are presently considered, the shock strengthening technique could have important implications for
systems exploiting convergent geometries like ICF capsules including double shell and revolver
designs. Practical limitations for the technique include the availability of real substances to achieve
a desired impedance profile, the requirement that the intermediate materials not be so large that the
shock is significantly weakened by the rarefaction launched when the laser pulse terminates, and
the requirement that the intermediate materials be adjacent to the sample.

This work is supported by the Lawrence Livermore National Laboratory (LLNL) under subcon-
tract B632749 and was performed under the auspices of the U. S. Department of Energy (DOE)
by the LLNL under Contract No. DE-AC52-07NA27344 with partial support provided by LDRD
19-ERD-031. Furthermore, this work is supported by the U. S. DOE as part of the Stewardship
Science Graduate Fellowship (SSGF) Program under grant DE-NA0003960.

2.6 Supplemental Material

This supplemental material provides additional detail on the treatment of entropy discontinuities
with the MOC and an analytical proof showing that an exponential distribution of intermediate step
impedance maximizes shock strengthening.

2.6.1 Treatment of Entropy Discontinuities

Six interactions (the interaction of a shock and a contact surface, the interaction between a rar-
efaction and a contact surface, a rarefaction overtaking a shock of the same wave family, a shock
overtaking a rarefaction of the same wave family, a collision of a shock and a rarefaction of differ-
ent wave families, and a compression wave steepening into a shock) between shocks, rarefactions,
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compression waves, and contact surfaces requiring the boundary condition derived from the exact
solution to the Riemann problem in our method of characteristics are herein detailed, followed by
their verification using the HYADES code.

2.6.1.1 Shock-Contact Surface Interaction

When a shock intersects a contact surface, the resulting system of waves is given by the exact
solution to the Riemann problem where one of the initial states is the post-shock state and the
other is the undisturbed state on the other side of the contact surface. This interaction results in a
transmitted and reflected shock if the shock travels into a medium of greater impedance. Conversely,
the interaction results in a transmitted shock and a reflected rarefaction if the shock travels into a
medium of lower impedance. The resulting solution is exact.

2.6.1.2 Rarefaction-Contact Surface Interaction

The case of a rarefaction wave interacting with a contact surface is solved by discretizing the
rarefaction into 𝐾 characteristics and exactly solving the resulting Riemann problem for each
characteristic-contact surface interaction, as well as each subsequent interaction between incoming
characteristics and reflected characteristics. The exact solution to the Riemann problem consistent
with the interaction of the first incoming characteristic of the rarefaction with the contact surface
yields the contact surface velocity, the state along the characteristic transmitted through the contact
surface, and the state along the reflected characteristic. The contact surface velocity is used to
update its position, and the effect of the reflected characteristic on the incident rarefaction is
treated by the MOC. The Riemann problem is again solved where now one of the initial states
is given by the state along the transmitted characteristic, and the other is given by the state
along the subsequent characteristic of the incident rarefaction after modification by the reflected
characteristic. This procedure is repeated for each characteristic used to represent the incident
rarefaction. Figure 2.11 provides a wave diagram of this interaction and a flowchart that details
the steps of the calculation. This interaction results in a transmitted and reflected rarefaction if the
incident rarefaction travels into a medium of greater impedance. Conversely, this interaction results
in a transmitted rarefaction and a reflected compression wave if the incident rarefaction travels into
a medium of lower impedance. Figure 2.12 demonstrates the convergence of the method for wave
interactions involving incident rarefactions. For the test problem, a rarefaction with a pressure
ratio of 0.50 impinges on a light-to-heavy contact surface with a density ratio of 41.05, similar
to the density ratio between diamond and cryogenic liquid hydrogen. These values are chosen to
challenge the method such that the range of densities after the wave interaction span two orders of
magnitude. The reference solution is a high-resolution (𝐾 = 104) simulation. The relative error
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Figure 2.11: A wave diagram (a) and flowchart (b) detailing the treatment of the rarefaction-contact
surface interaction with 𝑁𝐶 = 3 characteristics used for the incident rarefaction. The incident
characteristics (solid purple, labeled 𝐼𝑛𝑖) generate both reflected (solid yellow, labeled 𝑅𝑒𝑖) and
transmitted (solid orange, labeled 𝑇𝑟𝑖) characteristics and accelerate the contact surface (dashed
black, labeled 𝐶0).

39



Figure 2.12: Error in pressure (blue circles) and contact surface location (yellow squares) vs.
number of characteristics used to represent the incident wave.

of the pressure between the reflected and transmitted waves and the contact surface location at the
end of the interaction are shown in Figure 2.12. The convergence rate is first order.

2.6.1.3 Rarefaction Overtaking a Shock

When a rarefaction overtakes a shock, the Riemann problem is solved where one of the initial
states is given by the state along the first incoming characteristic (constant for a simple wave) of
the rarefaction and the other is the unshocked state. The exact solution to the Riemann problem
then gives the state along the reflected characteristic and the updated shock speed, which is used to
update its position, and the effect of the reflected characteristic on the incident rarefaction is treated
by the MOC. The Riemann problem is again solved where now one of the initial states is given
by that along the subsequent characteristic of the incident rarefaction after modification by the
reflected characteristic and the other remains the unshocked state. This procedure is repeated for
each characteristic used to represent the incident rarefaction. A flowchart detailing this calculation
would be similar to that of Figure 2.11b, only the Riemann problem is always solved between the
state along the incident characteristics and the unshocked state; there is no wave transmitted ahead
of the shock.

In addition to the shock and reflected wave, the exact solution to this Riemann problem also yields
a contact surface that emerges every time a characteristic from the incident rarefaction intersects the
shock. Solving for the interaction of this contact surface, and every other contact surface emerging
from the interaction of every other characteristic of the incident rarefaction with the shock, with
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both families of characteristics downstream of the shock quickly leads to an intractable problem
due to the ever-increasing number of characteristics (from two prior to each interaction to three
thereafter, and so on) [243]. Additionally, we are primarily interested in solving for the shock and
reflected wave that emerge from the interaction because they can interact with contact surfaces,
whereas contact surfaces, by definition, cannot intersect. For these reasons, we account for a
single contact surface from the intersection of the final characteristic of the incident rarefaction
and the shock front; all other contact surfaces are ignored. To justify this assumption, Figure
2.13 demonstrates the relationship between the interaction of a rarefaction overtaking a shock and
the exact solution to the Riemann problem corresponding to initial conditions given by the states
upstream of the shock and downstream of the rarefaction prior to their interaction, hereby referred
to as the “outer Riemann” problem. Although the contact surfaces produced throughout the shock-
rarefaction interaction affect the paths of the characteristics during the interaction, the strengths
of the reflected wave, contact surface, and shock after the interaction are accurately calculated
because the states separating these waves (states 3 and 4 in Figure 2.13a) are independent of the
solution details through the contact region that would emerge if each individual contact surface
was considered. This result is a consequence of the fact that there is a unique, entropy-obeying
thermodynamic path after the wave interaction connecting the state upstream of the shock to that
downstream of the incident rarefaction (states 2 and 0 in Figure 2.13a) [160]. This path is exactly
given by the solution to the outer Riemann problem corresponding to these states, shown in Figure
2.13b, where states 𝐿 and 𝑅 are equivalent to states 0 and 2, respectively, in Figure 2.13a. The
state downstream of the reflected wave (state 3 in Figure 2.13a) must therefore be equal to the state
downstream of the right-running wave of the outer Riemann problem (state 𝐿∗ in Figure 2.13b).
The solution to the Riemann problem solved when the final characteristic of the incident rarefaction
intersects the shock front, corresponding to states 2 and 3 in Figure 2.13a and equivalent to states
𝑅 and 𝐿∗, respectively, in Figure 2.13b, therefore yields only two waves: a shock and a contact
surface between which the state (state 4 in Figure 2.13a) is equivalent to state 𝑅∗ in Figure 2.13b.

The assumption that the contact surface emerges as a discontinuity from the intersection of
the final characteristic of the incident rarefaction and the shock therefore typically yields three
waves: a weakened shock, a contact surface, and a non-centered reflected wave. The strengths,
and therefore the speeds, of these waves are equal to those calculated if each individual contact
surface was considered, though the location where they emerge from the interaction is approximate
due to the ignored influence of each individual contact surface on characteristic trajectories during
the interaction. While this approximation may have a small effect on the timing of some wave
interactions, it is not expected to significantly alter the solution. If the shock weakens to the point
where there is no change in thermodynamic quantities across it (i.e., zero strength) while being
overtaken by the rarefaction, the interaction persists indefinitely.
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Figure 2.13: Wave diagrams (purple solid: right-running rarefaction, yellow solid: left-running
rarefactions, blue solid: shocks, black dashed: contact surfaces) with Eulerian position, 𝑥, for (a)
a rarefaction overtaking a shock and (b) the corresponding outer Riemann problem. All waves are
represented schematically as straight lines. Constant states are labeled.

2.6.1.4 Shock Overtaking a Rarefaction

When a shock overtakes a rarefaction, the Riemann problem is solved where one of the initial
states is given by the shocked state and the other is given by the state along the first characteristic
(constant for a simple wave) of the rarefaction to intersect the shock. The exact solution to the
Riemann problem then yields the state along the characteristic transmitted into the shocked state
and the updated shock speed, which is used to update its position. The Riemann problem is again
solved where now one of the initial states is given by that along the characteristic transmitted into
the shocked state and the other is given by that along the next characteristic of the rarefaction to
intersect the shock. This procedure is repeated for each characteristic used to represent the incident
rarefaction.

Contact surfaces are generated at every interaction between a characteristic and the shock.
These contact surfaces are treated in the same manner as in the case of a rarefaction overtaking
a shock (Section 2.6.1.3): a single contact surface is assumed to emerge from the intersection of
the final characteristic of the rarefaction and the shock. The strength of this contact surface and
the final strengths of the shock and transmitted wave are equal to the strengths calculated if each
contact surface was considered. If the shock weakens to the point where there is no change in
thermodynamic quantities across it (i.e., zero strength), the interaction persists indefinitely.

2.6.1.5 Head-On Shock-Rarefaction Collision

The treatment of a head-on collision of a shock and a rarefaction of different wave families is
identical to the case of a shock overtaking a rarefaction, though the interaction always results in a

42



shock and a rarefaction of the same families as the incident waves. Furthermore, this interaction is
always of finite duration.

2.6.1.6 Steepening Compression Wave

Prior to any shock steepening, the treatment of a compression wave interacting with an entropy
discontinuity is procedurally identical to a rarefaction interacting with an entropy discontinuity.
Shock formation is handled by solving the Riemann problem at the intersection of the first two
characteristics of the compression wave where each state is given by that along the characteristics
(constant for a simple wave). The exact solution to the Riemann problem then gives the velocity
of the shock formed and the state along the reflected characteristic. The Riemann problem is again
solved at the intersection of the shock with the subsequent characteristic of the incident compression
wave after the latter has been modified by the reflected characteristic. The procedure is repeated
for each characteristic of the incident compression wave. As in the cases involving the interaction
of a shock and a rarefaction, a single contact surface is assumed to emerge from the intersection of
the shock and the final characteristic of the initial compression wave. The strength of the contact
surface, the reflected wave, and the steady shock that emerge from this interaction are equal to the
strengths calculated if each contact surface was considered.

2.6.1.7 Verification with the HYADES Code

The accuracy of our approach is verified by comparison to HYADES simulations assuming ideal
gas behavior. Space-time contours of density obtained from the HYADES simulations for the
elementary wave interactions described in the previous sections are shown in Figure 2.14. The
strengths of the shocks, contact surfaces, and rarefactions are chosen to challenge the method by
spanning two orders of magnitude in density except for the case of a rarefaction overtaking a shock,
where the maximum and minimum densities are limited by the density jump that can be achieved
across the shock wave. The sound speed utilized for non-dimensionalization is that for an ideal
gas at a reference ambient pressure of 101 kPa. In addition to the states after the wave interactions,
Figure 2.14 verifies that the paths of the waves are correctly calculated for each wave interaction.
Though difficult to distinguish, careful inspection of Figure 2.14d reveals the contact surface that
emerges as the rarefaction overtakes the shock. This contact surface is the primary cause for the
change in density between the state downstream of the incident rarefaction and the state downstream
of the shock after the interaction. The near-parallel characteristics of the wave reflected off of the
shock front indicate that it is very weak. Though spurious oscillations in the simulations are in the
most part avoided by appropriate mesh feathering, some oscillations are visible, particularly where
the shock is initialized at (𝑥, 𝑡) = (0.65, 0.00) in Figure 2.14d. These oscillations, however, do not
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Figure 2.14: Density contours from HYADES simulations overlaid with the characteristic paths
(solid orange lines), contact surfaces (dashed orange lines), and shocks (dotted orange lines)
obtained using our theory for (a) a shock interacting with a light-to-heavy contact surface, (b) a
shock interacting with a heavy-to-light contact surface, (c) a rarefaction interacting with a contact
surface, and (d) a rarefaction overtaking a shock. A logarithmic color scheme is utilized to enhance
the density contrast across the waves.
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appear to affect the results.

2.6.2 Intermediate Material Impedance for Maximum Shock Strengthening

For a shock of strength 𝜌𝐿′/𝜌𝐿 traveling into a region of uniform pressure (𝑝𝐿 = 𝑝1 = 𝑝𝑅) and
velocity (𝑢𝐿 = 𝑢1 = 𝑢𝑅 = 0) and increasing impedance (𝐼𝐿 < 𝐼1 < 𝐼𝑅), see Figure 2.6, the pressure
𝑝𝐿′′,1′ can be determined by finding the root of the equation,
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With 𝑝𝐿′′,1′ known, the density 𝜌1′ and velocity 𝑢𝐿′′,1′ behind the incident shock in material 1 can
be calculated as
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respectively. The pressure 𝑝1′′,𝑅′ can then be determined by finding the root of the equation,
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The impedance of material 1 that maximizes the shock strengthening (i.e., that maximizes
𝑝1′′,𝑅′) is determined by examining the behavior of 𝜕𝑝1′′ ,𝑅′

𝜕𝐼1
=

2𝐼1
𝛾𝑝1

𝜕𝑝1′′ ,𝑅′
𝜕𝜌1
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Differentiating Equation 2.10 with respect to 𝜌1 and solving for 𝜕𝑝1′′ ,𝑅′
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yields
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where 𝜕𝜌1′
𝜕𝜌1

can be determined by differentiating Equation 2.8,
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and 𝜕𝑢𝐿′′ ,1′
𝜕𝜌1

can be determined by differentiating Equation 2.9,
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Substitution of Equations 2.11, 2.13, and 2.14 into Equation 2.12 yields an equation for 𝜕𝑝1′′ ,𝑅′
𝜕𝜌1

exclusively in terms of known quantities from which it is determined simply from substitution of a
given intermediate material density that

𝜕𝑝1′′,𝑅′

𝜕𝜌1


< 0 when 𝜌𝐿 < 𝜌1 <

√
𝜌𝐿𝜌𝑅

= 0 when 𝜌1 =
√
𝜌𝐿𝜌𝑅

> 0 when 𝜌1 >
√
𝜌𝐿𝜌𝑅 < 𝜌𝑅

.

Substituting for 𝜌𝑖 =
𝐼2
𝑖

𝛾𝑝𝑖
for 𝑖 = (𝐿, 1, 𝑅),

𝜕𝑝1′′,𝑅′

𝜕𝐼1


< 0 when 𝐼𝐿 < 𝐼1 <

√
𝐼𝐿 𝐼𝑅

= 0 when 𝐼1 =
√
𝐼𝐿 𝐼𝑅

> 0 when 𝐼1 >
√
𝐼𝐿 𝐼𝑅 < 𝐼𝑅

,

from which it is concluded that the impedance that maximizes the shock strengthening for a
single intermediate material for a shock propagating into substances of increasing impedance
(𝐼𝐿 < 𝐼1 < 𝐼𝑅) is 𝐼1 =

√
𝐼𝐿 𝐼𝑅 for shocks approaching the weak and strong shock limit (𝜌𝐿′/𝜌𝐿 → 1
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and 𝜌𝐿′/𝜌𝐿 → 4, respectively, for 𝛾 = 5/3). Furthermore, Figure 2.8 demonstrates that shock
strengthening cannot be achieved for intermediate material impedances outside of the range defined
by the impedances of the left and right materials. Equation 2.12 can also be used to interrogate
the slight downward shift (as much as 1.2% for the range of parameters in the present work) in
the intermediate material impedance that maximizes the shock strengthening for incident shocks
of moderate strength.

For the case of a shock propagating into materials of decreasing impedance (𝐼𝐿 > 𝐼1 > 𝐼𝑅),
the pressure behind the shock transmitted into the intermediate material 𝑝𝐿′′,1′ is determined by
finding the root of the equation,

2
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− 𝑢𝐿′ = 0, (2.15)

where 𝑝𝐿′ and 𝑢𝐿′ are still given by Equations 2.6 and 2.7, respectively. The pressure behind the
shock transmitted into the right material is then determined by finding the root of the equation,
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where 𝜌1′ is still given by Equation 2.8, but 𝑢𝐿′′,1′ is now given by
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The analysis then proceeds as for the increasing-impedance case, where Equations 2.15 and 2.16
are differentiated with respect to the density of the intermediate material, and substitutions are
made to express 𝜕𝑝1′′ ,𝑅′

𝜕𝜌1
explicitly in terms of known quantities. The same logic is then utilized

to conclude that the intermediate material impedance that maximizes the shock strengthening is
𝐼1 =

√
𝐼𝐿 𝐼𝑅 for shocks approaching either the weak or strong shock limit.
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CHAPTER 3

Shock Compression of Helium to 3.5 Mbar

This chapter is adapted from M. J. Wadas et al., Shock compression of helium to 3.5 Mbar, In
preparation for Physical Review Letters [278].

3.1 Abstract

Hugoniot data are obtained for helium in excess of 3.5 Mbar. Helium is precompressed to 2.8-3.4
times its ambient-pressure cryogenic liquid density in a diamond anvil cell prior to laser-driven shock
compression delivering 3.9-5.5 kJ of energy at the OMEGA laser facility. The data show significant
reflectivity and an increase in compressibility, well predicted by first-principles modeling, likely
caused by the onset of continuous ionization. The novel data serve as important benchmarks for
density functional theory and models for Jovian interiors and white dwarf atmospheres.

3.2 Introduction

Helium is the second most abundant element in the universe, and characterizing its behavior in
high-pressure environments is essential for our understanding of Jovian interiors and white dwarfs
[38, 123, 159, 171, 172, 236]. In particular, the metallization of fluid helium and its miscibility
with hydrogen at megabar-level pressures may have dramatic consequences on the dynamics of the
convective barrier thought to exist in the interior of Jupiter separating helium-depleted and helium-
rich layers [29, 172, 250, 255, 305]. Competing models predict considerably different band-gap
closures occurring at ∼2 g cm−3 [36] and ∼10 g cm−3 [249], with the latter suggesting that only
insulating helium exists within Jupiter, motivating the need for additional experimental data. In
addition, the helium-rich atmospheres of white dwarfs, while comprising only a small fraction of the
overall mass, are the primary source of observational data constraining models of interior structure
and thermal evolution, which are highly sensitive to ionization behavior [15, 101, 124, 214]. Finally,
helium bubbles are expected to form on the highly irradiated walls of fusion reactors [57, 205],
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and its ionization behavior is important in hohlraum-laser interactions during inertial confinement
fusion experiments [2, 17], motivating the need to understand the response of helium to high
pressures in both magnetically and inertially confined fusion.

Early experimental studies utilized diamond anvil cell (DAC) devices to statically compress
helium up to 240 kbar and examined the pressure dependence of the refractive index and melting
line [143, 268, 276], while experiments using gas-gun facilities to dynamically compress helium
with shock waves documented the pressure-density shock equation of state up to 560 kbar [196].
The maximum projectile velocity in such experiments [179], however, limits the pressures that
can be achieved. Furthermore, achievable thermodynamic states are constrained to the material
shock Hugoniot anchored to ambient conditions and therefore lack independent control of pressure
and temperature. These challenges are ameliorated through the combination of static and dynamic
techniques, where a DAC is used for tailored precompression followed by laser-driven shock
compression [105], enabling access to conditions relevant to planetary interiors and white dwarf
atmospheres [30, 36, 75].

In addition to the aforementioned physics applications, the simplicity of helium makes it an
important benchmark for quantum mechanical modelling techniques such as density functional
theory (DFT), molecular dynamics (MD), and path integral Monte-Carlo (PIMC) calculations,
especially at the megabar-level pressures of the notoriously challenging warm dense matter regime
[72]. In particular, its monoatomic nature makes helium, as opposed to hydrogen, the simplest
element for which pressure- or temperature-induced ionization physics can be isolated from the
effects of molecular dissociation [13, 88, 119, 138, 167, 168, 169, 181, 213, 226, 293]. While past
studies have shown evidence for the ionization of helium, it remains unclear whether the ionization
is abrupt (i.e., first-order) or continuous and, if continuous, the range over which ionization occurs
[80, 215, 271]. Further obfuscating our understanding are discrepancies in the pressure response
predicted from existing models [145, 170, 188, 197, 235] beyond approximately 1 Mbar for shocked
helium initially precompressed near 10 kbar, a regime where experimental data is limited to only
four past experiments [36, 75]. Even after reanalysis of these experiments with improved quartz
standard models [30] discrepancies with existing models [145, 188, 197], including the First-
Principles Equation of State (FPEOS) [170], remain, motivating the need for experimental data to
elucidate the behavior of helium and discriminate between existing models.

This work presents data from four experiments at the OMEGA laser facility compressing helium
in a DAC from initial static pressures of 7.6-12.0 kbar (∼3 times its cryogenic liquid density at
ambient pressures) to 2.7-3.6 Mbar, extending the range of experimental data to a novel regime
where predictions from existing equation of state (EOS) models diverge [145, 170, 188, 197, 235].
The record pressures were achieved by designing the DAC such that the desired precompressed
state could be reached with the thinnest front diamond window possible (200 µm), efficiently
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coupling the pressure from the 1 ns-optimized laser drive to the sample [279]. The data show
increases in reflectivity consistent with continuous ionization, which is also reflected in the increased
compressibility. The pressure and temperature response is well captured by FPEOS, resolving past
discrepancies [30, 36, 75] and enabling critical insight for the behavior of warm dense helium in
Jovian interiors, white dwarf atmospheres, and fusion energy.

3.3 Target Preparation

In each experiment, supercritical fluid helium is compressed in a DAC with a back sapphire window
to densities between 0.350-0.422 g cm−3 at room temperature using a gas loading system and a ruby
for pressure characterization [30, 105]. In order of increasing precompression, the experiments
are referred to as S74727, S70906, S74722, and S72497 throughout this work. The DAC setup is
similar to those employed by [29, 105, 176] and is shown schematically in Figure 3.1a. A quartz
impedance standard sits at the base of the diamond, and a thin layer of gold shields the DAC
from radiation from the laser-driven side of the target, preventing preheat. Additional details about
target preparation and the characterization of the initial state are provided in Section 3.6. Ten or
twelve lasers are used to generate a 1 ns, 351 nm-wavelength square pulse delivering between 3.9
and 5.5 kJ of energy to the plastic ablator, driving a shock wave into the DAC which subsequently
passes into the helium sample through the quartz standard, as shown schematically in Figure 3.1b.

3.4 Results

The reflective, self-emitting shock front is visualized using the line-imaging velocity interferometer
for any reflector (VISAR) system at the OMEGA Laser Facility [35, 37], generating the raw data
shown in Figure 3.1c, where shifts in the fringes are proportional to changes in shock velocity,
𝑈𝑠. As the shock wave passes from the quartz to the helium, it sets the interface into motion
at velocity 𝑈𝑝, and the difference in shock impedance causes the shock wave to instantaneously
change velocity, resulting in a discontinuous shift in the VISAR fringes. The velocity ambiguity
introduced by this discontinuous shift is resolved through the use of two VISAR channels with
different fringe sensitivities controlled by different etalon thicknesses (16.0829 km s−1 per fringe
for the 3.096 mm etalon and 6.9065 km s−1 per fringe for the 7.2095 mm etalon). Any remaining
ambiguity is resolved by matching the time-integrated shock velocity through the quartz layer to
its known thickness. The effects of precompression on the quartz [85] and helium [63] indices of
refraction are considered for an accurate velocity measurement.

Because the particle velocity and pressure on either side of the shocked interface between the
quartz and helium are equal, the known response of the quartz standard to the high pressure loading
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Figure 3.1: (a) A schematic showing the geometry of the DAC used in the present work, including
a micrograph (right) of the pressure chamber showing the quartz reference plate and the projection
of the VISAR streak camera entrance slit onto the target (white-dashed line) for S74722. (b) A
close-up of the schematic in (a) detailing the sample geometry, precompression, and shock transit.
(c) The VISAR trace with overlaid shock velocity (yellow line) from S74722. The transition of
the shock between materials is clearly seen as a discontinuous jump in the shock velocity. (d)
The SOP data with overlaid temperature (yellow line) from S74722. The slight increase in the
signal intensity immediately following the breakout of the shock into the helium is likely caused by
space-time distortions and nonlinearity in the diagnostic sweep rate [78, 173]. In (c,d) the shaded
yellow region indicates measurement error (see Section 3.6).
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Figure 3.2: The shock versus particle velocity in helium for the present work (closed symbols) and
past work (open symbols) [30, 36, 75]. Color indicates the precompressed density. Several FPEOS
Hugoniot curves [170] spanning the range of initial densities in the experimental data are shown.

can be used to determine the state in the shocked helium using standard impedance matching
techniques, detailed in Section 3.6. The key measurement enabling the state calculation is the
velocity of the shock in quartz and helium immediately before and after, respectively, the shock
breaks out into the helium. The agreement between the two VISAR measurements before and
following the break out is used to determine the measurement error, as described in the Section
3.6. Figure 3.2 shows the shock velocity in helium versus the particle velocity for the new data
and existing data from [30, 36, 75] exploring shocked helium precompressed between 0.51 and
1.25 GPa, overlapping the range explored in the present work, compared to predictions from FPEOS,
an EOS database that combines results from PIMC and DFT-MD simulations [170]. The overall
agreement is good, with experimental errors smaller than past data [30, 36, 75].

The calculated velocities in quartz and helium are used to determine the pressure and density
behind the shock in the helium [30, 121], as shown in Figure 3.3, again alongside past data and
predictions from FPEOS. The data indicate pressures near and in excess of 3.5 Mbar and again
show good agreement with FPEOS, as seen in the upper-right panel. The three highest-pressure
experiments suggest a slightly greater compressibility than the prediction of FPEOS, but still fall
within, or very nearly within, the experimental error bars. The lower-right panel of Figure 3.3
shows the predicted Hugoniot curve for S74722 from additional equation of state models including
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Figure 3.3: Left: The pressure versus density in helium for the present work (closed symbols) and
past work (open symbols) [30, 36, 75]. Color indicates the precompressed density. Three FPEOS
Hugoniot curves [170] spanning the range of initial densities in the experimental data are shown.
Upper right: close-up view of the new data with an expanded color scale. Bottom right: S74722
(𝜌0 = 0.390 g/cm3) with Hugoniot curves from LEOS20 (long-dashed) [188], SESAME3764 (dash-
dotted), SESAME3761 (short-dashed) [145], REOS (dotted) [197], and FPEOS (solid) [170].

LEOS20 and SESAME, EOS tables from Lawrence Livermore and Los Alamos National Labo-
ratories, respectively, that use a modified Thomas-Fermi model constrained to experimental data
[145, 188], and REOS, an MD-based EOS that incorporates chemical modeling from Universität
Rostock [197]. The prediction of these EOS models for S74727, S70906, and S72497 show similar
trends. Of these models, FPEOS is the most compressible and therefore provides the most accurate
prediction [235]. The greater compressibility may be related to an increase in the internal molecular
degrees of freedom due to the onset of ionization [167, 168, 169, 170], which is further elucidated
by reflectivity measurements discussed next.

While the phase of the VISAR signal enables a velocity measurement, the amplitude encodes
information that can be used to determine the shock reflectivity in helium, where the signal in
quartz again acts as a measurement standard [97]. Accounting for changes in the index of refraction
resulting from precompression [30, 175], we calculate shock reflectivity in helium in excess of
30% (data for each experiment and a description of the error analysis are provided in Section 3.6),
as indicated by the size of the data points in Figure 3.4. The measured reflectivity exceeds that of
past experiments [36, 75] by up to 75%, consistent with the enhanced compressibility observed in
Figure 3.3 and the onset of ionization.
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Figure 3.4: Left: The temperature versus pressure in helium for the present work (closed symbols)
and past work (open symbols) [30, 36, 75]. Color indicates the precompressed density, while the
symbol size indicates reflectivity. Three FPEOS Hugoniot curves [170] spanning the range of
initial densities in the experimental data are shown. Upper right: close-up view of the new data
with an expanded color scale. Bottom right: S74722 (𝜌0 = 0.390 g/cm3) with Hugoniot curves
from LEOS20 (long-dashed) [188], SESAME3764 (dash-dotted), SESAME3761 (short-dashed)
[145], REOS (dotted) [197], and FPEOS (solid) [170].
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Figure 3.4 also shows the temperature behind the shock in helium inferred from streaked optical
pyrometry (SOP) data, an example of which is shown in Figure 3.1d. The self-emission of the
shock front [173] enables a measurement of the spectral radiance, which we observe to be similar in
the quartz and helium. Combined with the measured reflectivity, the spectral radiance can be used
to infer temperature using the grey-body radiation approximation, with details provided in Section
3.6. In the present experiments, the shock speed in quartz exceeds the range over which we have
qualified quartz as a shock temperature standard for precompressed targets. However, because the
precompression of the targets for the present experiments is relatively low, we utilize a temperature
model for quartz that is experimentally validated for uncompressed targets at the shock velocities
obtained [97, 175]. Ongoing work aims to extend the capabilities of precompressed quartz as a
temperature standard to shock velocities in excess of 30 km s−1 [58], but presently, we estimate the
effect of precompression with a correction derived from differences in our existing models that
either consider or neglect precompression at the greatest experimentally validated shock velocities
(see Section 3.6).

The agreement between the prediction of FPEOS and the data is generally good, as seen in
the upper right panel of Figure 3.4. Our temperature measurement for S74727 may be artificially
high due to a possible overprediction of the reflectivity from our experimental fit to the present
and preexisting data [30, 36, 75] (see Section 3.6). As in Figure 3.3, the lower-right panel also
shows predictions from LEOS20, SESAME3764, SESAME3761, and REOS for S74722. The
temperature measurements further enable a prediction of conductivity according to the Drude-like
model of [249], giving 264, 90, 143, and 123 kS m−1 for S74727, S70906, S74722, and S72497,
respectively, exceeding previous measurements by up to a factor of 2 and providing further evidence
of the increasing ionization in the present pressure regime.

3.5 Conclusion

Four experiments achieved a novel state in warm, dense fluid helium that shows evidence of con-
tinuous ionization [168, 169, 214, 215], with measured reflectivity in excess of 30% over pressures
ranging from 2.7 to 3.6 Mbar. The increase in compressibility likely caused by increasing internal
energy from the onset of ionization [167] is well captured by FPEOS, affirming the ability of first-
principles techniques like PIMC and DFT-MD to predict the EOS of warm dense helium in a regime
where ionization becomes important. These data provide an important benchmark for models of
the thermal evolution and interior structure of Jupiter, atmospheric profiles of white dwarfs, and the
behavior of fusion products. Additional experiments utilizing greater precompression are ongoing
to further probe the insulator-to-metal transition.

This work is supported by the Lawrence Livermore National Laboratory under Subcontract No.
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B632749 and the U. S. Department of Energy (DOE) as part of the Stewardship Science Graduate
Fellowship Program under Grant No. De-NA0003960. Part of this work was performed under
the auspices of the US DOE by Lawrence Livermore National Laboratory (LLNL) under contract
DE-AC52-07NA27344 and supported by LLNL LDRD Program No. 19-ERD-031. VISAR and
SOP data in this work were analyzed with LLNL AnalyzeVISAR code.

3.6 Supplemental Material

This supplemental material provides additional detail regarding target preparation and measurement
analysis.

3.6.1 Preparation of High-Pressure Anvil Cells

Each of the experiments examined shocked helium loaded in a diamond-sapphire anvil cell, see
Figure 3.1a in the main text. The portion of the cell compressed to 0.76-1.20 kbar consists of layers
of diamond (200 µm), quartz (15-17 µm), helium (100-180 µm), and sapphire (500 µm). Adjacent
to the quartz standard are ruby spheres 5-10 µm in diameter used for pressure characterization [41].
The laser-irradiated side of the target (i.e., the diamond side) is electroplated with 3-7 µm of gold
to shield the sample from x-ray preheat. Immediately upstream of the shield is the 40 µm plastic
ablator. The diamond is fixed in place by a tungsten-carbide seat, while a stainless steel gasket
surrounds the remainder of the compressed portion of the target. The sapphire and quartz utilize
an anti-reflective coating to minimize spurious signals from being recorded on the VISAR streak
camera.

The conditions in the compressed anvil cell are summarized in Table 3.1. The pressure in
the anvil cells was determined using the luminescence spectra of the ruby pressure gauges to
within 0.3 kbar [41]. The temperature was determined with negligible error compared to that of
the pressure. The density and corresponding uncertainty of the quartz standard were determined
using coefficients from [33] and the Murnaghan equation of state, and the refractive index and
corresponding uncertainty were characterized according to [85] for the VISAR probe wavelength of
532 nm [30]. The density and corresponding uncertainty of the helium were determined according
to the equation of state from [268], and the refractive index and corresponding uncertainty were
characterized according to [63].

3.6.2 Impedance Matching and Velocity Measurement

The pressure and density downstream of the shock immediately after it passes into the helium can
be determined with standard impedance matching. We use a model for the shock Hugoniot in the
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Table 3.1: The precompressed conditions for each of the experiments performed in this work. The
error on the last reported digit is given in parenthesis, e.g., 2.701(3) is the same as 2.701 ± 0.003.

Shot ID 𝑝0 [kbar] 𝑇0 [K] 𝜌0,𝑞 [g cm−3] 𝑛0,𝑞 [𝑁𝐷] 𝜌0,𝐻𝑒 [g cm−3] 𝑛0,𝐻𝑒 [𝑁𝐷]
74727 7.6 (3) 298 2.701 (3) 1.5544 (4) 0.351 (6) 1.070 (1)
70906 9.5 (3) 296 2.713 (3) 1.5562 (4) 0.385 (5) 1.077 (1)
74722 9.8 (3) 298 2.715 (3) 1.5565 (4) 0.390 (5) 1.078 (1)
72497 12.0 (3) 296 2.729 (3) 1.5586 (5) 0.422 (4) 1.084 (1)

precompressed quartz [30] and the measured shock velocity to determine the state in the quartz
downstream of the shock immediately prior to breakout. The intersection of the quartz isentrope
[62], representing the release wave emerging from the breakout interaction, passing through this
state and the equation from the Rankine-Hugoniot equations representing momentum conservation
for the shock in helium, which requires a measurement of the shock velocity in helium, gives the
pressure and density in the helium.

With the initial states prior to shock interaction characterized, the key measurements enabling
the impedance-matching technique are the shock velocities in the quartz standard and the helium
immediately prior to and after the breakout event, respectively, which are obtained using the velocity
interferometry system for any reflector (VISAR) on the OMEGA laser [35]. Shifts of the VISAR
fringes (see Figure 3.1c in the main text) are proportional to changes in the vacuum velocity of
the reflecting shock wave. For each experiment, two VISAR measurements are taken, each with a
different fringe sensitivity to velocity shifts, which is determined by the thickness of the etalon. Two
VISAR measurements, where the ratio of the fringe sensitivities is a rational number, are required
to resolve the ambiguity introduced by the instantaneous change in the shock velocity as it passes
from the quartz standard to the helium sample, which causes a discontinuous jump in the fringes
of the VISAR measurement. For the present experiments, the etalon thickensses are 7.2095 mm
and 3.096 mm, corresponding to sensitivities of 6.9065 km s−1 and 16.0829 km s−1 per fringe,
respectively. Resolving the fringe discontinuity yields solutions for the shock velocity, modulo the
fringe sensitivity ratio (3:7 in the present work). This ambiguity is then resolved by verifying that
the integrated shock velocity through the quartz is consistent with its known thickness. The shock
velocity in the quartz and the helium are then determined by fitting lines to both velocity histories
leading up to and following shock breakout, respectively, and extrapolating to the breakout time.
The final velocity is then determined as the average between the velocity for each history weighted
by the inverse of the fringe sensitivity and is shown for each experiment in Table 3.2.

The error in the velocity measurements is taken to be the L2 norm between the velocity histories
from each VISAR measurement in both the quartz and helium according to

58



Figure 3.5: The velocity histories for the 7.2095 mm etalon (solid yellow) and 3.096 mm etalon
(dotted blue) for shot 74722. Vertical dashed lines in the inset indicate the bounds for the integral
in Equation 3.1 used to calculate the error shown.

𝐿2,𝑚 =

[
1

𝑡𝑏,𝑚 − 𝑡𝑎,𝑚

∫ 𝑡𝑏,𝑚

𝑡𝑎,𝑚

(
𝑈𝑠,𝑒𝑡1 −𝑈𝑠,𝑒𝑡2

)2
𝑑𝑡

]1/2
. (3.1)

Equation 3.1 is therefore a measure of the average amount by which the velocity histories from
both VISAR measurements with different etalons 𝑈𝑠,𝑒𝑡1 and 𝑈𝑠,𝑒𝑡2 differ over the time interval 𝑡𝑎,𝑚
to 𝑡𝑏,𝑚, where the subscript 𝑚 refers to the material, quartz (𝑞) or helium (𝐻𝑒). Figure 3.5 shows
the vacuum velocity histories from S74722 along with the L2 norm in both the quartz and helium
calculated according to Equation 3.1. Error from the refractive index (see Table 3.1) is propagated
into the velocity measurement by multiplication with the calculated breakout velocity. The final
error in the velocity measurement is the sum of the L2 norm and the error from the refractive index
and is given in Table 3.2.

3.6.3 Error Propagation and Pressure and Density Measurements

Error from measurements of the precompressed state in helium (density and pressure) and the
shock velocities in both the quartz standard and the helium are propagated into the impedance
matching calculation used to determine the density and pressure behind the shock as it breaks out
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Table 3.2: The energy delivered to the target and the calculated shock velicities for the present
work.

Shot ID 𝐸 [J] 𝑈𝑠,𝑞 [km s−1] 𝑈𝑠,𝐻𝑒 [km s−1]
74727 5460 28.04 ± 0.31 36.31 ± 0.36
70906 3923 23.94 ± 0.26 30.89 ± 0.37
74722 4986 26.62 ± 0.38 33.87 ± 0.35
72497 4649 25.49 ± 0.26 32.14 ± 0.35

Table 3.3: The energy delivered to the target and the calculated density and pressure in helium.

Shot ID 𝐸 [J] 𝜌 [g cm−3] 𝑝 [Mbar]
74727 5460 1.515 ± 0.097 3.556 ± 0.082
70906 3923 1.418 ± 0.075 2.686 ± 0.059
74722 4986 1.630 ± 0.118 3.413 ± 0.081
72497 4649 1.684 ± 0.092 3.279 ± 0.053

into the helium. The Monte-Carlo methodology detailed in Ref. [120] is utilized with the model
for the precompressed shock Hugoniot curve in quartz [30], the model for the quartz release [62],
and the condition from the Rankine-Hugoniot equations representing momentum conservation to
determine the error in density and pressure for the present work. The results of the impedance
matching analysis and error calculation for the four experiments are presented in Table 3.3.

3.6.4 Reflectivity and Temperature Analysis

The reflectivity in helium 𝑅𝐻𝑒 is determined by comparing the intensity of the VISAR signal in the
quartz 𝐼𝑞 and helium 𝐼𝐻𝑒, where the reflectivity of the shock in the precompressed quartz standard
is a known function of its velocity 𝑅𝑞 (𝑈𝑠,𝑞) [30]. Specifically, the reflectivity in helium is given
by 𝑅𝐻𝑒 = 𝑅𝑞 (𝑈𝑠,𝑞)𝐼𝐻𝑒/𝐼𝑞. As in the quartz standard, the reflectivity in helium is a function of the
shock velocity 𝑈𝑠,𝐻𝑒 as shown in Figure 3.6. A four-parameter Hill equation, with the constraint
that the reflectivity must be between 0 and 100%, is then fit to the combined data, which includes
the re-analyzed past data detailed in Chapter 3 [30], from which the reflectivity is extracted. The
error reported in Table 3.4 is the sum of the error propagated from the velocity measurement and
the standard deviation of the data from each experiment from the combined fit.

The temperature in helium is determined by a comparison of the thermal emission of the shock
front in quartz and helium measured by the streaked optical pyrometry (SOP) system. With the
reflectivity now known, the temperature 𝑇 is related to the spectral radiance 𝐼 using a grey-body
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Figure 3.6: Reflectivity versus shock velocity in helium for S70906 (yellow), S72497 (teal), S74722
(purple), S74727 (blue), and past data (red stars) [30] with a combined Hill fit (black line).

approximation as

𝑇 = 𝑇0{ln [(1 − 𝑅)𝐴/𝐼 + 1]}−1, (3.2)

where the calibration parameter 𝑇0 is a function of the system peak sensitivity (𝑇0 = 1.9 eV for
the present work) and 𝐴 is a system calibration constant. Because the temperature in the helium
is determined relative to the temperature in the quartz standard, the calibration parameter 𝐴 drops
out giving

𝑇𝐻𝑒 = 𝑇0

{
ln

[
(𝑒𝑇0/𝑇𝑞 (𝑈𝑠,𝑞) − 1)𝐼∗𝑞/𝐼∗𝐻𝑒 + 1

]}−1
, (3.3)

where 𝐼∗ = 𝐼𝐴𝐷𝑈/(1 − 𝑅) and 𝐼𝐴𝐷𝑈 represents the analog-to-digital counts of the measured SOP
signal. The temperature in the quartz standard as a function of the shock velocity 𝑇𝑞 (𝑈𝑠,𝑞) is
therefore required to determine the temperature in the helium.

While efforts are currently underway to extend the characterization of quartz as a thermal
standard [58], the shock velocities in the present work exceed the velocities of available data for
which corrections for the effects of precompression have been determined [30]. Given that the
precompression for the present work does not exceed 1.2 GPa, we utilize a model for the quartz
temperature that neglects precompression but is otherwise valid for the present range of shock
velocities [175]. Following [30], we estimate a correction for the effect of precompression from
the ratio of quartz temperatures given by models that either neglect or consider precompression,

𝑇𝑞,𝑐𝑜𝑟

𝑇𝑞,𝑢𝑛𝑐𝑜𝑟
= 1 −

−14786 + 1555𝑈𝑠,𝑞
1860 + 3.56𝑈3.036

𝑠,𝑞

(
𝜌0,𝑞 − 2.65

)
, (3.4)

where𝑈𝑠,𝑞 = 20 km s−1 is the maximum velocity for which both models are experimentally validated
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Table 3.4: The energy delivered to the target and the calculated reflectivity and temperature in
helium.

Shot ID 𝐸 [J] 𝑅𝐻𝑒 [%] 𝑇 [kK]
74727 5460 37.24 +5.18, -5.17 79.0 +7.6, -7.1
70906 3923 16.72 +5.06, -5.02 46.9 +3.8, -3.8
74722 4986 27.11 +5.69, -5.66 58.5 +5.5, -5.1
72497 4649 20.75 +3.66, -3.62 54.8 +3.9, -3.7

and densities are expressed in g cm−3. Then, from Equation 3.3, the corrected temperature in helium
is given by

𝑇𝐻𝑒,𝑐𝑜𝑟

𝑇𝐻𝑒,𝑢𝑛𝑐𝑜𝑟
=

ln
[
(𝑒𝑇0/𝑇𝑞,𝑢𝑛𝑐𝑜𝑟 − 1)𝐼∗𝑞/𝐼∗𝐻𝑒 + 1

]
ln

[
(𝑒𝑇0/𝑇𝑞,𝑐𝑜𝑟 − 1)𝐼∗𝑞/𝐼∗𝐻𝑒 + 1

] . (3.5)

The corrected temperature is reported in Table 3.4, and the error is the sum of the standard
deviation of the temperature from a moving average of the data with a window of 0.4 ns and the
error propagated from the reflectivity measurement.

3.6.5 Correction for Ghost-Fringe Reflections

Despite the use of anti-reflective coatings, the VISAR signal is polluted with reflection from
the stationary diamond-sapphire interface as the shock breaks out of the quartz-helium interface,
causing “ghost fringes.” To remove the influence of the stationary interface reflection, a fast-Fourier
transform is performed in a temporal region of the VISAR signal after the unsupported shock front
has weakened to the point of vanishing reflectivity, i.e., a region consisting exclusively of ghost
fringes. The amplitude of the ghost fringes, assumed to be constant throughout the experiment, is
then determined and subtracted from the signal, effectively removing the influence of the stationary
reflection from the impedance matching analysis.
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CHAPTER 4

Interactions of Two Bubbles Along a Gaseous
Interface Undergoing the Richtmyer-Meshkov

Instability in Two Dimensions

This chapter is adapted from M. J. Wadas and E. Johnsen, Interactions of two bubbles along a
gaseous interface undergoing the Richtmyer-Meshkov instability in two dimensions, Physica D:
Nonlinear Phenomena, 409:132489, 2020 [280].

4.1 Abstract

The vorticity-driven interactions involving bubbles and spikes along a shock-accelerated interface
significantly affect the dynamics of the flow and likely contribute to an eventual turbulent transition.
In this study, the interaction of two adjacent bubbles of different sizes undergoing the Richtmyer-
Meshkov process is investigated numerically in two dimensions. In particular, we compare two-
bubble configurations with different initial amplitude ratios and wavelength ratios. Simulations are
performed using an in-house, high-order accurate discontinuous Galerkin code solving the Euler
equations for a shock-accelerated interface initially perturbed with a periodic array of alternating
sinusoids of different sizes. Two types of departures from existing bubble-merging models are
observed, caused by a vorticity imbalance on the sides of the bubbles leading to spikes that either
diverge or converge beneath the larger bubble, thus resulting in the generation of vortex dipoles
escaping the confines of the mixing region or in the reacceleration of the larger bubbles. A
vorticity-based criterion for predicting the generation of vortex dipoles and the reacceleration of
larger bubbles from the initial conditions is developed.
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4.2 Introduction

The Richtmyer-Meshkov instability (RMI) occurs when a perturbed interface separating fluids of
different densities is accelerated by a shock wave [162, 220]. After the shock wave traverses the
interface, the fluids begin to interpenetrate, forming an alternating configuration of bubbles of
relatively light fluid rising into the heavy fluid and spikes of relatively heavy fluid falling into the
light fluid. Bubbles and spikes interact with each other such that the mixing region may eventually
transition to a state of turbulence. The mixing induced by this process has important consequences
in astrophysics and fusion research. In particular, this interpenetration of heavy and light fluids is
partially responsible for the ejection of heavy elements from the centers of stars into the surrounding
galaxy during core-collapse supernovae [89, 110] and for decreasing the compression required for
a sustained nuclear fusion reaction in inertial confinement fusion experiments [17, 28].

Significant effort has been devoted to understanding the growth of the RMI. Richtmyer first
performed the linear analysis suggesting, and later validated by the experiments of Meshkov, that
the amplitude of a shock-accelerated perturbation initially increases linearly in time [162, 220].
Models for the nonlinear growth phase have been developed based on potential flow theory and
simple force balance arguments [95, 133, 165, 166, 253]. Concurrent with the development of
these models was experimental work leveraging a wide variety of platforms including shock tubes,
laser facilities, and linear electric motors [66, 68, 275].

While the single-mode RMI is relatively well understood, prediction of the evolution of arbitrary
interfacial perturbations, i.e., perturbations consisting of the superposition of many modes, is more
challenging. As in the single-mode case, theoretical [5, 95, 253] and experimental [127, 128, 154,
228] studies considered the linear and nonlinear behavior of multimode interfaces. Beyond the
nonlinear growth phase, experimental [218, 275, 284] and theoretical [5, 76, 207, 253] studies
are additionally aimed at quantifying the asymptotic behavior of the mixing region. In addition,
large-scale numerical simulations have generated an enormous amount of data that can be used to
investigate the physics of late-time RMI-induced mixing [203, 204, 263, 265, 296]. The modal
interactions that are the focus of such studies can cause the reacceleration of bubbles, and vortex
dipoles have been observed to escape the mixing region [66, 204, 218, 263, 265, 284, 296]. These
phenomena are prevalent in the context of but not unique to the RMI; studies of the Rayleigh-Taylor
instability also show evidence of similar escaping dipoles and reaccelerating bubbles [66, 67, 217,
294, 296]. These features can lead to enhanced mixing and are likely related to the transition to a
turbulent state, which remains an active area of research [263, 265, 307, 308].

A number of investigations of multimode instability growth focus on interfaces initially com-
posed of superimposed sine waves (i.e., Fourier modes) [127, 128, 154, 204, 265]. However,
another class of studies considers interfaces composed of adjacent bubbles initialized as neighbor-
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Figure 4.1: The computational setup for the simulations performed.

ing sinusoids of different period and amplitude and investigates competition between these bubbles
[5, 95, 228]. In the present study we focus on the latter to enable an accurate comparison to the
experiments of Ref. [228].

Our objective is to numerically investigate the generation of vortex dipoles that escape the
confines of the mixing region, as well as the reacceleration of bubbles, for interfaces subject to the
RMI. Our hypothesis is that the escape of a vortex dipole from the interface and the reacceleration of
large bubbles can be predicted from the initial vorticity associated with the bubbles. To investigate
these dynamics, we solve the two-dimensional multispecies Euler equations.

The chapter is organized as follows. Section 4.3 describes the numerical method and computa-
tional setup. Section 4.4 presents the results of the numerical simulations, alongside predictions
from existing bubble merging models [5, 95], and elaborates on a criterion for differentiating be-
tween the two types of interface growth observed. Results are summarized and conclusions drawn
in Section 4.5.

4.3 Methods and Problem Setup

Numerical simulations are performed using our in-house discontinuous Galerkin interface- and
shock-capturing code to solve the two-dimensional multispecies Euler equations [59, 60]. The base
spatial scheme is fifth-order accurate (𝑝 = 2) with a Roe solver and hierarchical limiting applied
at discontinuities (shocks and interfaces) only. Fourth-order explicit Runge-Kutta is used for time
marching.

As illustrated in Figure 4.1, the computational domain is a rectangle of width _ = 1, where _
is a base wavelength, and length sufficiently long to ensure that the perturbation does not grow
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beyond the end of the domain. The interface position, ℎ(𝑥, 𝑡), is initialized as a piecewise sinusoidal
function such that

ℎ(𝑥, 0) =

−𝑎1,0 cos(2𝜋𝑘1𝑥) for 𝑥 ≤ 1

𝑘1

−𝑎2,0 cos[2𝜋𝑘2(𝑥 − 1
𝑘1
)] − (𝑎1,0 − 𝑎2,0) for 𝑥 > 1

𝑘1

(4.1)

where 𝑘1 and 𝑎1,0 are the wavenumber and initial amplitude of the left sinusoid, and 𝑘2 = 1/(_ −
1/𝑘1) and 𝑎2,0 are the wavenumber and initial amplitude of the sinusoid to the right in Figure 4.1.
The wavelengths of the initial perturbations are _𝑖 = 2𝜋/𝑘𝑖 where 𝑖 = 1, 2 and _ = _1 + _2. The
position of each bubble is taken to be the vertical position, 𝑦, where the mass fraction between
the two interpenetrating fluids is 0.5 at the horizontal positions of 𝑥 =

_1
2 for the larger bubble

and 𝑥 = _1 + _2
2 for the smaller bubble. A shock wave with Mach number 𝑀 is initialized at

𝑦 = 2(𝑎1,0 + 𝑎1,2). The pre-shock Atwood number is given by 𝐴 = (𝜌𝐴 − 𝜌𝐵)/(𝜌𝐴 + 𝜌𝐵), where 𝜌𝐴
is the density of the fluid in which the shock is initiated and 𝜌𝐵 is the density of the fluid into which
the shock passes. The variables are non-dimensionalized by _, 𝜌𝐴, and the speed of sound in the
light fluid, 𝑐𝐴 =

√︃
𝛾𝑝0
𝜌𝐴

where 𝛾 is the ratio of specific heats, assumed constant for both fluids, and
the pressure 𝑝0 = 100 kPa [59, 60]. Periodic boundary conditions are implemented at the edges of
the domain and nonreflecting on the top and bottom.

A uniform mesh is used with 256 cells across the domain width, and the interface is initialized
with a thermodynamically consistent exponential diffusion function [131], which in practice gives
rise to an interface thickness of approximately 20 cells. The interface thickness is chosen to be
consistent with past studies utilizing this code in which validation studies were conducted against
single-mode RMI experiments [59, 60]. The simulations are run to a time well into the nonlinear
growth regime. Although pointwise convergence cannot be achieved with the Euler equations,
integral quantities such as the mixing width thickness are sufficiently converged at the resolutions
and times explored.

Simulations are performed with parameters enabling a comparison with the shock tube exper-
iments of Ref. [228], in which the Mach number is 𝑀 = 1.3, the Atwood number 𝐴 = −0.67,
and the initial bubble wavelength ratios _1/_2 ∈ (1.59, 2.50). To further investigate the bubble
merging behavior, additional simulations are performed for five different initial bubble amplitude
ratios 𝑎0,1/𝑎0,2 for a Mach number of 𝑀 = 1.85, Atwood number 𝐴 = 0.49, and initial bubble
wavelength ratios _1/_2 ∈ (1.50, 2.00, 3.00). The initial bubble amplitude ratios are evenly spaced
between 𝑎0,1/𝑎0,2 = 1 (each bubble having the same initial amplitude) and 𝑎1,0/𝑎2,0 = _1/_2 (each
bubble having the same initial amplitude to wavelength ratio). These latter shock Mach number
and Atwood number are chosen to match the conditions explored in Ref. [265]. The initial bubble
amplitudes are such that the refraction of the shock passing through the interface is regular at all
times (𝑎𝑖/_𝑖 < 0.1 where 𝑖 = 1, 2) [231]. Although the applications of interest are inherently three
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dimensional, particularly at late times, the two-dimensional case is explored as a first step toward
a deeper understanding of the physics at times when the flow may still preserve two-dimensional
structures from two-dimensional initial conditions.

4.4 Results

We begin by analyzing the simulation results designed to match the experimental set up of Ref. [228].
After highlighting agreements and discrepancies between the bubble merging model and the sim-
ulation results, we examine the mechanism responsible for the disparity in a set of simulations
matching the numerical studies of [265]. From observations of these two sets of simulation studies,
we develop a criterion based on initial conditions for predicting the escape of a vortex dipole from
the confines of the interface and the reacceleration of bubbles.

4.4.1 Comparison to Experiments and Models

We first qualitatively consider the evolution of a perturbation of alternating large, _1 = 27 mm and
𝑎0,1 = 2.00 mm, and small, _2 = 17 mm and 𝑎0,2 = 1.26 mm, bubbles initially separating air and
SF6 (𝐴 = −0.67) in a shock tube. An 𝑀 = 1.3 shock wave passes from air into SF6 and initiates
the RMI process. This setup matches that of Ref. [228]. Figure 4.2 shows the time evolution of
the perturbation for both the experiments of Ref. [228] and our numerical simulation. Both the
large and small bubbles grow and begin to compete for space before the larger bubble starts to
overtake the smaller bubble. Beyond this point, the larger bubble dominates and the size of the
smaller bubble decreases as the larger bubble expands to fill the space originally occupied by both
bubbles [228]. Until approximately 1.4 ms, the potential model of Refs. [5, 95] agrees well with
the experiments. According to the model, the mixing region begins to behave as a single array
of bubbles with a wavelength equal to the width originally occupied by both bubbles as the larger
bubble overtakes the smaller bubble [5, 95, 228].

The simulation results show good agreement with the experiments. The density contours show
that the spikes begin to diverge beneath the smaller bubbles and converge beneath the larger bubbles.
Careful inspection of the images from the experiment (Figure 4.2a) show the same behavior, where
the spikes appear as dark shadows converging beneath the larger bubbles.

To quantify the evolution of the bubbles, Figure 4.3 shows the bubble position for 𝑎0,1/𝑎0,2 =

_1/_2 (bubbles initiated with the same amplitude to wavelength ratio) and 𝑎0,1/𝑎0,2 = 1 (bubbles
initiated with the same amplitude). The position of the tips of the large and small bubbles from
simulation are compared to the prediction from the bubble merger model [5, 95] relative to the
position of an unperturbed interface. For bubbles starting with the same amplitude to wavelength
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Figure 4.2: (a) Schlieren images showing the bubble competition process observed in the experi-
ments of Ref. [228] (white dashed lines are simulations performed in Ref. [228]), reproduced with
permission, and (b) density plots of a simulation performed for this work matching the experimental
conditions of Ref. [228] where 𝑀 = 1.3, 𝐴 = −0.67, _1/_2 = 1.59, and 𝑎0,1/𝑎0,2 = _1/_2.

Figure 4.3: The larger (yellow squares/dashed line) and smaller (blue triangles/solid line) bubble
tip positions from simulation/the model of Refs. [5, 95] for 𝑀 = 1.3, 𝐴 = −0.67, _1/_2 = 1.59 and
(a) 𝑎0,1/𝑎0,2 = _1/_2 and (b) 𝑎0,1/𝑎0,2 = 1.
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ratio, both bubbles begin to increase in amplitude immediately after the passage of the shock wave.
After approximately 0.5 ms, however, the smaller bubble begins to decrease in size while the larger
bubble continues to grow. The model agrees with the simulations until approximately 2.7 ms,
shortly after the end of the experiment. At this point, the position of the smaller bubble begins
to level off while the larger bubble begins to increase in size more rapidly than predicted by the
model. The mechanism governing this behavior is the focus of the next section.

In the case of bubbles starting with the same initial amplitude, both bubbles begin to grow
after the passage of the shock wave. The growth of the smaller bubble, however, immediately
diverges from the model. Unlike the case with 𝑎0,1/𝑎0,2 = _1/_2, the smaller bubble is always
moving in positive 𝑦. In fact, by approximately 1 ms, the smaller bubble is moving faster than
the larger bubble, and at approximately 2.5 ms, the tip of the smaller bubble overtakes that of the
larger bubble. After this, the smaller bubble continues to distance itself from the larger bubble at
a relatively constant velocity. Throughout the simulation, the motion of the larger bubble is well
predicted by the bubble merger model.

The simulations therefore show a clear deviation from the bubble merging model; in the case
with 𝑎0,1/𝑎0,2 = _1/_2, the reacceleration of the bubble occurs sooner than predicted by the model
and in the case with 𝑎0,1/𝑎0,2 = 1, the model cannot predict the escape of the vortex dipole.
Because the model is derived from the interaction of adjacent bubble tips, it does not account for
the behavior of the spikes. The next section, however, highlights the important role of the spikes in
affecting the interface dynamics and explaining the deviation from the bubble merging model.

4.4.2 Vortex Escape and Bubble Reacceleration

To illustrate the mechanics that govern the bubble interactions, Figure 4.4 shows density, numerical
Schlieren, and vorticity contours for two cases: 𝑎0,1/𝑎0,2 = 1 and _1/_2 = 3 (bubbles initiated with
the same amplitude), and 𝑎0,1/𝑎0,2 = 3 and _1/_2 = 3 (bubbles initiated with the same amplitude to
wavelength ratio). In each of these cases, an 𝑀 = 1.85 shock wave passes from the heavier fluid into
the lighter fluid (𝐴 = 0.49). These conditions are chosen to match the setup of Ref. [265]. Because
the Atwood number is positive, the initial perturbation experiences a phase inversion before the
onset of significant perturbation growth. In the case with 𝑎0,1/𝑎0,2 = 1, the vorticity deposited
onto the interface during the passage of the shock wave causes the smaller bubble to develop into a
vortex dipole. The dipole accelerates upward as it ejects fluid downward and is able to surpass the
larger bubble. At later times, the escaped dipole continues to flee the mixing region while the larger
bubble expands to fill the space formerly occupied by both bubbles. After the escape of the vortex
dipole, the interface largely behaves as though it were initialized as a single-mode perturbation with
a wavelength given by the sum of the wavelengths of the original two perturbations. Such dipoles
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Figure 4.4: Density (left), numerical Schlieren (center), and vorticity magnitude (right) at the times
shown for the simulations corresponding to 𝑀 = 1.85, 𝐴 = 0.49, and _1/_2 = 3 for (a) 𝑎0,1/𝑎0,2 = 1
and (b) 𝑎0,1/𝑎0,2 = _1/_2.
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have been observed in both numerical and experimental studies of shock-accelerated perturbed
interfaces [66, 204, 218, 263, 265, 284, 296].

In the case where 𝑎0,1/𝑎0,2 = _1/_2, the vorticity imbalance on the sides of the adjacent bubbles
generated by the passage of the shock wave through the interface causes the developing spikes to
rotate towards one another underneath the larger bubble. The smaller bubble spreads and flattens
as the spikes diverge beneath it. The larger bubble, however, is reaccelerated after the spikes collide
due to fluid from the spikes being forced upward. Upon the spike collision, fluid is also forced
downward, ultimately resulting in a vertical alignment of the bubble and spike. The expansion of the
larger bubble to fill the space originally occupied by both bubbles is hindered by the reacceleration
caused by the spike collision. This mechanism is responsible for the larger bubble reacceleration
seen in Figure 4.3a.

It is possible for the width of the larger bubble, 𝑊 , to decrease, as seen in Figure 4.5, which
shows the width of the larger bubble as a function of time for each simulation performed. There is
a clear separation between the widths of the larger bubbles in situations where the large and small
bubbles start out with the same amplitude, which lead to the generation of a vortex dipole, and
where the large and small bubbles start out with the same amplitude to wavelength ratio, in which
the larger bubble experiences reacceleration. In the simulations that generate an escaping vortex
dipole, the width of the larger bubble increases over time until it reaches a size on the order of the
overall wavelength. In cases where the larger bubble reaccelerates, the width of the larger bubble
decreases immediately following the spike collision beneath it. This process can be understood as
a consequence of incompressibility after the passage of the shock wave: a fluid squeezed in one
direction elongates in the perpendicular direction. This narrowing of the bubble is in opposition
to the drag-minimization process that causes an inverse cascade of bubble sizes as an unstable,
pressure-wave-accelerated interface evolves [253].

All of the simulations for the given parameters can be grouped into two categories. In the first,
the smaller bubble forms a vortex dipole that escapes the mixing region as in Figure 4.4a. In the
second, the smaller bubble does not escape the mixing region and a spike collision beneath the
larger bubble causes the reacceleration of the larger bubble as in Figure 4.4b. The next section
develops a criterion that predicts which case emerges based on initial conditions.

4.4.3 Vorticity-Based Criterion

The escape of a vortex dipole and the collision of spikes beneath the larger bubble can be understood
by examining the vorticity dynamics. In our simulations of two-dimensional compressible inviscid
flow, the shock wave passing through the perturbed interface deposits baroclinic vorticity, which
evolves according to
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Figure 4.5: Larger bubble width normalized by wavelength as a function of time for simulations
where 𝑎0,1/𝑎0,2 = 1 (filled symbols) and 𝑎1,0/𝑎2,0 = _1/_2 (open symbols), and _1/_2 = 1.50 (blue
circles), _1/_2 = 2.00 (orange squares), and _1/_2 = 3.00 (yellow triangles).

Figure 4.6: The large-to-small bubble velocity ratio as a function of initial bubble amplitude
ratio and wavenumber ratio. Data points correspond to conditions from Ref. [228] (squares) and
Ref. [265] (circles). The black dashed line is where 𝑢1

𝑢2
= 0.65. Simulations producing an escaping

vortex dipole are in yellow (open symbols) while simulations that did not are in blue (closed
symbols).
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𝐷 (𝝎/𝜌)
𝐷𝑡

=
∇𝜌 × ∇𝑝

𝜌3 , (4.2)

where 𝝎 is vorticity. During the shock-interface interaction, the baroclinic vorticity is deposited
due to the misalignment of the pressure gradient (across the shock) and the density gradient (across
the interface). The RMI process therefore naturally induces vorticity dipoles [265]. It is reasonable
to expect from a dimensionality argument that the velocity of the resulting dipole should scale as

𝑢𝑑𝑖𝑝𝑜𝑙𝑒 ∼
Γ

_
, (4.3)

where Γ is the circulation along one half of the bubble interface, which can be determined ana-
lytically for a weak shock wave passing through a sinusoidal interface with a small perturbation
amplitude [231]. The small bubble should be able to escape the interface as a vortex dipole if its
velocity is sufficiently large compared to that of the dipole corresponding to the larger bubble. This
criterion for vortex dipole escape can thus be reformulated as

𝑢1
𝑢2

< 𝑐, (4.4)

where 𝑢1 and 𝑢2 are the velocities of the dipoles corresponding to the large and small bubbles,
respectively, and 𝑐 is a constant. Because both bubbles exist along the same interface, they are
subject to the same Mach and Atwood number. Therefore, to first order, the ratio of dipole
velocities, and therefore 𝑐, is not expected to depend on the Mach or Atwood number, though other
quantities, such as the rate at which the instability develops, may [231]. However, 𝑐 will depend
on the geometry of the interface, which here is described by the ratio of the initial amplitudes and
wavenumbers of each bubble.

Figure 4.6 shows the ratio of the vortex dipole velocities as a function of initial amplitude
ratio and wavenumber ratio and labels which sets of parameters lead to dipole escape or not.
This velocity ratio increases with increasing initial amplitude ratio and increasing wavenumber
ratio. These trends can be understood with Equations 4.2-4.4. Both a greater initial amplitude
and wavenumber ratio correspond to the sinusoidal interface forming a greater angle with the
horizontal at the position of the larger bubble. As a result, the angle between the density gradient
and the pressure gradient increases, which enhances the baroclinic vorticity deposition according
to Equation 4.2. An increase in vorticity corresponds to greater circulation along the larger bubble,
resulting in a greater velocity of the larger bubble (Equation 4.3), and a greater bubble velocity
ratio (Equation 4.4). Figure 4.6 indicates that there is a threshold below which the vortex dipoles
escape the mixing region. This threshold closely follows a line of constant velocity ratio, 𝑐 = 0.65,
obtained by fitting to the data. More precise identification of the threshold for vortex dipole escape
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may require additional simulations in the transition region of the phase space presented in Figure
4.6, though the proposed vorticity-based criterion appears to be satisfactory. It should also be noted
that, although the derivation of the criterion is valid only for Mach numbers not too much greater
than unity, the criterion is able to identify cases involving an escaping vortex dipole even for the
simulations matching the setup of Ref. [265], where the Mach number is 1.85.

4.5 Conclusions

Numerical simulations are performed to investigate the interaction between two bubbles on an
interface undergoing the RMI process. Depending on the initial conditions, two distinct evolution
patterns emerge. For adjacent bubbles with relatively small wavenumber and initial amplitude
ratios, the smaller bubble forms a vortex dipole that surpasses the larger bubble and escapes the
mixing region while the larger bubble expands to fill the space originally occupied by both bubbles;
the mixing region continues to evolve as though it were a single-mode perturbation with a period
given by the sum of the wavelengths of the original two bubbles. For adjacent bubbles with
relatively large wavenumber and initial amplitude ratios, the smaller bubble does not escape the
mixing region as a spike collision occurs beneath the larger bubble, leading to a reacceleration of
the larger bubble, a delay in or possible prevention of the expansion of the larger bubble to fill the
space originally occupied by both bubbles, and an aligned configuration of bubbles and spikes. A
scaling argument based on vorticity dynamics is proposed to develop a criterion for determining
which pattern emerges. The data suggest that the smaller bubble escapes the mixing region if the
ratio of the initial velocity of the larger bubble to the smaller bubble is less than a critical value.

The bubble competition process obtained from simulation is compared to experiments and
existing bubble merger models. It is found that the models correctly predict the behavior of the
bubbles in the case where the smaller bubble does not escape the interface up until the point
where the rapid reacceleration of the larger bubble occurs. While the models accurately predict the
behavior of the larger bubble in the case where the smaller bubble forms an isolated vortex dipole,
they cannot describe the escape of the smaller bubble from the interface.

This work examines the vorticity dynamics in the mixing region of shock-accelerated flows that
may contribute to an eventual turbulent transition, the modeling of which is an important feature
of many hydrocodes [12]. Future work will explore these physics in three dimensions where the
effects of vortex stretching introduce a significant challenge not present in two dimensions. These
studies may also incorporate additional physics, like diffusion, that enhance the ability of the code
to describe turbulent behavior, enabling the study of the RMI later in time [109]. Additionally,
future studies may address the effect of different advection schemes on the escape of a vortex dipole.
While the large-scale motion of the competing bubbles may not be significantly altered, the choice
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of advection scheme may significantly affect borderline cases when the vortex dipole velocity ratio
is near the critical value [61, 108]. Finally, future efforts may aim to leverage reduced-order
modeling techniques to explore the evolution of more complex initial interfaces and identify key
physical parameters governing escaping dipoles and reaccelerated bubbles.

This work is supported by the Lawrence Livermore National Laboratory under subcontract
B632749, the U. S. Department of Energy under grant DE-NA0003864, and the Extreme Science
and Engineering Discovery Environment (XSEDE) Comet system under grant TG-CTS130005
[269]. The authors would also like to thank Sam Pellone for fruitful discussions.
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CHAPTER 5

Saturation of Vortex Rings Ejected From
Shock-Accelerated Interfaces

This chapter is adapted from M. J. Wadas, L. H. Khieu, G. S. Cearley, H. J. LeFevre, C. C. Kuranz,
and E. Johnsen, Saturation of vortex rings ejected from shock-accelerated interfaces, Physical
Review Letters, 130:194001, 2023 [281].

5.1 Abstract

Structures evoking vortex rings can be discerned in shock-accelerated flows ranging from astro-
physics to inertial confinement fusion. By constructing an analogy between vortex rings produced
in conventional propulsion systems and rings generated by a shock impinging upon a high-aspect-
ratio protrusion along a material interface, we extend classical, constant-density vortex-ring theory
to compressible multifluid flows. We further demonstrate saturation of such vortex rings as the
protrusion aspect ratio is increased, thus explaining morphological differences observed in practice.

5.2 Introduction

The mixing induced by the interaction of shocks with interfaces separating different fluids has
implications for problems ranging from inertial confinement fusion (ICF) to astrophysics. In ICF,
laser-generated shocks pass through layers of a capsule containing fusion fuel, compressing and
heating it to extreme conditions at which self-sustained nuclear fusion may occur [2, 17, 311, 312].
The mixing of the capsule material with fuel in the hotspot due to imperfections on the capsule
surface and from the gas fill tube is a primary source of decreased performance [14, 91, 102,
219, 240, 286, 310]. In core-collapse supernovae, shocks generated from rapid energy release
propagate outward through the layers of the collapsing stars, causing heavy core elements to jet
into outer layers [1, 110, 127, 128, 299]. An understanding of these turbulent, shock-driven mixing
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Figure 5.1: Left: evolution of a multimode shocked fluid layer experiment [11]. Middle: ex-
perimental (top) and simulated (bottom) x-ray self-emission during an ICF capsule implosion
[10]. Right: volume fraction from RMI simulations [265]. Red arrows indicate likely vortex
rings/dipoles. All images are reproduced with permission.

phenomena is crucial for the success of ICF and may help elucidate the mechanisms by which
heavy and light elements mix in the universe. While efforts are underway to develop models
describing these turbulent phenomena [12, 69], their initialization is problematic given the lack of
understanding of the transition to turbulence in these shock-accelerated flows.

As it traverses a perturbed material interface, a shock deposits baroclinic vorticity due to
the misalignment of the density and pressure gradients, driving interfacial perturbation growth
via the Richtmyer-Meshkov instability (RMI) [162, 220]. Perturbations initially grow linearly in
time before saturating and rolling up into a mushroom-like shape as nonlinear effects dominate
[48, 228]. Theoretical studies have long described early-time RMI dynamics in terms of point
vortices or vortex sheets [103, 140, 211, 222]. In complex situations (e.g., multimode, re-shock,
late times, etc.), the multi-material mixing region may evolve to turbulence [47, 122, 131, 204, 241],
which spreads as eddies entrain adjacent fluid parcels of different densities [192, 266]. Although
linear and, to some extent, early nonlinear theory describing perturbation growth is well established
[98, 133, 228, 273], turbulence transition and late-time mixing are poorly understood due to the
inhomogeneity and intermittency of the flow. There is no doubt, however, that vorticity dynamics
play a role in transition and mixing [211, 307, 308].

Advances in diagnostics, in particular, micron-scale x-ray imaging with Fresnel zone plates and
lithium fluoride detectors [71, 77, 148, 221], and numerical methods have enabled high-resolution
visualizations of shock-induced mixing regions. In recent studies [10, 11, 91, 93, 204, 264, 265,
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280, 309], flow structures intermittently ejected from the mixing region can be discerned, in some
cases to distances many times their characteristic length, as illustrated in Figure 5.1. Though
explicitly connected to vortex rings [122, 264, 301, 302], these structures cannot be described by
(nonlinear) RMI theory or existing models [5, 95, 133, 165, 273, 280]. A criterion for vortex dipole
ejection based on the initial interface geometry was developed [280], though this study fell short of
quantitatively describing the ejection mechanism. Predicting this shock-induced ejection of vortex
rings is critical to determine the growth of the mixing region because these structures transport
kinetic energy and circulation from the mixing region and therefore affect its size and intensity.
Furthermore, such rings may perturb other flow structures away from the mixing region (e.g., other
nearby interfaces). While vortex rings generated by drawing a piston in an open-ended cylinder have
received significant attention in a completely different context [84, 182], the mechanism explaining
the formation and ejection of vortex rings and dipoles from shock-induced mixing regions has yet
to be established.

In this letter, we outline a theory quantitatively describing the formation, ejection, and evolution
of vortex rings from shock-accelerated interfaces. Drawing from classical studies [84], we develop
a setup enabling us to systematically investigate the formation and ejection of vortex rings from
mixing regions generated by the interaction of a shock with an interface. Our analysis, verified
by direct simulations of the Euler equations, fully describes the vortex ring dynamics, thereby
extending classical theory for piston-cylinder systems to more general geometries and vorticity
sources, including compressible multifluid flows. This theory allows us to calculate the kinetic
energy and circulation leaving the confines of the mixing region, which are key quantities in
turbulence modeling, and identify situations when vortex ring saturation occurs. Furthermore, our
theory may elucidate flows dominated by shock-induced jets at interfaces, such as those observed
in ICF due to the fill tube and capsule defects [10, 91, 93], astrophysics [20, 94, 112, 299], and
possibly ejecta physics [32, 238].

5.3 Theory

We first revisit the basic attributes of classical vortex rings in propulsion systems, in which an
impulsively started jet is generated by forcing a piston through a hollow cylinder. The vortex sheet
produced along the inner edge of the orifice separates and rolls up to form a ring [150, 199, 242].
As long as the ring is attached to the jet, it accumulates circulation as it convects downstream.
However, beyond a critical stroke-to-diameter ratio, the ring detaches from the jet, and no additional
circulation can be imparted to it. Over a wide range of experiments and simulations [55, 56, 183,
210, 224, 225, 234], this saturation occurs at a stroke-to-diameter ratio of approximately 4, deemed
the formation number, which equivalently represents the timescale over which vortex rings form
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by expressing the stroke length as the time-integrated piston velocity [84, 182].
Given morphological similarities between classical vortex rings and rings ejected from shock-

accelerated interfaces (see Section 5.6), we postulate that the vorticity deposited by a shock in-
teracting with a high-aspect-ratio protrusion along a material interface serves the same purpose
as that produced along the cylinder wall. If this hypothesis is correct, vortex rings ejected from
shock-accelerated interfaces would exhibit behavior similar to classical rings, e.g., in terms of their
circulation and formation number (including saturation), as well as their energy and impulse. We
therefore expect that an initial interfacial geometry analogous to the cylinder may lead to similar
vorticity dynamics. As illustrated in Figure 5.2, we set up our problem with heavy fluid of density
𝜌𝐻 adjacent to light fluid of density 𝜌𝐿 , with a heavy-fluid protrusion of diameter 𝐷 and depth
𝐿 in the light fluid. The shock propagates from right to left. The compression ratio across the
shock 𝜌𝐻′/𝜌𝐻 characterizes the shock strength (equivalently, a Mach number, 𝑀 , could be de-
fined), where 𝜌𝐻′ is the density of the shocked heavy fluid. The shock is transmitted through the
interface, compressing the light fluid to density 𝜌𝐿∗ , and a rarefaction is reflected from the interface,
decompressing the shocked heavy fluid to density 𝜌𝐻∗ . These densities are obtained by solving
the Riemann problem initialized between the unshocked light fluid and the shocked heavy fluid.
The protrusion, modelled as decompressed shocked heavy fluid of depth 𝐿′ = (𝜌𝐻/𝜌𝐻∗)𝐿, starts
inverting due to the sign of the vorticity. During inversion, the fluid in the protrusion is ejected into
the heavy fluid at speed 𝑈𝑖 relative to the interface, analogous to the piston speed in the classical
system, entraining the light fluid and forming a vortex ring of density 𝜌𝑅. As in past studies [182],
we model the ring as belonging to the Norbury [200] family, but must account for compressibility
and multiple fluids. For an unsaturated ring, the circulation, impulse, and energy of the fluid slug
ejected from the protrusion equal those corresponding to the ring. Extending the analysis to the
present multi-material system yields:

Γ𝑠𝑙𝑢𝑔 =
1
2
𝐿′𝑈𝑖 =

1
2
𝜌𝐻

𝜌𝐻∗
𝐿𝑈𝑖 = (Ω𝛼𝑙) 𝑙Γ𝑁 = Γ𝑉𝑅, (5.1a)

𝐼𝑠𝑙𝑢𝑔 =
1
4
𝜌𝐻𝜋𝐷

2𝐿𝑈𝑖 = 𝜌𝑅 (Ω𝛼𝑙) 𝑙3𝐼𝑁 = 𝐼𝑉𝑅, (5.1b)

𝐸𝑠𝑙𝑢𝑔 =
1
8
𝜌𝐻𝜋𝐷

2𝐿𝑈2
𝑖 = 𝜌𝑅 (Ω𝛼𝑙)2 𝑙3𝐸𝑁 = 𝐸𝑉𝑅, (5.1c)

where Ω is the vorticity density (i.e., vorticity divided by distance from the ring centerline [200]),
𝛼 is the nondimensional mean vortex core radius, 𝑙 is the ring radius, and the subscript 𝑁 denotes
nondimensional quantities that are functions only of 𝛼. Equations 5.1 can be re-arranged to yield
the formation number

𝐿

𝐷
= 𝜎

√︂
𝜋

2
𝐼

1/2
𝑁

Γ
3/2
𝑁

𝐸𝑁
= 𝜎

√︂
𝜋

2
Γ

3/2
𝑁

𝑈𝑁 𝐼
1/2
𝑁

, (5.2)
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Figure 5.2: Schematic showing the problem setup. Top: a shock approaches an interface separating
heavy and light fluids with a heavy-fluid protrusion. Middle: the shock is transmitted through the
interface, compressing the protrusion and setting the interface into motion, while a rarefaction is
reflected. Bottom: the protrusion inverts and ejects a vortex ring into the heavy fluid.

where 𝐿′ = 𝜌𝐻
𝜌𝐻∗

𝐿,𝑈𝑖 = 2(Ω𝛼𝑙)𝑈𝑁 [182], and

𝜎 =

√︂
𝜌𝐻∗

𝜌𝑅

𝜌𝐻∗

𝜌𝐻
. (5.3)

As with classical vortex rings, the formation number depends on the circulation, impulse, and
energy, but now also depends on the shock strength and interface density ratio. Equation 5.2 states
that maximal circulation, impulse, and energy generated by the inverting protrusion is contained
within the resulting ring. The parameter 𝜎 is a formation number multiplier generalizing the
classical formation number (compare Equation 5.2 in the present work to Equations 12 and 13 in
Ref. [182]) to rings generated from shocked interfaces, i.e.,

(𝐿/𝐷)𝑠𝑎𝑡, 𝑠ℎ𝑜𝑐𝑘 = 𝜎(𝐿/𝐷)𝑠𝑎𝑡, 𝑐𝑙𝑎𝑠𝑠𝑖𝑐𝑎𝑙 . (5.4)

The formation number multiplier accounts for both the interface density ratio and shock strength.
The multifluid factor

√︁
𝜌𝐻∗/𝜌𝑅 is the square root of the relative density of the protrusion with respect

to the ring after shock interaction. We approximate the ring density as the average of the post-shock
fluid densities, 𝜌𝑅 ≈ (𝜌𝐻∗ + 𝜌𝐿∗)/2, which is consistent with both simulations and the entrainment
properties of saturated Norbury rings [200], though other mixing models could be used. As the
density ratio is increased, the relative density of the vortex ring decreases. The resulting decrease
in the ring’s impulse and energy allows it to support additional impulse and energy from the

80



inverting protrusion, which can be increased by increasing the protrusion depth (Equations 5.1b
and 5.1c), thereby producing a larger formation number. The compression factor 𝜌𝐻∗/𝜌𝐻 describes
shock compression of the protrusion. Because the circulation supplied by the inverting protrusion
is proportional to protrusion depth and thus inversely proportional to shock strength (Equation
5.1a), the unshocked depth, and therefore formation number, must increase as the shock strength is
increased to supply the same amount of circulation. If a vortex ring is produced with no compression
(𝜌𝐻′ → 𝜌𝐻) and no density difference (𝜌𝐻 → 𝜌𝐿), the classical limit 𝜎 = 1 is recovered. The
classical formation number is generally accepted to be 3.0 ≤ (𝐿/𝐷)𝑠𝑎𝑡 ≤ 4.6 [182], and therefore
it is expected that in the present shock-accelerated case the formation number falls within the range

3.0𝜎 ≤ (𝐿/𝐷)𝑠𝑎𝑡, 𝑠ℎ𝑜𝑐𝑘 ≤ 4.6𝜎. (5.5)

5.4 Results

To verify these theoretical results, we use an in-house code [59, 60, 109] (see Section 5.6) solving
the three-dimensional Euler equations for the setup in Figure 5.2. Sets of simulations, detailed
in Table 5.1, are performed for different density ratios and shock strengths similar to those in
[47, 48, 204, 241, 280]. In cases 1-4, 𝐿 is varied from 1 to 8 while keeping 𝐷 constant. Cases 5 and
6 explore stronger shocks and larger interface density ratios. The simulations evolve in time long
enough for pinch-off to occur, leading to a steady, self-propagating vortex ring identified by the
_2 = 0 criterion, a standard method for identifying vortices based on eigenvalues, _1 < _2 < _3,
related to the velocity gradient tensor [106]. To illustrate the dynamics, Figure 5.3 shows out-
of-plane vorticity 𝜔 and density contours along the centerplane, as well as the three-dimensional
surface of _2 = 0, for a shock of strength 𝜌𝐻′/𝜌𝐻 = 1.34 with interface density ratio 𝜌𝐻/𝜌𝐿 = 2 and
protrusions of aspect ratios 𝐿/𝐷 = 1 and 5. For the 𝐿/𝐷 = 1 case, the protrusion inversion ejects
a vortex ring that quickly pinches off and steadily separates from the original interface. Although
some vorticity is confined to the interface, most of the vorticity is concentrated within the ring;
there are no vortices between the ring and the interface. For the 𝐿/𝐷 = 5 case, which is near
the formation number predicted by our theory, a pinched-off ring still steadily propagates away
from the interface, but a trailing jet with vortices is evident. A known signature of exceeding the
formation number, this jet forms because the saturated ring cannot support additional circulation
from the vortex ring generator, which accumulates in the trailing jet [84].

These results suggest that the ring circulation saturates at sufficiently large protrusion aspect
ratios, consistent with the classical case. To confirm that the formation number has been reached,
Figure 5.4 shows the circulation of the pinched-off rings for different protrusion aspect ratios 𝐿/𝐷.
At low aspect ratios, the circulation of the ejected rings increases as the protrusion aspect ratio
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Figure 5.3: Evolution of the vorticity (top) and density (bottom) following the interaction of a
shock of strength 𝜌𝐻′/𝜌𝐻 = 1.34 with heavy-fluid protrusions with aspect ratios 𝐿/𝐷 = 1 (left)
and 𝐿/𝐷 = 5 (right) along an interface with 𝜌𝐻/𝜌𝐿 = 2. Orange surfaces enclose vortex rings, as
identified by the _2 = 0 criterion [106].

is increased. As 𝐿/𝐷 is further increased, however, the circulation saturates; at this point, no
further circulation can be imparted to the ring. We take the formation number to be the value of
𝐿/𝐷 at the intersection of a line fit to points with 𝐿/𝐷 ≤ 3, where the ring circulation appears
to be growing linearly, and the average circulation of points with 𝐿/𝐷 ≥ 7, where the circulation
plateaus. The formation number for each set of simulations and the expected range based on our
theory, summarized in Table 5.1 and the upper-left inset of Figure 5.4, differs from classical theory,
but falls near the center of the range predicted by our extended theory.

As an example application, we estimate the formation number for the fill-tube jet for experiment
N210808 at the National Ignition Facility [2, 125] as

(𝐿/𝐷)𝑠𝑎𝑡,𝑠ℎ𝑜𝑐𝑘 = 3.8𝜎 = 3.8

√︄
2𝜌𝑒∗

𝜌𝑎∗ + 𝜌𝑒∗
𝜌𝑒∗

𝜌𝑒
≈ 7, (5.6)

where 𝜌𝑒∗ and 𝜌𝑎∗ are the densities of the epoxy and ablator, respectively, after a strong shock
releases off the ablator-ice interface and 𝜌𝑒 is the unshocked epoxy density. Although a 2 µm fill
tube was utilized, the diameter of the epoxy-filled bore hole was 𝐷 = 8.4 µm [125], making epoxy
the appropriate material to model the protrusion. In this experiment, the ablator thickness was
𝐿 = 79 µm, and therefore 𝐿/𝐷 = 9.4. Because 𝐿/𝐷 > (𝐿/𝐷)𝑠𝑎𝑡,𝑠ℎ𝑜𝑐𝑘 , a saturated vortex ring and
a trailing jet are expected, consistent with Figure 5.1. The circulation, impulse, and energy injected
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Table 5.1: Simulation parameters and expected formation numbers and ranges predicted by our
theory.

Case 𝜌𝐻′/𝜌𝐻 𝑀 𝜌𝐻/𝜌𝐿 3.0𝜎 4.6𝜎 (𝐿/𝐷)𝑠𝑎𝑡, 𝑠ℎ𝑜𝑐𝑘
1 1.17 1.1 2 3.94 6.05 5.16
2 1.17 1.1 5 4.27 6.54 5.52
3 1.34 1.2 2 4.42 6.78 5.47
4 1.34 1.2 5 4.65 7.13 6.03
5 1.86 1.5 8 5.54 8.50 6.79
6 2.67 2.0 11 6.33 9.70 7.59

into the hotspot by the ring can then be calculated from Equation 5.1 with 𝐿/𝐷 = (𝐿/𝐷)𝑠𝑎𝑡,𝑠ℎ𝑜𝑐𝑘 .
Furthermore, by replacing 𝐿 with an integrated protrusion, or jet, velocity, our theory provides the
timescale on which the ring forms. Although the calculated formation number appears to agree
with observations of fill-tube jetting, the authors advise caution for direct applications to ICF,
which involves fill-tube configurations that differ from our canonical setup, intense radiation, and
convergent geometries. These and other effects would likely need to be considered for a precise
determination of the fill-tube formation number.

The lack of a trailing jet for rings generated from smaller defects, and in the late nonlinear phase
of the RMI, suggest that these rings are unsaturated. Both saturated and unsaturated rings transport
kinetic energy, thus giving rise to a reduction in the kinetic energy of the mixing region the ring
originates from. Ejected rings could also interact with other flow structures away from the mixing
region. While the effects of viscosity and magnetic fields are not presently considered based on
Reynolds number and plasma beta, 𝑅𝑒 and 𝛽, respectively, in ICF, where 𝑅𝑒 ∼ 104 [285] and
𝛽 ∼ 105 [254], and for many supernovae, where 𝑅𝑒 ∼ 1010 and 𝛽 ∼ 104 [227], the conservation
arguments central to our theory support a path to explore diffusive effects and magnetic fields.
Because such mechanisms would tend to inhibit the conversion of circulation, impulse, and energy
from the inverting protrusion to the vortex ring, a greater protrusion aspect ratio would likely
be required to form a saturated ring. These and other effects, including molecular diffusion and
radiation, may be quantifiable with appropriate source terms in Equation 5.1.

5.5 Conclusion

In this chapter, we demonstrate that vortex rings generated following the interaction of a shock
with a cylindrical protrusion originate due to the baroclinic torque deposited along the interface,
which ejects the fluid initially in the protrusion as it inverts. The resulting dynamics are consistent
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Figure 5.4: Ring circulation vs. protrusion aspect ratio for cases 1-6 (yellow circles, green
pentagrams, teal squares, dark blue hexagrams, grey diamonds, and orange triangles, respectively)
in Table 5.1. The right inset is a close-up of cases 1-3. The horizontal location of each red star
identifies the formation number. The upper-left inset shows the formation number from simulations
vs. our theory. The dotted line indicates where (𝐿/𝐷)𝑠𝑎𝑡,𝑠ℎ𝑜𝑐𝑘 = 3.8𝜎, and the dashed lines bound
the shaded region where 3.0𝜎 ≤ (𝐿/𝐷)𝑠𝑎𝑡,𝑠ℎ𝑜𝑐𝑘 ≤ 4.6𝜎.
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with classical piston-cylinder systems, exhibiting ring saturation coincident with the emergence
of a trailing jet. However, the formation number is augmented by a factor accounting for the
different fluid densities and shock compression. Our analysis thus generalizes the classical theory
to compressible multifluid flows and explains morphological differences observed in practice.
While the computations presented support the theory, simulations exploring a wider range of
parameters may help elucidate certain details, including late-time shock-induced turbulent mixing,
as ejected vortex rings may affect mixing layer development and turbulent transition.

The present findings may have implications in ICF and astrophysics. In ICF, the fill tube may
generate a vortex ring that impinges on the hotspot. Our theory also describes a mechanism that
may affect mixing following supernovae and explain the presence of stellar core elements in the
outer layers of expanding remnants. Furthermore, the results of our analysis could be used to
deduce quantities of interest for shock-induced ejecta or jets.

This work is supported by the Lawrence Livermore National Laboratory under Subcontract No.
B632749 and the U. S. Department of Energy (DOE) as part of the Stewardship Science Graduate
Fellowship Program under Grant No. De-NA0003960. Computational resources were provided
by the Extreme Science and Engineering Discovery Environment Comet GPU system, USA under
grant TG-CTS130005 and the Oak Ridge Leadership Computing Facility, a DOE Office of Science
User Facility supported under Contract DE-AC05-00OR22725.

5.6 Supplemental Material

This supplemental material provides additional detail regarding the applicability of the piston-
cylinder model to the inverting protrusion along with a description of the numerical methods
utilized.

5.6.1 Protrusion Inversion Process

Figure 5.5 shows the 𝑥- and 𝑦-components of the velocity during the inversion of a protrusion
of aspect ratio 𝐿/𝐷 = 8 initially along an interface separating two fluids with a density ratio
𝜌𝐻/𝜌𝐿 = 2 following the passage of a shock wave of strength 𝜌𝐻′/𝜌𝐻 = 1.34. The velocity into
and out of the plane is negligible. In our setup, the resulting vorticity deposited causes the highly
collimated inversion of the protrusion similar to the flow exiting a piston-cylinder device. Figure
5.5 also shows the horizontal velocity profile at the location of the residual interface, analogous to
the orifice of the piston-cylinder setup, at three times during the protrusion inversion, along with
a parabolic profile for comparison. While the shear layer that causes the deviation from a uniform
profile does appear to be thicker than that of the piston-cylinder setup [84, 225] immediately after

85



Figure 5.5: The 𝑥- (top) and 𝑦- (bottom) components of velocity as a protrusion of aspect ratio
𝐿/𝐷 = 8 initially along an interface separating two fluids with a density ratio 𝜌𝐻/𝜌𝐿 = 2 inverts
following the passage of a shock wave of strength 𝜌𝐻′/𝜌𝐻 = 1.34 (left), and the horizontal velocity
profile of the inverting protrusion at the horizontal location of the residual interface (i.e., the portion
of the interface that does not include the protrusion) immediately after shock passage (yellow solid
line), as the protrusion is inverting (blue dashed line), and near the end of the protrusion inversion
process (orange dotted line). The vertical blue dashed line over the velocity contours indicates
the horizontal location of the residual interface at the time shown, which also corresponds to the
blue dashed velocity profile. The horizontal thin dashed black lines indicate the original protrusion
diameter 𝐷 and the thin dashed-dotted line shows a parabolic profile for reference.

the shock passes through the interface, it is significantly flatter than parabolic. The curvature in the
profile at this time beyond the radius of the protrusion is a result of the slight curvature of the initial
interface outside of the protrusion and is observed to flatten out in time. As the inversion process
continues, the convexity near the center of the profile changes as a result of the positive horizontal
velocity from the forming vortex ring as the centers of the cores are approached from the center of
the ring (i.e., as 𝑦 = ±𝐷/2 is approached from 𝑦 = 0). While this represents a further departure
from a parabolic profile, outside of this region near 𝑦 = 0, the profile appears to be to approaching
a parabolic shape, but does not converge to a parabola before the protrusion inversion process is
complete. The transition from a relatively flat to near-parabolic profile observed in our simulations
is consistent with the piston-cylinder systems on which we base our theory [84, 225]. The width of
the profile 𝐷 remains relatively constant throughout the inversion process.

5.6.2 Numerical Methods

Our in-house discontinuous-Galerkin (DG) code [60] is used for the computations presented in
this chapter solving the Euler equations governing inviscid fluid flow. The base spatial scheme is
fifth-order accurate for cases 1-4 outlined in Table 5.1 of the manuscript and third-order accurate

86



for cases 5 and 6, while fourth-order explicit Runge-Kutta is used for time advancement. Fluxes
are calculated with a Roe solver and hierarchical limiting is applied selectively at discontinuities
based on a sensor to enable interface and shock capturing [60, 109]. The code is parallelized with
MPI and CUDA so that it can run on CPU- and GPU-based clusters. The code has been validated
against experiments for Richtmyer-Meshkov problems [59, 60, 280].

An ideal gas equation of state with an adiabatic index of 𝛾 = 1.4 is utilized throughout the chapter.
The interface surrounding the heavy-fluid protrusion consists of a low-amplitude perturbation to
facilitate the pinch-off of the vortex ring. The shape of the protrusion is a steepened sinusoid,
creating a nearly cylindrical protrusion with both steep edges and smooth corners that facilitate the
computation. Specifically, as a function of the radius 𝑟 =

√︁
(𝑥 − 𝑥0)2 + (𝑧 − 𝑧0)2, where (𝑥0, 𝑧0)

defines centerline of the protrusion, and \ = tan−1
(
𝑧−𝑧0
𝑥−𝑥0

)
∈ (−𝜋, 𝜋), the depth of the interface is

given by

𝑙 (𝑟, \) =


𝐿
[
1 − cos

(
𝜋 𝑟
𝐷

) ]5 − 𝐿 for 𝑟 ≤ 𝐷
2

0.06
{
1 − cos

[
𝜋
2 ∗

(
Λ(\) − 𝑟 + 𝐷

2

)
/Λ(\)

]}
− 0.06 for 𝑟 > 𝐷

2

(5.7)

where

Λ(\) =

𝑊/2
| sin \ | −

𝐷
2 for 𝜋

4 < |\ | < 3𝜋
4

𝑊/2
| cos \ | −

𝐷
2 otherwise

(5.8)

is the distance between the edge of the circular protrusion and the edge of the computational domain
with a square cross section.

For cases 1-4 outlined in Table 5.1, the simulations are performed on a regular Cartesian mesh
of 32 × 160 × 32 cells each supporting a quadratic tensor product polynomial basis. Cases 5 and 6
utilize a linear tensor product polynomial basis to enable accurate and robust representation of the
stronger shocks. Given the problem symmetry, a quarter of the domain is simulated. The width of
the protrusion is 𝐷 = 𝑊/4, where 𝑊 is twice the width of the computational domain (see Figure
5.2 in Chapter 5). All quantities are non-dimensionalized by the width of the domain and the sound
speed in the unshocked heavy fluid. Non-reflecting boundaries are prescribed in the direction
of shock propagation, with reflecting boundaries along the remaining sides. While this set-up
physically corresponds to a semi-infinite array of protrusions, the effects of neighboring rings on
the formation number is negligible. We verify by a set of simulations with 𝐷 = 𝑊/3 performed
with the same protrusion resolution that the formation number differs by approximately 1% from
the simulations with 𝐷 = 𝑊/4. The assertion that neighboring rings do not affect the formation
number is further supported by recent work [56] examining confined vortex rings concluding that
the effects of boundaries are negligible when they exist at or beyond four times the radius of a
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Figure 5.6: Vortex ring circulation vs. number of spanwise cells after a shock of strength
𝜌𝐻′/𝜌𝐻 = 1.34 accelerates a 𝜌𝐻/𝜌𝐿 = 2 (see case 3 in Table 5.1 in main text) interface with
an 𝐿/𝐷 = 0.5 heavy-fluid protrusion. While computational constraints limit us from examining
simulations at twice the resolution performed in this work, the simulation with 48 cells indicates
convergence of the circulation with 32 cells, the resolution for all simulations performed.

ring-generating cylinder, a condition that is satisfied in the present work. Integral quantities like
the circulation are well converged at the selected resolution for each case explored, as exemplified
in Figure 5.6.
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CHAPTER 6

On the Stability of a Pair of Vortex Rings

This chapter is adapted from M. J. Wadas, S. Balakrishna, H. J. LeFevre, C. C. Kuranz, A. Towne,
and E. Johnsen, On the stability of a pair of vortex rings, Under Review in Journal of Fluid
Mechanics [277].

6.1 Abstract

The growth of perturbations subject to the Crow instability along two vortex rings of equal and
opposite circulation undergoing a head-on collision is examined. Unlike the planar case for semi-
infinite line vortices, the zero-order geometry of the flow (i.e., the ring radius, core thickness,
and separation distance) and by extension the growth rates of perturbations vary in time. The
governing equations are therefore temporally integrated to characterize the perturbation spectrum.
The analysis, which considers the effects of ring curvature and the distribution of vorticity within
the vortex cores, explains several key flow features observed in experiments. First, the zero-order
motion of the rings is accurately reproduced. Next, the predicted emergent wavenumber, which sets
the number of secondary vortex structures emerging after the cores come into contact, agrees with
experiments, including the observed increase in the number of secondary structures with increasing
Reynolds number. Finally, the analysis predicts an abrupt transition at a critical Reynolds number to
a regime dominated by a higher-frequency, faster-growing instability mode that may be consistent
with the experimentally observed rapid generation of a turbulent puff following the collision of
rings at high Reynolds numbers. While the present chapter considers the stability of vortex cores
in the absence of both shocks and interfaces, it builds the necessary theory to describe a previously
unexplained astrophysical phenomenon, the focus of the next and final technical chapter.
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6.2 Introduction

Vortical flows comprise a vast range of fluid mechanics including propeller and turbine wakes
[126, 274, 287], mixing from the interaction of a shock wave with a material interface [280, 300,
307, 308], and turbulent transition [74, 295, 306]. Understanding the dynamics of isolated or
a small number of vortices is essential for successful operation of engineering applications in
propulsion and energy generation [230] and elucidates naturally occurring flows involving, for
example, jellyfish mobility [54, 195] or cardiac hemodynamics [83, 180]. The interactions between
such vortices are governed in part by the growth of unstable perturbations causing the vortices to
stretch and bend, rapidly increasing the complexity of the flow [135]. Two instability mechanisms
are primarily responsible for this growth: the Crow instability (CI) [53] and the elliptic instability
[116, 136, 163, 187, 270]. The present work concerns the former, which often develops in isolation
before stimulating the later [135].

The CI was originally considered in the context of wingtip vortices shed into the wakes of large
aircraft [53]. These highly coherent and violent fluid structures pose a safety hazard for small
crafts as well as ground structures near runways; expediting the dissipation of wing-tip vortices
remains an active area of research [24, 52, 92, 189]. Perturbations along such pairs of line vortices
grow under the influence of their mutual and self induction until they come into contact, triggering
a complex vortex reconnection process that can ultimately result in the formation of a series of
vortex rings [79, 100, 117, 272, 295]. The original stability analysis, based on planar, irrotational
vortex cores, generally yields three distinct wavenumbers with locally maximal growth rates. Two
of these wavenumbers are associated with a symmetric mode, where perturbations on one core
appear as a reflection of those along the other core, and the third is associated with an anti-
symmetric mode of in-phase perturbations. While the classical analysis predicts faster-growing
anti-symmetric and high-frequency symmetric modes, these high-frequency modes were shown to
be spurious for elliptically loaded wings [135, 137, 292], and the low-frequency symmetric mode
therefore emerges in practice. Following the original analysis, advancements were made including
extensions to general core vorticity distributions and axial flow [186, 291], stratified surrounding
fluids [229, 233], and alternate geometries including vortex arrays and co-rotating cores [107, 223].

The CI and the formation of secondary vortex rings were observed in experiments of colliding co-
axial vortex rings of equal strength [141], spurring subsequent studies of the phenomenon examining
the evolution of enstrophy during different stages of the ring collision [46], compressibility [177],
and numerical requirements for accurate simulation [147]. More recently, this canonical flow
was used to study vortex interactions and the generation of scales leading up to the transition
to turbulence, in particular the emergence of a turbulent puff beyond a critical Reynolds number
[25, 144, 157, 158, 178, 198]. While the importance of the CI is well recognized in vortex ring
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collisions, existing stability analyses ignore the effects of ring curvature and zero-order motion of
the flow, instead applying the existing planar analysis once the perturbation amplitudes are visible
in experiments and the rings have expanded to large radii [53, 141]. By this point in the flow
evolution, however, the linear growth of the perturbations is nearly saturated, and such treatment
therefore is unable to capture the details of the prior instability growth through orders of magnitude
originating from the initial perturbation. Furthermore, because the ring collision results in small
core separation distances, an accurate description of the vorticity distribution within the cores is
essential [135]. In addition, studying the turbulent transition behaviour of colliding rings requires
viscous analysis. Although the effects of general vorticity distributions and viscosity on vortex
cores have been considered, theoretical stability studies have not specifically examined coaxial
vortex ring collisions [229, 230, 290, 291] or are otherwise numerical in nature with a more general
focus on flow morphology [39, 40, 118, 147].

While complex fluid mechanisms are expected to affect the collision of two co-axial vortex rings
(e.g., vortex reconnection, other instabilities, and turbulent transitions), especially at late times,
the CI serves as the backbone on which the flow initially develops. Our objective is therefore to
analyze the linear stability of the cylindrical CI for colliding, co-axial vortex rings while considering
the effects of ring curvature, zero-order motion, core vorticity distributions, and viscosity. The
present focus is on rings of equal and opposite strengths, but the analysis can be readily extended to
asymmetric vortex ring interactions. Similar to the classical stability analysis, our model enables
an analytical solution for the eigenvalues that directly yields the growth rates for all wavenumbers.
Unlike the classical planar case, the growth rate of the most unstable mode varies due to the
zero-order motion of the flow. Despite this difficulty, our analysis correctly predicts the emergent
wavenumber in experiments, corresponding to the number of observed secondary vortex rings, and
furthermore provides an additional explanation for the emergence of the low-frequency symmetric
mode even for flows where the higher-frequency symmetric and anti-symmetric modes may not be
spurious. Finally, our analysis demonstrates a mechanism by which viscosity affects the number of
secondary rings that emerge and the onset of a turbulent cloud beyond a critical Reynolds number.
The chapter is organized as follows: Section 6.3 outlines our model flow and the corresponding
linear stability analysis, Section 6.4 reports on the results of the analysis alongside validation with
existing experimental data, Section 6.5 discusses important implications of the present work, results
are summarized and conclusions drawn in Section 6.6, and supplemental material is provided in
Section 6.7.
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Figure 6.1: The setup for the stability analysis showing two perturbed circular vortex cores radius
𝑅, core thickness 𝑐, and separation distance 𝑏 of equal and opposite circulation Γ.

6.3 Linear Stability Analysis

We consider the stability of perturbations 𝒅𝒏 along two co-axial counter-rotating vortex rings of
radius 𝑅 and thickness 𝑐 separated by a distance 𝑏 of equal circulation magnitude Γ, as depicted in
Figure 6.1. We begin by extending the classical analysis of Ref. [53], where the rings are modeled
as irrotational vortices in an incompressible, inviscid fluid. The velocity at any point along either
ring is then given by the Biot-Savart law,

𝑼𝒏 =

2∑︁
𝑚=1

Γ𝑚

4𝜋

∫
𝑫𝒎𝒏 × 𝑑𝑳𝒎

|𝑫𝒎𝒏 |3
= 𝒆𝒙𝑢𝑛 + 𝒆𝒚𝑣𝑛 + 𝒆𝒛𝑤𝑛, (6.1)

where 𝑫𝒎𝒏 is the displacement vector to a point on ring 𝑚 from a point on ring 𝑛, 𝑑𝑳𝒏 is the
differential tangent vector, and 𝒆𝒙 , 𝒆𝒚, and 𝒆𝒛 are Cartesian unit vectors in the 𝑥-, 𝑦-, 𝑧-directions,
respectively. Mathematically,

𝒅𝒏 = 𝒆𝒙ℎ𝑛 (\𝑛, 𝑡) cos \𝑛 + 𝒆𝒚ℎ𝑛 (\𝑛, 𝑡) sin \𝑛 + 𝒆𝒛𝑠𝑛 (\𝑛, 𝑡),
𝑫𝒎𝒏 = 𝒆𝒙𝑅 (cos \𝑚′ − cos \𝑛) + 𝒆𝒚𝑅 (sin \𝑚′ − sin \𝑛) + 𝒆𝒛 (𝑧𝑚 − 𝑧𝑛) + (𝒅𝒎′ − 𝒅𝒏) ,

𝑑𝑳𝒏 =

(
−𝒆𝒙𝑅 sin \𝑛 + 𝒆𝒚𝑅 cos \𝑛 +

𝜕𝒅𝒏
𝜕\𝑛

)
𝑑\𝑛,

(6.2)
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where \𝑛 = tan−1 𝑦𝑛
𝑥𝑛

, ℎ𝑛 (\𝑛, 𝑡) is the perturbation amplitude in the 𝑥 − 𝑦 plane, and 𝑠𝑛 (\𝑛, 𝑡) is the
perturbation amplitude in the the 𝑧-direction. The 𝑚′ subscript applies when 𝑚 = 𝑛 (i.e., when
evaluating the influence of one ring at a point on the same ring). Perturbations evolve under the
constraint that they move at the local fluid velocity,

𝜕𝒅𝒏
𝜕𝑡

+ 𝑢𝑛
𝜕𝒅𝒏
𝜕𝑥𝑛

+ 𝑣𝑛
𝜕𝒅𝒏
𝜕𝑦𝑛

+ 𝑤𝑛
𝜕𝒅𝒏
𝜕𝑧𝑛

= 𝒆𝒙𝑢𝑛 + 𝒆𝒚𝑣𝑛 + 𝒆𝒛𝑤𝑛. (6.3)

Up to this point, the analysis accurately describes the system as long as the ratio between the
core separation distance and the core thickness 𝑏/𝑐 remains large. However, as the rings approach,
this condition is violated. We therefore model the cross section of each ring as a Lamb-Oseen
vortex core with azimuthal vorticity

𝜔(𝑟, 𝑡) = Γ

4𝜋a(𝑡 − 𝑡0) (𝑐/𝑐0)2 exp
[
− 𝑟2

4a(𝑡 − 𝑡0) (𝑐/𝑐0)2

]
, (6.4)

where 𝑟 is the distance from the vortex core center, 𝑡 is time, 𝑡0 is the initial time, a is the fluid
viscosity, and 𝑐0 is the initial core thickness. The 𝑐/𝑐0 factor is a consequence of mass conservation
and accounts for the concentration of vorticity due to changes in the vortex core thickness. The
Lamb-Oseen core given in Equation 6.4 is incorporated into the analysis by means of an effective
core separation distance for the velocity in both the vertical and radial directions 𝑏𝑒 𝑓 ,𝑧 and 𝑏𝑒 𝑓 ,𝑟𝑎𝑑 ,
respectively, similar to Ref. [291]. Physically, the effective core separation distance is the separation
distance of an irrotational vortex core that induces the same velocity at the center of the other core
as given by a Lamb-Oseen vortex core at the separation distance. For example, the vertical velocity
at the top core imparted by a bottom irrotational core separated by 𝑏𝑒 𝑓 ,𝑧 is the same as that for
a Lamb-Oseen vortex core separated by 𝑏. The effective separation distances are computed by
equating the components of the following vector equation expressing the aforementioned velocity
equivalence,

Γ2
4𝜋

∫
𝑫 𝑰𝑹 × 𝑑𝑳 𝑰𝑹

|𝑫 𝑰𝑹 |3
=

1
4𝜋

∫ 𝑅0.99Γ

0

∫ 2𝜋

0

∫ 2𝜋

0
𝜔(𝑟, 𝑡)𝑫𝑳𝑶 × 𝑑𝑳𝑳𝑶

|𝑫𝑳𝑶 |3
𝑟𝑑𝜎𝑑𝑟, (6.5)

where

𝑫 𝑰𝑹 = 𝒆𝒙𝑅 (cos \2 − cos \1) + 𝒆𝒚𝑅 (sin \2 − sin \1) + 𝒆𝒛
(
−𝑏𝑒 𝑓

)
,

𝑑𝑳 𝑰𝑹 =
(
−𝒆𝒙𝑅 sin \2 + 𝒆𝒚𝑅 cos \2

)
𝑑\2,

𝑫𝑳𝑶 = 𝒆𝒙 [𝑅 (cos \2 − cos \1) + 𝑟 cos𝜎 cos \2] + 𝒆𝒚 [𝑅 (sin \2 − sin \1) + 𝑟 cos𝜎 cos \2]
+ 𝒆𝒛 (−𝑏 + 𝑟 sin𝜎) ,

𝑑𝑳𝑳𝑶 =
[
−𝒆𝒙 (𝑅 + 𝑟 cos𝜎) sin \2 + 𝒆𝒚 (𝑅 + 𝑟 cos𝜎) cos \2

]
𝑑\2,

(6.6)
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𝜎 is the angle within the core, 𝑅0.99Γ =
√︁
−4a𝑡 (𝑐/𝑐0)2 ln (1 − 0.99) is the radius that encloses 99%

of the Lamb-Oseen vortex circulation, which is sufficient for the convergence of the integral in
Equation 6.5, and \1 can be any angle. We choose \1 = 0, and 𝑏𝑒 𝑓 is understood to be 𝑏𝑒 𝑓 ,𝑧 or
𝑏𝑒 𝑓 ,𝑟𝑎𝑑 for the vector component equations in the vertical, 𝒆𝒛, or radial, 𝒆𝒙 , directions, respectively.

With the effective separation distances calculated, the analysis proceeds by equating Equation 6.1
and Equation 6.3 with substitutions from Equation 6.2. The resulting equations are then linearized
in the reference frame of the zero-order motion of the flow under the assumption that the zero-order
motion is quasi-steady compared to the first-order motion, which is verified later. A normal modes
ansatz is assumed for the perturbations 𝒅𝒏 = ˜𝒅𝒏𝑒

𝑎𝑡+𝑖𝑘\𝑛 , where 𝑎 = 𝛼 + 𝑖`, 𝛼 is the growth rate,
` is the temporal frequency, and 𝑘 is the integer wavenumber of the perturbation, resulting in an
eigenvalue system of the form

𝑎


ℎ̃1

�̃�1

ℎ̃2

�̃�2


=


𝑀1,1 𝑀1,2 𝑀1,3 𝑀1,4

𝑀2,1 𝑀2,2 𝑀2,3 𝑀2,4

𝑀3,1 𝑀3,2 𝑀3,3 𝑀3,4

𝑀4,1 𝑀4,2 𝑀4,3 𝑀4,4



ℎ̃1

�̃�1

ℎ̃2

�̃�2


, (6.7)

where the matrix coefficients are provided in Section 6.7. General eigenvalues can be computed
directly from Equation 6.7, including for interactions that are asymmetric (e.g., rings with different
radii, core thicknesses, strengths, and lines of axisymmetry). However, due to the symmetry of
the colliding rings in the present case, 𝑀3,1 = 𝑀1,3, 𝑀3,2 = −𝑀1,4, 𝑀3,3 = 𝑀1,1, 𝑀3,4 = −𝑀1,2,
𝑀4,1 = −𝑀2,3, 𝑀4,2 = 𝑀2,4, 𝑀4,3 = −𝑀2,1, and 𝑀4,4 = 𝑀2,2. These coefficients may include
integrals from Equation 6.1, which are evaluated along the length of the vortex cores. For the
planar case examined by [53], where the vortex cores are infinite lines extending in the 𝑥-direction,
the integrals are evaluated from 𝑥 ∈ (−∞,∞). In the cylindrical case examined here, the integrals
are evaluated from \𝑛 ∈ (0, 2𝜋) when 𝑚 ≠ 𝑛. The cutoff model is used to represent the finite
core thickness by evaluating the integral from \𝑛 ∈ (𝑑/𝑅, 2𝜋 − 𝑑/𝑅) when 𝑚 = 𝑛, circumventing
the singularity in Equation 6.1 when 𝐷𝑚𝑛 → 0 as in Ref. [53]. In the classical analysis, the
cutoff distance, 𝑑, is found by matching the translational velocity of a thin-core vortex ring to that
predicted by the cutoff method [53, 113]. However, because the cores of rings that emerge from
piston-cylinder devices relevant to experiments are not necessarily thin, we use a cutoff parameter
that is a function of the core thickness calibrated to the translational velocity of the Norbury family
of vortex rings [200], as shown in Figure 6.2.

As in the planar case [53], the eigenvalues associated with Equation 6.4 can be combined into
symmetric and anti-symmetric modes,
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Figure 6.2: The cutoff parameter as a function of the core thickness.

�̃�𝑆 = �̃�2 − �̃�1, ℎ̃𝑆 = ℎ̃2 + ℎ̃1,

�̃�𝐴 = �̃�2 + �̃�1, ℎ̃𝐴 = ℎ̃2 − ℎ̃1,
(6.8)

respectively, yielding four roots,

𝑎𝑆± = 1
2

{
𝑀1,1 + 𝑀1,3 + 𝑀2,2 − 𝑀2,4 ±

{
(𝑀1,1 + 𝑀1,3 + 𝑀2,2 − 𝑀2,4)2

−4
[
(𝑀1,1 + 𝑀1,3) (𝑀2,2 − 𝑀2,4) − (𝑀1,2 − 𝑀1,4) (𝑀2,1 + 𝑀2,3)

]} 1
2
}
,

𝑎𝐴± = 1
2

{
𝑀1,1 − 𝑀1,3 + 𝑀2,2 + 𝑀2,4 ±

{
(𝑀1,1 − 𝑀1,3 + 𝑀2,2 + 𝑀2,4)2

−4
[
(𝑀1,1 − 𝑀1,3) (𝑀2,2 + 𝑀2,4) − (𝑀1,2 + 𝑀1,4) (𝑀2,1 − 𝑀2,3)

]} 1
2
}
.

(6.9)

The coefficients 𝑀1,1, 𝑀1,3, 𝑀2,2, 𝑀2,4 → 0 with increasing ring radius, and the planar case is
indeed recovered as 𝑅 → ∞.

In addition to the generalized roots in Equation 6.9, a key difference distinguishing the cylindrical
case from the classical planar case is the zero-order motion of the flow. In the planar case, the
constant downward velocity of the vortex cores affects neither the core separation distance nor the
core thickness and therefore does not alter the stability. In the present work, however, the motion
of circular vortex cores causes their separation distance, radius, and thickness to vary in time,
resulting in time-dependent growth rates. The governing equations must therefore be integrated
in time to determine the growth of perturbations along the vortex cores. The zero-order velocity
can be determined using Equation 6.1, substitutions from Equation 6.2 with ℎ𝑛, 𝑠𝑛 = 0 (i.e., no
perturbations) and the effective separation distance, and the cutoff method [53] with the Norbury-
calibrated cutoff parameter. The integration is handled with a simple forward-Euler scheme that
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updates the ring radius and separation distance from the calculated radial and vertical velocities,
respectively, at each time step. Since the flow is assumed incompressible, the core size is then
updated to conserve the volume of the ring. The growth rates from Equation 6.9 are then used
to update the amplitudes of the perturbations of both the symmetric and anti-symmetric modes,
which are initialized as a uniform spectrum of amplitude

√︃
�̃�2
𝑆
+ ℎ̃2

𝑆
=

√︃
�̃�2
𝐴
+ ℎ̃2

𝐴
= 𝑞0. The number

of vortex rings emerging as a result of the CI is taken to correspond to the wavenumber of the
mode that first reaches an amplitude on the order of the ring separation distance. Spurious high-
frequency unstable modes (i.e., unstable modes occurring at larger wavenumbers than those of the
high-frequency symmetric and anti-symmetric modes) are ignored as in [53].

6.4 Results

After verifying the zero-order motion of the flow, the growth of perturbations is examined for a
collision involving two vortex rings of relatively low strength (i.e., circulation). Later, a collision of
stronger vortex rings is examined in the context of a mechanism that may contribute to the transition
of the flow to a turbulent puff.

6.4.1 Zero-Order Motion

We examine a set of initial conditions approximately matching the experiments of Ref. [157] where
the initial geometry is given by 𝑅0 = 17.5 mm, 𝑐0 = 7.0 mm, and 𝑏0 = 70.0 mm. The rings
in this experiment are generated from a piston-cylinder device submerged in a water tank with a
stroke-to-diameter ratio 𝑆𝑅 = 2.5, and the Reynolds number based on the diameter of the cylinder,
the piston velocity, and the viscosity of water is 𝑅𝑒 = 4000. The model of Refs. [64, 65] can be
used to estimate the ring circulation as

Γ =

(
1.14 + 0.32

𝑆𝑅

)
𝑅𝑒 a, (6.10)

where a = 1.0 mm2 s−1 and 𝑡0 is chosen such that the vorticity profile within the cores matches
experiments at 𝑡 = 0, see Equation 6.4. Figure 6.3a shows the zero-order motion of the flow.
Initially, when the separation distance is large, the vortex rings propagate at a nearly constant
velocity with minimal change in their radii or core thicknesses, consistent with the motion of two
isolated, steady vortex rings. As they approach, however, their translational speed decreases and
their radii begin to increase due to the influence of each ring on the other, as shown in Figure 6.3b.
After a period of rapidly increasing radial velocity, the ring radii increase at a nearly constant rate
as their separation distance approaches a nearly constant value. After 𝑡 ≈ 1.0 s, the agreement
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between the model and the experimental data diverges slightly. This time, however, corresponding
to a ring radius of approximately 80 mm, is consistent with the visible onset of the instability [157],
as evidenced by the sudden shift in the vertical location of the ring cores, Figure 6.3c, and the
increase in the scatter in the experimental core thickness data, Figure 6.3d. Finally, Figure 6.3e
shows the values of 𝑏𝑒 𝑓 ,𝑧 and 𝑏𝑒 𝑓 ,𝑟𝑎𝑑 . Early in time, when the rings are far apart, the effective
separation distance is near the value of the separation distance. Physically, this behaviour is a
result of the velocity field from one ring at the location of the other for both an irrotational vortex
and a Lamb-Oseen vortex being similar. As the rings approach, however, the velocity field from
the Lamb-Oseen core diverges from that of an irrotational core because of the weighted influence
of the vorticity in the core nearer to the other ring. This discrepancy causes the effective radial
separation distance to decrease while the effective vertical separation distance increases. As the
rings continue their approach, both effective separation distances decrease to a constant value. The
agreement between the model and experiments in Figure 6.3b-d demonstrates that the zero-order
motion of the present system adequately represents physical experiments.

Figure 6.3b also shows the ring radius as a function of time assuming 𝑏𝑒 𝑓 = 𝑏, i.e., the cores
are assumed irrotational, as in the classical analysis. While this model works well for adequately
separated cores, it breaks down as the rings approach, resulting in erroneously large ring radii.
Because the vorticity within an irrotational vortex is confined to a line, there is no mechanism
preventing the separation distance between the cores from approaching zero, at which point the
rate at which the ring radii expand unphysically approaches infinity. The consideration of a finite-
vorticity distribution within the cores is therefore essential to accurately describe the zero-order
motion of this flow. Moreover, because the zero-order parameters of the flow affect the evolution of
perturbations, see Equation 6.9, their accurate description is required for the linear analysis, which
is discussed next.

6.4.2 First-Order Motion

The evolution of linear perturbations (i.e., the first-order motion of the flow) is given as a function
of wavenumber and time in Figure 6.4. The analysis considers perturbation growth only from
the CI and neglects instabilities associated with isolated vortex cores [292]. Perturbations are
initialized as a uniform spectrum with an amplitude on the order of the mean free path of the flow,
𝑞0 = 0.13 nm, which is also enforced as the minimum perturbation amplitude. Physical quantities
are nondimensionalized by the vortex ring circulation and initial radius. We examine the growth
rates and perturbation amplitudes for both the symmetric and anti-symmetric modes to illustrate
the evolution of perturbations at three different nondimensional times corresponding to the initial,
intermediate, and final stages of perturbation growth, 𝑡𝑖𝑛𝑖𝑡

𝑅𝑒=4000, 𝑡𝑖𝑛𝑡𝑒𝑟
𝑅𝑒=4000, 𝑡 𝑓 𝑖𝑛

𝑅𝑒=4000, respectively, as
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Figure 6.3: The zero-order motion for colliding rings (a), ring radius versus time for irrotational
(solid line) and Lamb-Oseen (dashed line) vortices (b), vertical position of the upper (yellow
solid line) and lower (blue dashed line) rings versus ring radius for Lamb-Oseen vortices (c), core
thickness versus ring radius (d), and the vertical (dashed line) and radial (solid line) effective
separation distances (e) for rings with 𝑅0 = 17.5 mm, 𝑏0 = 70.0 mm, 𝑐0 = 7.0 mm, and 𝑅𝑒 = 4000.
Experimental data (orange dots) [157] is provided for comparison (b-d). In (a), each subsequent
image from left to right is 200 ms later in time than the previous.
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shown in Figure 6.4c,f.
After the flow initially becomes unstable, three separate bands of spatial frequencies experience

perturbation growth, as shown in Figure 6.4 at time 𝑡𝑖𝑛𝑖𝑡
𝑅𝑒=4000 = 9.1, indicated by the dotted line. The

symmetric mode is excited within a band extending from 𝑘 = 1 to some 𝑘 > 1, which we refer to
as the low-frequency symmetric band, and a separate band between two higher frequencies, which
we refer to as the high-frequency symmetric band. The anti-symmetric mode is excited within a
single range of frequencies, namely the anti-symmetric band, in the vicinity of the high-frequency
symmetric band. At any given time, the wavenumber with the fastest growth rate exists within the
anti-symmetric band. The amplitudes of these excited modes increases, with the largest growth
experienced by the wavenumber associated with the fastest growing mode within the anti-symmetric
band.

At time 𝑡𝑖𝑛𝑡𝑒𝑟
𝑅𝑒=4000 = 13.3, indicated by the dashed lines in Figure 6.4, growth rates increase

primarily because of the decreasing separation distance. Furthermore, as the cores expand, they
can support the growth of increasingly large wavenumbers. The high- and low-frequency bands
of the symmetric mode merge, though there are still two local growth rate maxima. The fastest
growth rate is still experienced by a wavenumber within the anti-symmetric band; however, at this
time, the wavenumber with the greatest amplitude exists within the symmetric band. By this time,
the zero-order motion of the flow, while slow compared to the growth of perturbations, causes the
anti-symmetric band to migrate to an entirely different range of wavenumbers than at time 𝑡𝑖𝑛𝑖𝑡

𝑅𝑒=4000.
The low-frequency symmetric band, however, excites a wider range of wavenumbers that includes
those excited at time 𝑡𝑖𝑛𝑖𝑡

𝑅𝑒=4000. As a result, although these wavenumbers are never growing as fast as
the maximally excited wavenumber within the anti-symmetric band, they grow for a longer period
of time and therefore reach greater amplitudes.

The final time examined, 𝑡 𝑓 𝑖𝑛
𝑅𝑒=4000 = 16.7, indicated by the solid lines in Figure 6.4, corresponds

to the time when the perturbation amplitude reaches the separation distance. The growth rates
decrease from time 𝑡𝑖𝑛𝑡𝑒𝑟

𝑅𝑒=4000 because the separation distance increases slightly as a result of the
viscous relaxation of the Lamb-Oseen vortex core and a tendency of the colliding rings to rebound.
The high- and low-frequency bands of the symmetric mode separate, and the increasing radii of the
expanding cores enable all three bands to support growth at larger wavenumbers. As before, the
anti-symmetric band migrates to a different range of frequencies, along with the high-frequency
band of the symmetric mode, while the low-frequency band of the symmetric mode is still causing
perturbation growth at the lower frequencies excited at earlier times. As a result, the slower-
growing symmetric mode dominates the linear evolution once the perturbations are large enough to
be examined experimentally. The wavenumber with an amplitude that first reaches the separation
distance, which we herein refer to as the emergent wavenumber, is associated with the symmetric
mode and equal to 𝑘𝑒𝑚𝑒𝑟𝑔 = 18, which is consistent with the number of secondary rings observed
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Figure 6.4: The growth rates (a-c) and perturbation amplitudes (d-f) of the symmetric (a,d) and anti-
symmetric (b,e) modes for colliding rings with 𝑏0/𝑅0 = 4, 𝑐0/𝑅0 = 0.4, and 𝑅𝑒 = 4000. Lineouts
in (c,f) correspond to 𝑡𝑖𝑛𝑖𝑡

𝑅𝑒=4000 = 9.1 (dotted), 𝑡𝑖𝑛𝑡𝑒𝑟
𝑅𝑒=4000 = 13.3 (dashed), and 𝑡 𝑓 𝑖𝑛

𝑅𝑒=4000 = 16.7 (solid).
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Figure 6.5: The vortex cores at a time when the amplitude of the emergent wavenumber is on the
order of the core separation distance (a), the wavenumbers experiencing maximal growth in the
low- (blue solid line) and high-frequency (teal solid line) symmetric band and the anti-symmetric
(red solid line) band and the largest amplitude symmetric (yellow dotted line) and anti-symmetric
(green dotted line) wavenumbers (b), and the growth angle of the emergent wavenumber versus
time (c). The thin black vertical dashed lines indicate the time represented in (a) and the thin
horizontal black dashed line in (c) indicates 𝛽 = 0.86 rad.

in the experiments of Ref. [157]. The dimensional time at which this happens, 𝑡 ≈ 1 s, is also
consistent with the visible onset of the instability.

Figure 6.5a shows the perturbed vortex cores at time 𝑡 𝑓 𝑖𝑛
𝑅𝑒=4000, where perturbations associated

with each wavenumber are added together with a random phase angle. While the cores here are
shown intersecting one another, in reality, a complex vortex reconnection process occurs when
the cores come in contact that results in the original cores breaking up into a series of smaller,
or secondary, vortex structures [100, 117, 272, 295]. The number of these smaller structures can
be reasonably approximated by the emergent wavenumber. However, because other wavenumbers
also experience significant growth, the number of secondary structures, and their sizes, may vary,
as seen in experiments [141, 157].

The means by which perturbations grow from their initial amplitudes to those represented in
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Figure 6.5a is a complex process during which the wavenumber that grows the fastest, the maximal
wavenumber 𝑘𝑚𝑎𝑥 , and the wavenumber with the greatest amplitude, the dominant wavenumber
𝑘𝑑𝑜𝑚, vary in time for both the symmetric and anti-symmetric modes, as shown in Figure 6.5b. The
discretized appearance of the data results from the restriction of all wavenumbers to integer values.
Initially, the dominant wavenumber of the symmetric mode 𝑘𝑑𝑜𝑚

𝑆
exists in the low-frequency sym-

metric band, lagging behind the maximal wavenumber within that band 𝑘𝑚𝑎𝑥
𝑆,𝑙 𝑓

due to the expansion
of the ring radius constantly pushing the maximal wavenumber to greater values. The dominant
wavenumber of the symmetric mode abruptly shifts to greater wavenumbers after approximately
𝑡Γ/𝑅2

0 = 10.1, when growth from the high-frequency symmetric band becomes dominant. For a
period of time, the dominant wavenumber of the symmetric mode experiences perturbation growth
from a combination of the low- and high-frequency bands of the symmetric mode, which merge
to excite an unbroken range of wavenumbers. The gap in the maximal wavenumber of the low-
frequency symmetric band from 𝑡Γ/𝑅2

0 = 12.2 to 𝑡Γ/𝑅2
0 = 12.5 results from the single maximum

in the combined symmetric band associated with the high-frequency symmetric band. Through-
out the duration of the merged symmetric band, the influence of the high-frequency maximal
wavenumber 𝑘𝑚𝑎𝑥

𝑆,ℎ 𝑓
wanes while that of the low-frequency maximal wavenumber waxes, until the

growth experienced by the dominant wavenumber of the symmetric mode is once again controlled
by the low-frequency symmetric band after the symmetric bands split at 𝑡Γ/𝑅2

0 = 15.8. At this
point, the growing ring radius tends to increase the maximal wavenumber of the low-frequency
symmetric band, and a slight increase in separation distance, caused by the viscous relaxation of the
vortex cores and the tendency of the cores to rebound slightly after reaching a minimum separation
distance, tends to decrease the maximal wavenumber of the low-frequency symmetric band. These
competing influences cause the maximal wavenumber of the low-frequency symmetric band to
decrease slightly starting around 𝑡Γ/𝑅2

0 = 13.3 before increasing again after 𝑡Γ/𝑅2
0 = 18.2. At

the time when the amplitude of the dominant mode reaches the separation distance 𝑡 𝑓 𝑖𝑛
𝑅𝑒=4000, the

dominant wavenumber and the maximal wavenumber of the low-frequency symmetric band are
nearly the same, a coincidence elaborated on in Section 6.5.

The evolution of the anti-symmetric mode is more straightforward. Caused primarily by the
expansion of the ring, both the dominant and maximal wavenumbers of the anti-symmetric band
𝑘𝑑𝑜𝑚
𝐴

and 𝑘𝑚𝑎𝑥
𝐴

, respectively, migrate to larger values as time progresses. However, at around
𝑡Γ/𝑅2

0 = 14.6, the growth rate of the maximal wavenumber is small enough compared to the
rate at which the maximal wavenumber migrates to greater wavenumbers such that the dominant
wavenumber ceases to increase beyond a value of 𝑘𝑑𝑜𝑚

𝐴
= 40.

As in the planar case, perturbed modes grow at an angle given by 𝛽 = tan−1 𝑠
ℎ
, shown in Figure

6.5c for the emergent wavenumber, 𝛽18
𝑆

(the subscript “S” indicates the symmetric mode while the
superscript “18” is the emergent wavenumber). In the planar case, the low-frequency symmetric
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Figure 6.6: The radius (purple dot-dashed line), separation distance (yellow dashed line), core
thickness (orange dotted line), and emergent perturbation amplitude (blue solid line) (a) and the
product of the emergent perturbation amplitude and wavenumber (b) versus time. The thin vertical
black dashed line indicates the time when the amplitude of the emergent wavenumber is on the
order of the separation distance, 𝑡 𝑓 𝑖𝑛

𝑅𝑒=4000, and the thin horizontal black dashed line indicates an
amplitude-wavenumber product of 0.1.

mode grows at an angle of 𝛽 = 0.86 rad. The emergent wavenumber similarly grows at 𝛽 = 0.86 rad
when it is maximally excited, which occurs at 𝑡Γ/𝑅2

0 = 9.0, 12.7, 15.5, and 16.9, but in general, the
growth angle varies in time.

The analysis assumes that the zero-order motion is slow compared to the growth of perturbations,
which we now verify. Figure 6.6a shows the radius, separation distance, core thickness, and
amplitude of the emergent wavenumber as a function of time. Between the time when perturbations
first become unstable, 𝑡Γ/𝑅2

0 = 7.1, and time 𝑡 𝑓 𝑖𝑛
𝑅𝑒=4000, indicated by the thin, vertical black dashed

line, the radius increases by a factor of 3.57, the separation distance decreases by a factor of 3.00,
the core thickness decreases by a factor of 1.89, and the amplitude of the emergent wavenumber
increases by a factor of 3.33 × 107. On average, the relevant perturbations therefore evolve 106

times faster, relative to their initial value, than the zero-order motion of the flow, verifying the
assumption of quasi-steadiness.

We further verify that perturbations remain in the linear regime throughout the growth process.
Figure 6.6b shows the amplitude-wavenumber product 𝑞18

𝑆
𝑘18 of the emergent wavenumber as a

function of time. We considered perturbations to be linear so long as this product remains less
than 0.1 (i.e., linear terms are an order of magnitude larger than leading nonlinear terms), indicated
by the horizontal dashed line. The amplitude-wavenumber product of the emergent wavenumber
is equal to 0.1 at time 𝑡Γ/𝑅2

0 = 16.5. This indicates that the linear analysis begins to break down
just prior to time 𝑡 𝑓 𝑖𝑛

𝑅𝑒=4000 = 16.7. However, it is unlikely that the dominant wavenumber changes
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significantly between these two times. The linear assumption is therefore verified for nearly the
entire duration of the flow leading up to the emergence of secondary vortex structures, the number
of which is expected to be set by the emergent wavenumber.

6.4.3 Collisions of Strong Vortex Rings

We now examine the collision of two vortex rings with the same initial geometry as the previous
case but with a higher Reynolds number of 𝑅𝑒 = 24000, at which a turbulent puff, as opposed to
an array of secondary vortex structures, is expected experimentally [141, 157, 158]. The initial
core vorticity profile, see Equation 6.4, is set by assuming that the vortex ring reaches the initial
separation distance in an initial time that is inversely proportional to the vortex ring velocity (i.e., 𝑡0
is inversely proportional to 𝑅𝑒). As before, the evolution of the first-order motion is given as growth
rates and perturbation amplitudes for both the symmetric and anti-symmetric modes as functions of
time and wavenumber in Figure 6.7, and we similarly examine three distinct nondimensional times,
𝑡𝑖𝑛𝑖𝑡
𝑅𝑒=24000, 𝑡𝑖𝑛𝑡𝑒𝑟

𝑅𝑒=24000, 𝑡 𝑓 𝑖𝑛
𝑅𝑒=24000, after the onset of perturbation growth. Similar to the lower-Reynolds

number case, three separate spatial frequency bands (low-frequency symmetric, high-frequency
symmetric, and anti-symmetric) initially experience perturbation growth at time 𝑡𝑖𝑛𝑖𝑡

𝑅𝑒=24000, indicated
by the dotted line in Figure 6.7, when the fastest-growing and greatest-amplitude wavenumbers
are those associated with the anti-symmetric mode. Shortly after, the high- and low-frequency
bands of the symmetric mode merge. Moreover, by time 𝑡𝑖𝑛𝑡𝑒𝑟

𝑅𝑒=24000, indicated by the dashed line in
Figure 6.7, the symmetric mode has a single maximum. At this point, the wavenumber with the
greatest amplitude is associated with the symmetric mode for the same reasons as described in the
lower-Reynolds number case.

Beyond time 𝑡𝑖𝑛𝑡𝑒𝑟
𝑅𝑒=24000, however, the nature of the solution changes compared to the lower-

Reynolds number case. While the increasing radius of the ring still tends to shift the anti-symmetric
band to higher wavenumbers, the decreased influence of the viscous relaxation of the vorticity within
the Lamb-Oseen vortex cores yields relatively thinner cores, resulting in a tendency to excite lower
wavenumbers. At the same time, because the cores are thinner, they can come into closer contact
with one another, decreasing the separation distance, which causes greater growth rates overall
and pushes the bands to higher wavenumbers. The overall effect of this competition results in
the anti-symmetric band still migrating toward higher wavenumbers, but exciting a wider range of
wavenumbers and lingering on lower wavenumbers long enough to cause significantly more growth
than the lower-Reynolds number case. By the time the perturbation grows to be on the order of
the separation distance at time 𝑡 𝑓 𝑖𝑛

𝑅𝑒=24000, indicated by the solid line in Figure 6.7, the amplitude
of the anti-symmetric mode exceeds that of the symmetric mode and the emergent wavenumber is
therefore associated with the higher-frequency, faster-growing anti-symmetric mode.
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Figure 6.7: The growth rates (a-c) and perturbation amplitudes (d-f) of the symmetric (a,d) and
anti-symmetric (b,e) modes for two colliding rings with 𝑏0/𝑅0 = 4, 𝑐0/𝑅0 = 0.4, and 𝑅𝑒 = 24000.
Lineouts in (c,f) correspond to 𝑡𝑖𝑛𝑖𝑡

𝑅𝑒=24000 = 8.6 (dotted), 𝑡𝑖𝑛𝑡𝑒𝑟
𝑅𝑒=24000 = 11.2 (dashed), and 𝑡 𝑓 𝑖𝑛

𝑅𝑒=24000 =

13.3 (solid).
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The variation of the emergent wavenumber with the Reynolds number, shown in Figure 6.8, has
implications relevant to experimental observations. Our analysis correctly predicts the increase in
the emergent wavenumber with increasing Reynolds number observed in experiments [141, 157].
Physically, the reason for this behavior is that the tendency of the expanding ring to excite larger
wavenumbers becomes relatively more important than the tendency of the viscous relaxation of
the vorticity in the cores to excite lower wavenumbers as the Reynolds number increases. Because
the emergent wavenumber at these Reynolds numbers is associated with the symmetric mode,
vortex reconnection causes the separation of a number of secondary vortex structures roughly equal
to the emergent wavenumber, though some variation will exist due to other wavenumbers also
experiencing significant growth. Specifically, the variation in the number and size of secondary
vortex structures will likely scale with the width of the perturbation amplitude spectrum.

Our analysis also predicts a sharp transition to emergent wavenumbers associated with the anti-
symmetric mode that is consistent with the experimentally observed transition to a turbulent puff
[141, 157]. In the absence of the vortex reconnection that terminates the growth of the symmetric
mode, the growth and stretching of this higher-wavenumber, faster-growing anti-symmetric mode
would rapidly continue into a nonlinear phase, possibly stimulating the turbulent puff. We further-
more note that while the maximum amplitude of perturbations experiencing anti-symmetric growth
𝑞𝑑𝑜𝑚
𝐴

(red dotted line in Figure 6.8) are up to five orders of magnitude smaller than their symmetric
counterparts for the lower-Reynolds number cases, the maximum amplitude of the perturbations
experiencing symmetric growth 𝑞𝑑𝑜𝑚

𝑆
(red dashed line in Figure 6.8) are only up to one order

of magnitude smaller than their dominating anti-symmetric counterparts for the higher-Reynolds
number cases. As a result, near and beyond the Reynolds number where the flow becomes dom-
inated by the anti-symmetric mode, there is significant perturbation growth throughout a broader
range of wavenumbers excited by both modes, further promoting the transition to a turbulent puff.

Experimentally, the transition to a turbulent puff is observed to occur near 𝑅𝑒 = 8000 [157],
indicated by the thin black dashed vertical line in Figure 6.8, while our analysis predicts the transition
to an anti-symmetric dominated regime near 𝑅𝑒 = 22000. This discrepancy may be attributed to
several causes. First, the present analysis is restricted to circular vortex cores; however, experiments
clearly show deformation to elliptic or possibly even semi-circular cores [46, 157]. The failure of
irrotational vortices to describe the zero-order motion in the present analysis, see Figure 6.3b, is
evidence that the distribution of vorticity within the cores is critical, and extending this work to
allow core shape deformation would likely increase the accuracy of the results. Second, the current
analysis neglects the elliptic instability [292]. A combined stability analysis that simultaneously
considers the Crow and elliptic instabilities may be needed for a more complete description of the
transition to a turbulent puff [135, 157, 158]. Third, the present analysis cannot accurately capture
wavenumbers beyond a critical wavenumber-core-thickness product [53, 113, 292], as discussed
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Figure 6.8: The emergent wavenumber (blue solid line) and the amplitude of the symmetric (red
dashed line) and anti-symmetric (red dotted line) modes when 𝑞 = 𝑏. The black dashed line
indicates 𝑅𝑒 = 8000.

in Section 6.5. Despite these limitations, the present analysis provides an accurate quantitative
description of the lower-Reynolds number case, correctly predicting the number of secondary
vortex structures and the time scales on which they emerge, and may provide key insights into the
transition of the flow to a turbulent puff.

6.5 Discussion of Higher-Frequency Modes and Experimental
Implications

We further discuss the effect of the anti-symmetric and the high-frequency symmetric modes on
the evolution of the perturbation spectrum of the CI. The original analysis of Ref. [53] notes
that the fastest-growing wavenumber is that associated with the anti-symmetric mode, though the
emergent wavenumber in airplane wakes is consistent with the low-frequency symmetric mode.
At the time, this was attributed to the structure of atmospheric turbulence imposing an initial
perturbation spectrum that favors low-frequency modes [53]. Later, Ref. [292] pointed out that the
unstable high-frequency anti-symmetric mode is spurious due to Crow’s use of the low-frequency
approximation of the dispersion relation describing the propagation of waves around a columnar
vortex to calibrate the cutoff model for the self-induction integral [53, 113]. Figure 6.9 shows the
rotation rate for a disturbance 𝜏 traveling around a constant-vorticity columnar vortex with rotation
rate Ω calculated from the exact dispersion relation and from the low-wavenumber approximation
[186]. The dominant anti-symmetric mode in Crow’s analysis for an elliptically loaded wing
[252] is predicted to grow with a wavenumber-core-thickness product of 𝑘𝑐 = 3.34, where in the
planar case 𝑘 is the dimensional wavenumber [53]. As Figure 6.9a shows, the rotation rate of
the disturbance predicted by the low-wavenumber approximation is zero when the product of the
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Figure 6.9: The exact rotation rate of a disturbance propagating about a constant-vorticity column
(black solid line), the rotation rate from the long-wavelength limit (black dashed line), and the
percent difference between the two (black dotted line) versus the product of the wavenumber and
core thickness (a) and the product of the wavenumber and core thickness (solid lines) and the
percent difference between the exact and long-wavelength-limit rotation rates (dashed lines) for a
wavenumber of 𝑘 = 69 (red lines) and 𝑘 = 30 (blue lines) versus time for the 𝑅𝑒 = 24000 case (b).
Arrows indicate corresponding axes.

wavenumber and core thickness is 1.44. Beyond this value, the low-wavenumber approximation is in
complete disagreement with the exact rotation rate, confirming the assertion that the high-frequency
anti-symmetric mode in Crow’s analysis is indeed spurious [292].

In the present work, however, the product of the wavenumber and core thickness for the emergent
wavenumber of the anti-symmetric mode for the 𝑅𝑒 = 24000 case, 𝑘𝑒𝑚𝑒𝑟𝑔 = 69, never exceeds
0.8. As Figure 6.9b shows, the error in the disturbance rotation rate from the low-wavenumber
approximation decreases from 39% to 5% while the emergent wavenumber is experiencing pertur-
bation growth. For comparison, the error for the dominant wavenumber of the symmetric mode,
𝑘𝑑𝑜𝑚
𝑆

= 30, decreases from 12% to 1%, also shown in Figure 6.9b. The low wavelength-core-
thickness product for the present cylindrical case, compared to the planar case, is largely caused
by the tendency of the core thickness to decrease as the cores expand. The anti-symmetric mode
is therefore not necessarily spurious for colliding vortex rings and may play a role in the exper-
imentally observed sharp transition to a turbulent puff as described earlier. It is possible that a
stability analysis for colliding vortex rings utilizing the exact dispersion relation may indeed show
that the anti-symmetric mode never dominates the low-frequency symmetric mode, but as Figure
6.9 indicates, the anti-symmetric mode may still cause a potentially significant amount of growth
in the perturbation spectrum that may contribute to the transition to a turbulent puff.

Furthermore, the effect of the zero-order motion of two colliding vortex rings on the stability
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provides additional insight for both the planar case and more general flows. While the vertical
translation of two planar cores does not explicitly affect the stability, other factors may in the appli-
cations. For example, wingtip vortices may encounter background flows causing their separation
distance to change, which would suppress the emergence of instability modes exciting narrow,
higher-frequency wavenumber bands (if they are not already spurious). The viscous relaxation of a
vortex core may have the same effect, as it does in the present work. An accurate characterization
of the perturbation spectrum for any number of interacting vortex cores would generally require
such considerations.

The first experiments demonstrating the CI along colliding vortex rings [141] utilized the radius,
core separation distance, and core thickness, once perturbations were visible, in a planar analysis
[53] and found reasonable agreement between the fastest growing wavenumber of the low-frequency
symmetric mode and the number of secondary vortex structures. The present analysis, however,
indicates that this agreement is partially coincidental, i.e., the dominant and maximal wavenumbers
for the low-frequency symmetric mode happen to be similar at the time when the perturbations are
visible in experiments, as shown in Figure 6.5. The present analysis provides a complete description
of the time-dependent growth of the emergent wavenumber, and all other wavenumbers, from the
beginning stages of perturbation growth. Such information is required to fully characterize the
modal content of the perturbation spectrum with important implications for the transition of the
flow to a possibly turbulent state. It furthermore enables a prediction of the fluid dynamics, rather
than post-experimental analysis only.

Finally, while the present work concerns the direct collision of two vortex rings approaching from
an initially large separation distance, the analysis for an expanding vortex dipole formed from an
annular starting jet is identical, with an appropriate definition of the vortex cores in the dipole. Given
the difficulties associated with precisely aligning two vortex ring generators for a direct collision, the
latter may be a more convenient, and possibly more controllable, experimental setup for examining
the vortex core interactions that are the subject of many recent studies [25, 157, 158, 178, 198, 216].
Moreover, the growth of the CI along an annular starting jet may be relevant to certain astrophysical
systems. In particular, the CI may affect mass accumulation along circumstellar tori emitted from
stars like Sanduleak -69 202 [152], WeBo 1 [22], Wolf-Rayet 140 [132], and many others.

6.6 Conclusion

The linear stability of two colliding coaxial vortex rings of equal strength is examined. The analysis
considers the effects of curvature, the zero-order motion, the distribution of vorticity in the cores,
and viscosity within a framework that enables direct calculation of the eigenvalues of the system.
Unlike the planar case for line vortices, the zero-order motion of the flow causes the growth rates
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of the symmetric and anti-symmetric modes to vary. The equations are therefore integrated in time
to elucidate the evolution of the perturbation spectrum.

The analysis is validated by comparison to existing experimental data showing good agreement
with both the zero- and first-order motion of the flow, enabling a prediction of the number of
secondary vortex structures that emerge following the collision of two vortex rings at low-to-
moderate Reynolds numbers, which is found to be approximately equal to the calculated emergent
wavenumber. The analysis additionally captures the evolution of all other wavenumbers and shows
how the zero-order motion causes narrow unstable wavenumber bands, not necessarily spurious,
to migrate. As a result, these bands stimulate some growth but, for low Reynolds numbers, never
enough to be visible in experiments.

Moreover, the analysis provides key insights into the variation of the emergent wavenumber with
the Reynolds number. In particular, the analysis correctly predicts the increase in the emergent
wavenumber, and therefore the number of secondary vortex structures that emerge in experiments,
with increasing Reynolds number. This behaviour is a physical consequence of the rings expanding
to larger radii, and therefore being able to support perturbation growth at larger wavenumbers,
faster than the timescales on which their cores relax under the influence of viscosity. Furthermore,
the decreased separation distances at higher Reynolds numbers also cause the wavenumber bands
excited by both the high-frequency symmetric and anti-symmetric modes to widen, enabling them
to excite faster growth for a long enough period of time such that the perturbation amplitudes are on
the order of or exceed those of the low-frequency symmetric mode. This enhanced modal content
may contribute to the experimentally observed transition of the flow to a turbulent puff.

This work is funded by the U. S. Department of Energy (DOE) as part of the Stewardship
Science Graduate Fellowship Program under Grant No. DE-NA0003960 and the U.S. Department
of Energy NNSA Center of Excellence under cooperative agreement number DE-NA0003869.

6.7 Supplemental Material

This supplemental material details the stability analysis and provides the coefficients for the matrix-
eigenvalue problem in Equation 6.7. Linearizing Equation 6.3 in the reference frame of the zero-
order motion of the flow (i.e., subtracting out zero-order terms) yields

𝜕𝒅𝒏
𝜕𝑡

= 𝒆𝒙
𝜕ℎ𝑛

𝜕𝑡
cos \𝑛 + 𝒆𝒚

𝜕ℎ𝑛

𝜕𝑡
sin \𝑛 + 𝒆𝒛

𝜕𝑠𝑛

𝜕𝑡
= 𝒆𝒙𝑢𝑛 + 𝒆𝒚𝑣𝑛 + 𝒆𝒛𝑤𝑛. (6.11)

Equating the velocity components of Equation 6.11 with Equation 6.1 after substitution of Equation
6.2 and linearization, again in the reference frame of the zero-order motion, yields
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𝜕ℎ𝑛

𝜕𝑡
cos \𝑛 =

2∑︁
𝑚=1

Γ𝑚

4𝜋

∫ {{
𝑅 sin \𝑚′

𝜕𝑠𝑚′

𝜕\𝑚′
− 𝑅 sin \𝑛

𝜕𝑠𝑚′

𝜕\𝑚′
− 𝑅(𝑠𝑚′ − 𝑠𝑛) cos \𝑚′−

(𝑧𝑚 − 𝑧𝑛)
𝜕ℎ𝑚′

𝜕\𝑚′
sin \𝑚′ − (𝑧𝑚 − 𝑧𝑛)ℎ𝑚′ cos \𝑚′

}
/{[

(𝑅 cos \𝑚′ − 𝑅 cos \𝑛)2 + (𝑅 sin \𝑚′ − 𝑅 sin \𝑛)2 + (𝑧𝑚 − 𝑧𝑛)2] 3
2

}
+
{
3𝑅(𝑧𝑚 − 𝑧𝑛) cos \𝑚′ [𝑅ℎ𝑚′ cos2 \𝑚′ − 𝑅(ℎ𝑛 + ℎ𝑚′) cos \𝑚′ cos \𝑛

+ 𝑅ℎ𝑛 cos2 \𝑛 + 𝑅ℎ𝑚′ sin2 \𝑚′ − 𝑅(ℎ𝑛 − ℎ𝑚′) sin \𝑚′ sin \𝑛

+ 𝑅ℎ𝑛 sin2 \𝑛 + (𝑠𝑚′ − 𝑠𝑛) (𝑧𝑚 − 𝑧𝑛)]
}
/{[

(𝑅 cos \𝑚′ − 𝑅 cos \𝑛)2 + (𝑅 sin \𝑚′ − 𝑅 sin \𝑛)2 + (𝑧𝑚 − 𝑧𝑛)2] 5
2

}}
𝑑\𝑚′ ,

(6.12)

𝜕𝑠𝑛

𝜕𝑡
=

2∑︁
𝑚=1

Γ𝑚

4𝜋

∫ {{
𝑅 cos \𝑚′

𝜕ℎ𝑚′

𝜕\𝑚′
sin \𝑚′ + 2𝑅ℎ𝑚′ cos2 \𝑚′ − 𝑅 cos \𝑛

𝜕ℎ𝑚′

𝜕\𝑚′
sin \𝑚′

− 𝑅ℎ𝑚′ cos \𝑛 cos \𝑚′ − 𝑅ℎ𝑛 cos \𝑛 cos \𝑚′ − 𝑅 sin \𝑚′
𝜕ℎ𝑚′

𝜕\𝑚′
cos \𝑚′

+ 2𝑅ℎ𝑚′ sin2 \𝑚′ + 𝑅 sin \𝑛
𝜕ℎ𝑚′

𝜕\𝑚′
cos \𝑚′ − 𝑅ℎ𝑚′ sin \𝑛 sin \𝑚′

− 𝑅ℎ𝑛 sin \𝑛 sin \𝑚′

}
/{[

(𝑅 cos \𝑚′ − 𝑅 cos \𝑛)2 + (𝑅 sin \𝑚′ − 𝑅 sin \𝑛)2 + (𝑧𝑚 − 𝑧𝑛)2] 3
2

}
−
{
3𝑅2(1 − cos \𝑛 cos \𝑚′ − sin \𝑛 sin \𝑚′) [𝑅ℎ𝑚′ cos2 \𝑚′

− 𝑅(ℎ𝑛 + ℎ𝑚′) cos \𝑚′ cos \𝑛 + 𝑅ℎ𝑛 cos2 \𝑛 + 𝑅ℎ𝑚′ sin2 \𝑚′

− 𝑅(ℎ𝑛 − ℎ𝑚′) sin \𝑚′ sin \𝑛 + 𝑅ℎ𝑛 sin2 \𝑛 + (𝑠𝑚′ − 𝑠𝑛) (𝑧𝑚 − 𝑧𝑛)]
}
/{[

(𝑅 cos \𝑚′ − 𝑅 cos \𝑛)2 + (𝑅 sin \𝑚′ − 𝑅 sin \𝑛)2 + (𝑧𝑚 − 𝑧𝑛)2] 5
2

}}
𝑑\𝑚′ ,

(6.13)
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noting that due to the problem symmetry, the equation for the velocity in the 𝑦-direction is redundant
and therefore omitted. Applying normal modes of the form 𝒅𝒏 = ˜𝒅𝒏𝑒

𝑎𝑡+𝑖𝑘\𝑛 yields

𝑎ℎ̃1 cos \1 =

Γ1
4𝜋

∫ \1+2𝜋− 𝑑
𝑅

\1+ 𝑑
𝑅

{
{𝑅 sin \1′ [−�̃�1′𝑘 sin(𝑘\1′)] − 𝑅 sin \1 [−�̃�1′𝑘 sin(𝑘\1′)]

− 𝑅[�̃�1′ cos(𝑘\1′) − �̃�1 cos(𝑘\1)] cos(\1′)}/{[
(𝑅 cos \1′ − 𝑅 cos \1)2 + (𝑅 sin \1′ − 𝑅 sin \1)2] 3

2

}}
𝑑\1′

+Γ2
4𝜋

∫ 2𝜋

0

{
{𝑅 sin \2′ [−�̃�2′𝑘 sin(𝑘\2′)] − 𝑅 sin \1 [−�̃�2′𝑘 sin(𝑘\2′)]

− 𝑅[�̃�2′ cos(𝑘\2′) − �̃�1 cos(𝑘\1)] cos(\2′) + 𝑏[−ℎ̃2′𝑘 sin(𝑘\2′)] sin \2′

+ 𝑏ℎ̃2′ cos(𝑘\2′) cos \2′}/{
[(𝑅 cos \1′ − 𝑅 cos \1)2 + (𝑅 sin \1′ − 𝑅 sin \1)2 + 𝑏2] 3

2

}
−
{
3𝑅𝑏 cos \2′ [𝑅ℎ̃2′ cos(𝑘\2′) cos2 \2′

− 𝑅( ℎ̃1 cos(𝑘\1) + ℎ̃2′ cos(𝑘\2′)) cos(\2′) cos(\1) + 𝑅ℎ̃1 cos(𝑘\1) cos2(\1)
+ 𝑅ℎ̃2′ cos(𝑘\2′) sin2 \2′ − 𝑅( ℎ̃1 cos(𝑘\1) − ℎ̃2′ cos(𝑘\2′)) sin(\2′) sin(\1)

+ 𝑅ℎ̃1 cos(𝑘\1) sin2 \1 − 𝑏( �̃�2′ cos(𝑘\2′) − �̃�1 cos(𝑘\1))]
}
/{[

(𝑅 cos \1′ − 𝑅 cos \1)2 + (𝑅 sin \1′ − 𝑅 sin \1)2 + 𝑏2] 5
2

}}
𝑑\2′ ,

(6.14)
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𝑎�̃�1 =

Γ1
4𝜋

∫ \1+2𝜋− 𝑑
𝑅

\1+ 𝑑
𝑅

{
{−𝑅 cos \1′ ℎ̃1′𝑘 sin(𝑘\1′) sin \1′ + 2𝑅ℎ̃1′ cos(𝑘\1′) cos2 \1′

+ 𝑅 cos \1 ℎ̃1′𝑘 sin(𝑘\1′) sin \1′ − 𝑅 cos \1 ℎ̃1′ cos(𝑘\1′) cos \1′

− ℎ̃1 cos(𝑘\1) cos \1𝑅 cos \1′ + 𝑅 sin \1′ ℎ̃1′𝑘 sin(𝑘\1′) cos \1′

+ 2𝑅ℎ̃1′ cos(𝑘\1′) sin2 \1′ − 𝑅 sin \1 ℎ̃1′𝑘 sin(𝑘\1′) cos \1′

− 𝑅 sin \1 ℎ̃1 cos(𝑘\1′) sin \1′ − 𝑅 sin \1 ℎ̃1′ cos(𝑘\1′) sin \1′}/{
[(𝑅 cos \1′ − 𝑅 cos \1)2 + (𝑅 sin \1′ − 𝑅 sin \1)2 + 𝑏2] 3

2

}
−
{
3𝑅2(1 − cos \1 cos \1′ − sin \1 sin \1′) [𝑅ℎ̃1′ cos(𝑘\1′) cos2 \1′

− 𝑅( ℎ̃1 cos(𝑘\1) + ℎ̃1′ cos(𝑘\1′)) cos(\1′) cos(\1) + 𝑅ℎ̃1 cos(𝑘\1) cos2(\1)
+ 𝑅ℎ̃1′ cos(𝑘\1′) sin2 \1′ − 𝑅( ℎ̃1 cos(𝑘\1) − ℎ̃1′ cos(𝑘\1′)) sin(\1′) sin(\1)

+ 𝑅ℎ̃1 cos(𝑘\1) sin2 \1]
}
/{

[(𝑅 cos \1′ − 𝑅 cos \1)2 + (𝑅 sin \1′ − 𝑅 sin \1)2 + 𝑏2] 5
2

}}
𝑑\1′

+Γ2
4𝜋

∫ 2𝜋

0

{
{−𝑅 cos \2′ ℎ̃2′𝑘 sin(𝑘\2′) sin \2′ + 2𝑅ℎ̃2′ cos(𝑘\2′) cos2 \2′

+ 𝑅 cos \1 ℎ̃2′𝑘 sin(𝑘\2′) sin \2′ − 𝑅 cos \1 ℎ̃2′ cos(𝑘\2′) cos \2′

− ℎ̃1 cos(𝑘\1) cos \1𝑅 cos \2′ + 𝑅 sin \2′ ℎ̃2′𝑘 sin(𝑘\2′) cos \2′

+ 2𝑅ℎ̃2′ cos(𝑘\2′) sin2 \2′ − 𝑅 sin \1 ℎ̃2′𝑘 sin(𝑘\2′) cos \2′

− 𝑅 sin \1 ℎ̃1 cos(𝑘\2′) sin \2′ − 𝑅 sin \1 ℎ̃2′ cos(𝑘\2′) sin \2′}/{
[(𝑅 cos \2′ − 𝑅 cos \1)2 + (𝑅 sin \2′ − 𝑅 sin \1)2 + 𝑏2] 3

2

}
−
{
3𝑅2(1 − cos \1 cos \2′ − sin \1 sin \2′) [𝑅ℎ̃2′ cos(𝑘\2′) cos2 \2′

− 𝑅( ℎ̃1 cos(𝑘\1) + ℎ̃2′ cos(𝑘\2′)) cos(\2′) cos(\1) + 𝑅ℎ̃1 cos(𝑘\1) cos2(\1)
+ 𝑅ℎ̃2′ cos(𝑘\2′) sin2 \2′ − 𝑅( ℎ̃1 cos(𝑘\1) − ℎ̃2′ cos(𝑘\2′)) sin(\2′) sin(\1)

+ 𝑅ℎ̃1 cos(𝑘\1) sin2 \1 − 𝑏( �̃�2′ cos(𝑘\2′) − �̃�1 cos(𝑘\1))]
}
/{

[(𝑅 cos \2′ − 𝑅 cos \1)2 + (𝑅 sin \2′ − 𝑅 sin \1)2 + 𝑏2] 5
2

}}
𝑑\2′ .

(6.15)

Complementary equations for ℎ̃2 and �̃�2 are obtained from Equation 6.14 and Equation 6.15,
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respectively, by interchanging the subscripts 1 and 2 and by substituting −𝑏 for 𝑏. The matrix
entries for the eigenvalue problem Equation 6.7 are then formed by collecting terms in Equations
6.14-6.15 in the perturbation quantities, giving

𝑀1,1 =
Γ2

4𝜋 cos \1

∫ 2𝜋

0
𝑑\2′

{{
3𝑅 cos(𝑘\1) cos \2′ cos \1 − 3𝑅 cos(𝑘\1) cos2 \1

+ 3𝑅 cos(𝑘\1) sin\2′ sin \1 − 3𝑅 cos(𝑘\1) sin2 \1

}
𝑏𝑅 cos \′2/{

[𝑅 cos(\2′) − 𝑅 cos(\1)]2 + [𝑅 sin(\2′) − 𝑅 sin(\1)]2 + 𝑏2} 5
2

}
,

𝑀1,2 =
Γ1

4𝜋 cos \1

∫ \1+2𝜋− 𝑑
𝑅

\1+ 𝑑
𝑅

𝑑\1′

{{
−𝑅 sin(\1′)𝑘 sin(𝑘\1′) + 𝑅 sin(\1)𝑘 sin(𝑘\1′)

− 𝑅 cos(𝑘\1′) cos(\1′) + 𝑅 cos(𝑘\1) cos(\1′)
}
/{

[𝑅 cos(\1′) − 𝑅 cos(\1)]2 + [𝑅 sin(\1′) − 𝑅 sin(\1)]2} 3
2

}
+ Γ2

4𝜋 cos \1

∫ 2𝜋

0
𝑑\2′

{{
𝑅 cos(𝑘\1) cos(\2′)

}
/{

[𝑅 cos(\2′) − 𝑅 cos(\1)]2 + [𝑅 sin(\2′) − 𝑅 sin(\1)]2 + 𝑏2} 3
2

}
+ Γ2

4𝜋 cos \1

∫ 2𝜋

0
𝑑\2′

{{
−3𝑏 cos(𝑘\1) cos(\2′)

}
𝑏𝑅 cos(\2′)/{

[𝑅 cos(\2′) − 𝑅 cos(\1)]2 + [𝑅 sin(\2′) − 𝑅 sin(\1)]2 + 𝑏2} 5
2

}
,
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𝑀1,3 =
Γ2

4𝜋 cos \1

∫ 2𝜋

0
𝑑\2′

{{
−𝑏𝑘 sin(𝑘\2′) sin(\2′) + 𝑏 cos(𝑘\2′) cos \2′

}
/{

[𝑅 cos(\2′) − 𝑅 cos(\1)]2 + [𝑅 sin(\2′) − 𝑅 sin(\1)]2 + 𝑏2} 3
2

}
+ Γ2

4𝜋 cos \1

∫ 2𝜋

0
𝑑\2′

{{
−3𝑅 cos(𝑘\2′) cos2(\2′) + 3𝑅 cos(𝑘\2′) cos(\2′) cos(\1)

− 3𝑅 cos(𝑘\2′) sin2(\2′) − 3𝑅 cos(𝑘\2′) sin(\2′) sin(\1)
}
𝑏𝑅 cos(\2′)/{

[𝑅 cos(\2′) − 𝑅 cos(\1)]2 + [𝑅 sin(\2′) − 𝑅 sin(\1)]2 + 𝑏2} 5
2

}
,

𝑀1,4 =
Γ2

4𝜋 cos \1

∫ 2𝜋

0
𝑑\2′

{{
−𝑅 sin(\2′)𝑘 sin(𝑘\2′) + 𝑅 sin(\1)𝑘 sin(𝑘\2′)

− 𝑅 cos(𝑘\2′) cos(\2′)
}
/{

[𝑅 cos(\2′) − 𝑅 cos(\1)]2 + [𝑅 sin(\2′) − 𝑅 sin(\1)]2 + 𝑏2} 3
2

}
+ Γ2

4𝜋 cos \1

∫ 2𝜋

0
𝑑\2′

{{
3𝑏 cos(𝑘\2′)

}
𝑏𝑅 cos(\2′)/{

[𝑅 cos(\2′) − 𝑅 cos(\1)]2 + [𝑅 sin(\2′) − 𝑅 sin(\1)]2 + 𝑏2} 5
2

}
,
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𝑀2,1 =
Γ1
4𝜋

∫ \1+2𝜋− 𝑑
𝑅

\1+ 𝑑
𝑅

𝑑\1′

{{
−𝑅 cos(\1)𝑘 sin(𝑘\1′) sin(\1′) + 𝑅 cos(𝑘\1′) cos2(\1′)

+ 𝑅 cos(𝑘\1′) cos2(\1′) + 𝑅 cos(\1)𝑘 sin(𝑘\1′) sin(\1′)
− 𝑅 cos(\1) cos(𝑘\1′) cos(\1′) − 𝑅 cos(𝑘\1) cos(\1) cos(\1′)
+ 𝑅 sin(\1′)𝑘 sin(𝑘\1′) cos(\1′) + 𝑅 cos(𝑘\1′) sin2(\1′)
+ 𝑅 cos(𝑘\1′) sin2(\1′) − 𝑅 sin(\1)𝑘 sin(𝑘\1′) cos(\1′)

− 𝑅 sin(\1) cos(𝑘\1′) sin(\1′) − 𝑅 cos(𝑘\1) sin(\1) sin(\1′)
}
/{

[𝑅 cos(\1′) − 𝑅 cos(\1)]2 + [𝑅 sin(\1′) − 𝑅 sin(\1)]2} 3
2

}
+Γ1

4𝜋

∫ \1+2𝜋− 𝑑
𝑅

\1+ 𝑑
𝑅

𝑑\1′

{{
−3𝑅 cos(𝑘\1′) cos2(\1′) + 3𝑅 cos(𝑘\1) cos(\1′) cos(\1)

+ 3𝑅 cos(𝑘\1′) cos(\1′) cos(\1) − 3𝑅 cos(𝑘\1) cos2(\1)
− 3𝑅 cos(𝑘\1′) sin2(\1′) + 3𝑅 cos(𝑘\1) sin(\1′) sin(\1)

− 3𝑅 cos(𝑘\1′) sin(\1′) sin(\1) − 3𝑅 cos(𝑘\1) sin2(\1)
}

× 𝑅2 [1 − cos(\1) cos(\1′) − sin(\1) sin(\1′)] /{
[𝑅 cos(\1′) − 𝑅 cos(\1)]2 + [𝑅 sin(\1′) − 𝑅 sin(\1)]2} 5

2

}
+Γ2

4𝜋

∫ 2𝜋

0
𝑑\2′

{{
−𝑅 cos(𝑘\1) cos(\1) cos(\2′) − 𝑅 cos(𝑘\1) sin(\1) sin(\2′)

}
/{

[𝑅 cos(\2′) − 𝑅 cos(\1)]2 + [𝑅 sin(\2′) − 𝑅 sin(\1)]2 + 𝑏2} 3
2

}
+Γ2

4𝜋

∫ 2𝜋

0
𝑑\2′

{{
3𝑅 cos(𝑘\1) cos(\2′) cos(\1) − 3𝑅 cos(𝑘\1) cos2(\1)

+ 3𝑅 cos(𝑘\1) sin(\2′) sin(\1) − 3𝑅 cos(𝑘\1) sin2(\1)
}

× 𝑅2 [1 − cos(\1) cos(\1′) − sin(\1) sin(\1′)] /{
[𝑅 cos(\2′) − 𝑅 cos(\1)]2 + [𝑅 sin(\2′) − 𝑅 sin(\1)]2 + 𝑏2} 5

2

}
,

𝑀2,2 =
Γ2
4𝜋

∫ 2𝜋

0
𝑑\2′

{{
−3𝑏 cos(𝑘\1)

}
𝑅2 [1 − cos(\1) cos(\1′) − sin(\1) sin(\1′)] /{

[𝑅 cos(\2′) − 𝑅 cos(\1)]2 + [𝑅 sin(\2′) − 𝑅 sin(\1)]2 + 𝑏2} 5
2

}
,
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𝑀2,3 =
Γ2
4𝜋

∫ 2𝜋

0
𝑑\2′

{{
−𝑅 cos(\2′)𝑘 sin(𝑘\2′) sin(\2′) + 𝑅 cos(𝑘\2′) cos2(\2′)

+ 𝑅 cos(𝑘\2′) cos2(\2′) + 𝑅 cos(\1)𝑘 sin(𝑘\2′)
− 𝑅 cos(\1) cos(𝑘\2′) cos(\2′) + 𝑅 sin(\2′)𝑘 sin(𝑘\2′) cos(\2′)
+ 𝑅 cos(𝑘\2′) sin2(\2′) + 𝑅 cos(𝑘\2′) sin2(\2′)

− 𝑅 sin(\1)𝑘 sin(𝑘\2′) cos(\2′) − 𝑅 sin(\1) cos(𝑘\2′) sin(\2′)
}
/{

[𝑅 cos(\2′) − 𝑅 cos(\1)]2 + [𝑅 sin(\2′) − 𝑅 sin(\1)]2 + 𝑏2} 3
2

}
+Γ2

4𝜋

∫ 2𝜋

0
𝑑\2′

{{
−3𝑅 cos(𝑘\2′) cos2(\2′) + 3𝑅 cos(𝑘\2′) cos(\2′) cos(\1)

− 3𝑅 cos(𝑘\2′) sin2(\2′) − 3𝑅 cos(𝑘\2′) sin(\2′) sin(\1)
}

× 𝑅2 [1 − cos(\1) cos(\1′) − sin(\1) sin(\1′)] /{
[𝑅 cos(\2′) − 𝑅 cos(\1)]2 + [𝑅 sin(\2′) − 𝑅 sin(\1)]2 + 𝑏2} 5

2

}
,

𝑀2,4 =
Γ2
4𝜋

∫ 2𝜋

0
𝑑\2′

{{
3𝑏 cos(𝑘\2′)

}
𝑅2 [1 − cos(\1) cos(\1′) − sin(\1) sin(\1′)] /{

[𝑅 cos(\2′) − 𝑅 cos(\1)]2 + [𝑅 sin(\2′) − 𝑅 sin(\1)]2 + 𝑏2} 5
2

}
.
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CHAPTER 7

A Hydrodynamic Mechanism for Clumping Along
the Equatorial Rings of SN1987A and Other Stars

This chapter is adapted from M. J. Wadas, W. White, H. J. LeFevre, C. C. Kuranz, A. Towne, and E.
Johnsen, A hydrodynamic mechanism initiating clumping along the equatorial rings of SN1987A
and other stars, In Preparation for Physical Review Letters [282].

7.1 Abstract

A prominent feature of SN1987A is the equatorial ring surrounding the location of the progenitor
star, along which there are 28 mass clumps – or “hot spots.” Our hydrodynamic analysis of the
expanding ring prior to the supernova demonstrates that it is subject to the Crow instability between
vortex cores. We find that the dominant unstable wavenumber is consistent with the number of
observed clumps, suggesting that the Crow instability initiates clumping in SN1987A and other
star systems with equatorial rings.

7.2 Introduction

The recency and proximity of Supernova 1987A (SN1987A) to Earth make it an unparalleled
source of astrophysical data shaping our understanding of stellar evolution [8, 151, 152]. Light
from the supernova initially illuminated a complex three-ring structure surrounding the progenitor
consisting of an equatorial ring (ER), with the progenitor at its center, and two outer rings roughly
coplanar and axisymmetric with the ER, but with larger radii and offset in the polar directions.
Telescopic observation indicates that the ER consists of 28 clumps of mass nearly evenly spaced
along the ring [81]. Approximately 5600 days after the collapse of the progenitor, the blast wave
from the supernova reached the ER, heating and illuminating the clumps, which are commonly
referred to as “hot spots,” shown in Figure 7.1a [81, 130, 164, 208, 257].
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Figure 7.1: Hot spots along the equatorial ring of SN1987A [130] (a) and pinch-off of isolated
vortex structures from a radially expanding vortex dipole fluid flow [141] (b). Images are reproduced
with permission.

Several theories attempt to describe the origin of the ER. The current expansion velocity,
𝑉𝐸𝑅 = 10.3 km s−1 [51], and present-day radius, 0.6 ly [31], of the ER suggest it was formed
from mass ejected by the progenitor 20,000 years prior to the supernova [152]. Leading theories
explain the mass ejection as the result of a binary star merger [190, 191, 248] and/or the interaction
of stellar winds from different stages of the progenitor evolution [19, 45, 283], while additional
theories evoke magnetic fields [261], polar jets [4], or a pre-existing protostellar disk [153].

Despite the extensive effort to understand the rings, little is known about the origin of the clumps
comprising the ER [104]. Past studies assert that the clumping is the result of hydrodynamic forces
[206, 256], but do not identify the specific mechanism or provide an explanation for the observed
number of clumps. Other work suggests that the clumps are spikes due to the Rayleigh-Taylor fluid
instability [307, 308] but requires unevidenced mechanisms departing from more plausible theories
and is still unable to predict the number of clumps [4, 111, 303].

We propose that the formation of the clumps in the ER is indeed driven by hydrodynamics but
results from the Crow instability (CI) between vortex cores. Our analysis considers the stability
of perturbations along an annular torus ejected from the progenitor, a common feature of every
theory describing the three-ring nebula, and yields a dominant unstable wavenumber consistent
with the number of observed clumps. In this chapter, we first describe the CI and how it relates to
the expanding ER. Next, we present the stability analysis. We conclude with a discussion of the
relevance of our stability analysis to other star systems exhibiting ERs.
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7.3 Setup, Governing Equations, and Stability Analysis

The CI describes the growth of perturbations along interacting vortex cores [53, 135, 137]. Orig-
inally studied in planar geometries relevant to aircraft wingtip vortices [251], the CI was later
observed along radially expanding vortex dipoles [46, 141, 157, 158, 216]. Perturbations along
the interacting cores grow until they touch, triggering a complex reconnection process resulting in
the pinch-off of isolated vortex structures, as shown in Figure 7.1b [9, 39, 117, 141, 295]. The
expanding ER in SN1987A likely acquired vorticity, either from its interaction with mass ejected
during a binary merger [190, 191] or stellar winds [19, 45, 283]. Regardless of its source, the
vorticity, which would be equal and opposite in magnitude on opposing sides of the equatorial
plane given the symmetry of the ER, would cause the ER to develop into an expanding vortex
dipole [19, 149] potentially unstable to the CI. The subsequent growth of perturbations would then
result in pinch-off into the observed isolated clumps.

Our analysis therefore considers the stability of two circular vortex cores of opposite circulation
forming a radially expanding vortex dipole. Figure 7.2 shows a schematic of the setup involving
two vortex cores with circular cross sections of thickness 𝑐, separation distance 𝑏, radius 𝑅, and
circulation magnitude Γ, with core-displacement perturbations in the azimuthal direction \, of
integer azimuthal wavenumber 𝑘 . While the expanding torus leading to the formation of the vortex
cores is a common feature among theories describing the ER of SN1987A, we evoke the binary-
merger theory of Refs. [190, 191] to initialize our stability problem. According to this theory, as
the radius of the binary orbit decreased leading up to the merger, mass transfer between the two
stars formed a common mass envelope which, due to its angular momentum, was elongated in the
equatorial plane forming a torus of radius 𝑅𝑇 = 3 × 1012 m and thickness 𝐷𝑇 = 2 × 1012 m. When
the stars merged, the release of orbital energy caused an ejected portion of the envelope to flow past
the torus at approximately 𝑉𝐸𝐽 = 25 km s−1, setting the torus into motion through the pre-existing
stellar wind. We therefore estimate the circulation available for the formation of the vortex cores
to be Γ = 𝑉𝐸𝐽𝐷𝑇 [84, 182]. Following Ref. [258], we assume an ambient red supergiant wind
environment formed from a constant stellar mass ejection rate of ¤𝑚𝑅𝑆𝐺 = 6.3 × 1017 kg s−1 at
constant radial velocity 𝑉𝑅𝑆𝐺 = 10 km s−1 and constant pressure 𝑝𝑅𝑆𝐺 = 1 × 10−8 Pa.

Following potential theory, the velocity along the center of each core is governed by the Biot-
Savart law,

𝑼𝒏 =

2∑︁
𝑚=1

Γ𝑚

4𝜋

∫
𝑳𝒎𝒏 × 𝑑𝑺𝒎

|𝑳𝒎𝒏 |3
, (7.1)

where 𝑛 = 1 or 2 denotes the top or bottom core, respectively, 𝑳𝒎𝒏 is the displacement vector to
a point on core 𝑚 from a point on core 𝑛, and 𝑑𝑺𝒏 is the differential tangent vector. Equation 7.1
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Figure 7.2: Schematic of the stability analysis parameters. Red arrows indicate the direction of the
dipole expansion.

holds provided that the flow is incompressible, inviscid, and continuous, which is supported by the
Mach, Reynolds, and Knudsen numbers, respectively, relevant to the expanding ring. For an ideal
gas, the Mach number is

𝑀 =
𝑉𝐸𝑅 −𝑉𝑅𝑆𝐺

𝑎
= (𝑉𝐸𝑅 −𝑉𝑅𝑆𝐺)

√︂
𝜌

𝛾𝑝
, (7.2)

where 𝑎 is the sound speed, 𝜌 = ¤𝑚𝑅𝑆𝐺/4𝜋𝑅2𝑉𝑅𝑆𝐺 is the density, and 𝛾 = 5/3 is the adiabatic index.
The Reynolds number is

𝑅𝑒 =
Γ

a
=

Γ

2.3 × 10−12
√
𝐴𝑇5/2/Λ𝑍4𝜌

, (7.3)

where a is the kinematic viscosity [23, 227], 𝐴 is the atomic mass of the gas (assumed to be
hydrogen) in atomic mass units, Λ = 10 is the Coulomb logarithm, 𝑍 is the atomic number of the
gas, and 𝑇 is the temperature in Kelvin (calculated assuming an ideal gas equation of state), with
the density and circulation expressed in SI units. Finally, the Knudsen number is related to the
Mach and Reynolds numbers,

𝐾𝑛 =
_

𝐷𝑇
=
𝑀

𝑅𝑒

√︂
𝛾𝜋

2
, (7.4)

where _ is the mean free path.
Figure 7.3 shows the radial dependence of the Mach, Reynolds, and Knudsen numbers according

to Equations 7.2-7.4. Shortly (∼40 years) after the binary merger, the flow enters a regime where
𝑀 ≲ 0.3, 𝑅𝑒 ≲ 103, and 𝐾𝑛 ≲ 10−3, which endures for approximately 3000 years, as indicated
by the shaded region in Fig 7.3. During this time, the incompressible, inviscid, and continuous
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Figure 7.3: Mach (blue dashed), Reynolds (yellow solid), and Knudsen (orange dotted) numbers
versus radius. The teal shaded region satisfies 𝑀 < 0.3, 𝑅𝑒 > 103, and 𝐾𝑛 < 10−3.

assumptions are well supported, such that the expanding torus would be subject to the formation of
vortex cores unstable to the CI.

Recent work [277] (see Chapter 6) examines the cylindrical CI governed by the Biot-Savart
law for the setup in Figure 7.2, which we apply presently. Equation 7.1 is linearized, a normal-
modes ansatz is assumed for perturbations, and first-order coefficients are organized into a matrix-
eigenvalue problem. The solution yields growth rates, 𝛼𝑘 , where the subscript denotes the wavenum-
ber, for a symmetric and antisymmetric mode, where perturbations on one core grow as a mirror
image of or in phase with the perturbations on the other core, respectively. Because the zero-order
motion (i.e., the core radius, core separation distance, and core thickness) is not constant, the growth
rate is a function of time and therefore integrated to determine the perturbation spectrum. The
effect of viscosity on the zero-order motion is considered in Ref. [277] but presently neglected due
to the initially large Reynolds number. Instead, the radial vorticity distribution within each core is
assumed Gaussian such that the boundary of the core is located at two standard deviations from the
maximum vorticity at the vortex core center, consistent with experimental measurements of vortex
core boundaries and vorticity distributions [106, 157, 158, 200, 212]. We refer readers to Chapter
6 for additional detail.

7.4 Results

We initialize the stability analysis 40 years after the binary merger event, when the flow is approx-
imately incompressible, inviscid, and continuous. By this time, the torus would have expanded to
a radius 𝑅0 = 𝑅𝑇 +𝑉𝐸𝑅 × 40 years. Based on past studies examining vortex dipole formation from
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Figure 7.4: The growth rate (a) and perturbation amplitude (b) of the symmetric mode versus
wavenumber and time. The white line indicates the wavenumber of maximum perturbation ampli-
tude, and the red X denotes the time and wavenumber when the maximum perturbation amplitude
is equal to the core separation distance.

laterally accelerated cylinders [90, 202, 212], we estimate the torus would form a vortex dipole with
initial core separation distance and thickness 𝑏0 = 𝐷𝑇/2 and 𝑐0 = 𝑏0/2, respectively. Perturbations
amplitudes ℎ𝑘 , where the subscript denotes the wavenumber, are initialized as a uniform spectrum
equal to the mean free path, i.e., ℎ𝑘 (𝑡 = 0) = _.

Figure 7.4 presents the results of the stability analysis applied to SN1987A in terms of the growth
rate and the perturbation amplitude of the symmetric mode as a function of wavenumber and time,
with all dimensional quantities nondimensionalized by the initial radius and circulation magnitude.
At any given time, symmetric perturbation growth is experienced within two distinct wavenumber
ranges, which we refer to as the low- and high-frequency bands. The greatest growth rate always
exists in the high-frequency band, which initially causes wavenumbers within that band to dominate
their low-frequency counterparts, as indicated by the white line in Figure 7.4b, which tracks the
integer wavenumber associated with the highest-amplitude perturbation. However, the expansion
of the dipole radius causes the high-frequency band to migrate to higher wavenumbers, while the
low-frequency band always includes a range of wavenumbers starting at 𝑘 = 2. As a result, while
perturbations in the low-frequency band may not grow as fast as those in the high-frequency band,
they grow continuously and soon overtake those in the high-frequency band. The low-frequency
band similarly dominates a band of wavenumbers experiencing antisymmetric perturbation growth
(omitted for brevity) nearly coincident with the high-frequency band.
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Symmetric perturbations grow until their amplitude is on the order of the core separation
distance, which first occurs for a wavenumber of 𝑘 = 27 at the time indicated by the red X in
Figure 7.4, corresponding to a dimensional time of 70 years, or 110 years following the binary
merger. The dominant wavenumber of the CI, which corresponds to the number of pinched-off
secondary vortex structures, see Figure 7.1, is remarkably close to the reported number of observed
hot spots, 28, in SN1987A. In addition, other wavenumbers experiencing significant perturbation
growth would introduce variability in the pinch-off locations, yielding secondary vortex structures
with different sizes, which accounts for the range of observed hot spot sizes in the ER of SN1987A.
Furthermore, the time dynamics associated with perturbation growth occur well within the time
frame during which the governing equations, derived from the Biot-Savart law, are valid. Finally,
although we evoke the binary merger hypothesis [190, 191] to generate initial conditions for the
stability analysis, the radially expanding torus and source of vorticity conducive to dipole formation
are nearly ubiquitous features among theories explaining the rings of SN1987A.

To illustrate the dynamics predicted by our stability analysis, Figure 7.5 shows a simulation
performed using our in-house, finite-volume hydrodynamics code solving the two-fluid Euler
equations [134, 304]. The ER is initialized as a torus geometrically scaled to the ER at the start
of the stability analysis, 40 years following the binary merger, with a radial velocity of 𝑀 = 0.3
with respect to the ambient fluid. The torus cross section has constant radial axis thickness 𝜏 and
perturbed vertical axis thickness, 𝜏[1 + 0.08 sin(2𝜋\ × 28)]. Because computational constraints
limit the resolvable amplitudes, the perturbation can only be simulated through a small portion of
its growth from an initial amplitude, on the order of the mean free path, to the core separation
distance. Still, the simulation demonstrates the key physics. The torus rolls up into an expanding
vortex dipole, identified by an isosurface of the Q-criterion [99], which indicates the intensity of
rotational relative to straining motions. An isosurface of the mass fraction, where b = 1 denotes
the fluid comprising the initial torus, is also shown. The formation of the dipole leaves behind a
thin skirt of the original torus fluid in the wake of the vortex cores, which is seen in experiments
of dipole formation [90, 141, 202]. After the perturbed vortex cores become unstable to the CI
at approximately 𝑡Γ/𝑅2

0 = 0.2, the perturbation amplitude rapidly increases to the point where
nonlinear effects begin to initiate the vortex reconnection process, leading to the pinch-off of 28
isolated secondary vortex structures, i.e., clumps. Although the final time shown is long after the
linear stability analysis is valid, the number of enduring clumps is set by the dominant wavenumber.
The complete pinch-off of isolated secondary vortex structures is not necessarily required for the
formation of clumps in astrophysical systems. Once the CI sets the number of locations where the
ER starts to thin, corresponding to the dominant wavenumber, other physics, including gravitational
and radiative effects, may become relevant and complete the clump formation [16].
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Figure 7.5: Isosurfaces (a) of mass fraction b = 0.10 (left) and 𝑄 = 0.15 (right) at the indi-
cated times and two-dimensional slices in the radial-vertical plane (b) at the indicated times of
mass fraction (top, at each time) and Q-criterion (bottom, at each time) for a narrow (left), where
pinch-off occurs, and thick (right) portion of the perturbation. White lines indicate the intersection
of the respective surface with the two-dimensional slice. The colorbar is rescaled in each time
step such that bmin = (0.00, 0.00, 0.00), bmax = (1.00, 0.93, 0.85), 𝑄min = (0.00,−4.34,−0.50),
and 𝑄max = (0.00, 4.25, 0.48) at times 𝑡Γ/𝑅2

0 = (0.0, 0.4, 1.2), respectively, for the narrow
portion of the perturbation (left), and bmin = (0.00, 0.00, 0.00), bmax = (1.00, 0.98, 0.57),
𝑄min = (0.00,−2.85,−0.68), and 𝑄max = (0.00, 6.04, 0.70), respectively, for the thick portion
of the perturbation (right).
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7.5 Conclusion

While the focus of the present work is the ER of SN1987A, we conclude with a brief discussion
of other star systems exhibiting ERs with similar clumping behavior, including Fomalhaut [21],
WeBo 1 [22], SBW1 [244], HR 4796A [114], HD 98800 [115], and many others, including those
documented as part of the Disk Substructures at High Angular Resolution Project [7]. While these
systems do not all exhibit the three-ring structure of SN1987A, similar hypotheses (e.g. binary
merger, transition from a red to a blue supergiant, etc.) explain the formation of the observed ERs,
which would similarly be subject to clump formation via the CI. Moreover, many of these ERs are
thought to be protoplanetary disks, suggesting the clumping mechanism described in the present
work may be a precursor to the formation of orbital bodies in these and other systems, possibly
including our own solar system.

In this chapter, we propose that clumping in the ER of SN1987A and other star systems may
be caused by hydrodynamic instabilities of circular line vorticies, i.e., the CI. Our stability analysis
shows the dominant unstable wavenumber is consistent with the number of observed hot spots,
suggesting that the CI initiates and sets the number of clumps. In other systems that do not undergo
a supernova event, this clumping may ultimately lead to the formation of orbital bodies, possibly
including planets.

This work is supported by the U. S. Department of Energy (DOE) as part of the Stewardship
Science Graduate Fellowship Program under Grant No. De-NA0003960. Computational resources
were provided by the Extreme Science and Engineering Discovery Environment Stampede 2 system,
USA under grant TG-CTS130005.
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CHAPTER 8

Conclusion

The goal of the present thesis is to document advancements in comprehending hydrodynamic
phenomena arising from the interaction of shock waves with interfaces for applications in dynamic
compression experiments, inertial confinement fusion (ICF) research, and astrophysics. The final
chapter of this thesis summarizes and discusses key findings and suggests several avenues for future
work, some of which are already in progress.

8.1 Summary of Key Findings

Each of the previous six technical chapters presents novel research contributions summarized as
follows:

1. A technique for strengthening shock waves in dynamic compression experiments is devel-
oped, which relies on using intermediate materials to bridge impedance gaps when a shock
passes through different layers of a diamond anvil cell (DAC), or similar, apparatus. Each
intermediate material temporarily allows a stronger shock wave to break out into the subse-
quent material, as demonstrated analytically with one-dimensional gas-dynamics theory, with
an exponential discretization of impedance yielding the most efficient shock strengthening.
In practice, the number of intermediate materials is limited by the choice of real materials
and the amount of time that the stronger shock can be supported, which diminishes with an
increasing number of intermediate materials. In certain cases, the technique enables 25%
greater pressures, pushing experimental access for equation-of-state characterization to new
boundaries.

2. Helium is dynamically compressed in a DAC to record pressures exceeding 3.5 Mbar. The
density and temperature along the primary shock Hugoniot are determined, and the electrical
conductivity is calculated. The data indicate increased compressibility caused by the onset of
a continuous ionization process and are well described by first-principles density functional
theory, molecular dynamics, and path-integral Monte Carlo techniques.
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3. A criterion for the ejection of vortex dipoles from two-dimensional shock-induced mixing
regions is developed based on the dipole velocities of two interacting Richtmyer-Meshkov
bubbles. Such ejections are not predicted by existing models and effect the development of the
residual mixing region through the transport of energy and circulation. The ejected dipoles
also have the potential to stimulate other regions of the flow, including nearby interfaces.

4. The formation and scaling of vortex rings ejected from shocked interfaces are determined.
Such vortex rings form when interfacial protrusions invert after the passage of a shock wave.
The theory generalizes past research on single-fluid, incompressible flows to interfacial flows
with shock waves. The circulation of the vortex ring increases as the length of the protrusion
increases up to a critical length beyond which the vortex ring saturates and a trailing jet
emerges behind it. Such vortex rings may form during ICF implosions, where they can
disrupt the symmetry of the central burning plasma, and supernovae, where they may be
directly responsible for stimulating the transport of stellar core elements.

5. The linear stability analysis for the cylindrical Crow instability (CI) along interacting vortex
cores is determined. The analysis suggests that both a symmetric and anti-symmetric mode
experience perturbation growth, and unlike the planar case, the anti-symmetric mode may not
be spurious. An additional departure from the planar case is that the growth experienced by
a given wavenumber is a function of time and the governing equations must therefore be inte-
grated to determine the perturbation spectrum. While the anti-symmetric mode experiences
faster growth, the wavenumber range that it excites migrates in time, potentially resulting
in less integrated perturbation growth than the slower symmetric mode, which consistently
excites lower wavenumber ranges. However, it is determined that anti-symmetric pertur-
bation amplitudes become comparable to their symmetric counterparts under conditions at
which a sharp turbulent transition is experimentally observed to occur, suggesting that the
anti-symmetric mode may play a role in the transition.

6. The mechanics that stimulates clumping along stellar debris rings like that of Supernova
1987A (SN1987A) is uncovered. The ejection of such rings and their subsequent interaction
with stellar winds may cause the formation of an expanding vortex dipole unstable to the
CI. The dominant wavenumber predicted by the analysis is remarkably consistent with the
observed number of clumps in SN1987A, suggesting that the CI stimulates the formation of
the clumps.
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8.2 Discussion

A major advantage of the technique for strengthening shock waves presented in Chapter 2 is its
compatibility with existing shock compression platforms. Targets for compression experiments are
typically constructed by layering together different portions of the DAC. While the small size of the
targets, typically on the order of 1 mm, makes them challenging to fabricate, techniques involving
material films, electroplated foils, and even high-precision additive manufacturing can routinely
generate layers on the order of 10 µm or less [96]. Such techniques can readily be used to incorporate
the intermediate materials that enable shock strengthening with a minimal increase in fabrication
costs. Furthermore, the technique does not require any modifications to existing laser facilities. As
a result, it can immediately be applied to achieve record states on high-energy facilities like the
NIF and Omega laser systems. Furthermore, with the increasing attention paid to high-repetition
rate lasers to accelerate advancements in fusion-energy science [146], shock strengthening with
intermediate materials can prevent new facilities, with increased firing frequency coming at the
cost of laser energy, from sacrificing shock pressure.

Beyond the direct consequences the novel states achieved in helium presented in Chapter 3
have on our understanding of gas giant interiors and white dwarf atmospheres, the data serve as
an important benchmark for computational tools describing a wide range of materials [170]. The
validation of such tools with experimental data increases the confidence with which predictions are
made in wide range of research areas. In particular, improved EOS characterization that includes
complex ionization physics in warm dense matter has the potential to advance research on nuclear
fusion and planetary and stellar interiors [72].

Despite decades of research, the late-time dynamics of the RMI remain a challenge [307, 308].
Of particular importance is how, or whether, the flow will transition to turbulence. Such physics are
difficult to probe experimentally given the finite amount of time that a shocked mixing region has
to develop before the arrival of additional reflected waves at the interface [241]. In the absence of
guidance from late-time experiments that definitively achieve turbulence, simulations of the RMI,
which can be allowed to evolve to arbitrarily late times with adequate computational resources, must
rely on other means for incorporating turbulence. Currently, hydrocodes supporting the design of
ICF experiments and analysis of supernova remnants rely on RMI models, like those discussed
in Chapter 4, to determine when to activate turbulence models [69]. Such descriptions of the
RMI, however, struggle to correctly capture the evolution of the flow when high-vorticity ejecta
escape the confines of the mixing region. The criterion for vortex dipole ejection developed in
Chapter 4, based only on the initial conditions, can therefore identify flows a priori for which RMI
models are expected to fail and, conversely, succeed. The incorporation of such a criterion into
existing hydrocodes could therefore lead to better predictions of ICF implosions and understanding
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of supernovae.
Chapter 5 builds on the idea presented in Chapter 4 that ejecta from shocked interfaces can

be treated as vortex dipoles to uncover the formation dynamics of vortex rings, the azimuthally
symmetric analog to vortex dipoles, emerging from shocked interfacial flows. The generalized
scaling can be used to quantify time scales on which such vortex rings form along with the
circulation, impulse, and energy that they transport out of the mixing region, key quantities for
turbulence modeling and transitions in the RMI. Furthermore, the inverting interfacial protrusion
in the computational setup is closely related to similar jets stemming from high-aspect-ratio pits,
voids, and the fill tube in ICF capsules. The theory can therefore be similarly applied to understand
the mechanisms that affect the formation and scaling of these jets, hopefully informing techniques
to mitigate their deleterious effect on fusion performance.

Shifting from the formation to the stability of vortex cores, the linear theory presented in Chapter
6 has critical implications for both classical and high-energy-density flows. While the importance
of the CI has long been recognized in airplane wakes and more recently in vortex ring collisions,
the novel analysis details the time dependence of its evolution in cylindrical geometries. Unlike
the planar case, perturbation growth must be integrated in time due to the varying core separation
distance, radius, and thickness. This time variance also uncovers a new mechanism that may
further inhibit the high-frequency anti-symmetric mode. Specifically, any changes to the zero-
order motion, which may include the core thickness under the action of viscous mechanisms or
a change in core separation distance caused by a background flow in the planar case, causes the
migration of narrow high-frequency bands to different wavenumbers. As a result, the integrated
growth of such modes is diminished compared to their symmetric counter parts, which consistently
excite a lower-wavenumber range. However, the zero-order motion may also enhance the growth
of the anti-symmetric mode, long considered spurious based on arguments in the planar case that
apply differently to the cylindrical case, as the Reynolds number increases. While in reality the
symmetric mode may still dominate the flow, perturbation growth stimulated by the anti-symmetric
mode is not necessarily prohibited in the cylindrical case and may contribute to the transition of
vortex collisions to turbulent puffs.

Finally, the CI may be responsible for stimulating clumping in SN1987A, as discussed in Chapter
7. SN1987A is the first supernova visible to the naked eye since Kepler’s Supernova in 1604, the
only one since the advent of modern telescopes. As a result, SN1987A is a critical source of
data related to stellar evolution and one of the most intensely studied astrophysical systems to date
[151, 152]. Despite decades of intense research, the mechanism responsible for the formation of
the clumps along the equatorial ring illuminated by the blast is unknown. The mechanism proposed
in Chapter 7, based on the CI, predicts a dominant wavenumber remarkably consistent with the
observed number of clumps and reproduces key features of the astrophysical system, essentially
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solving this nearly four-decades-old problem of great scientific interest. Beyond SN1987A, the
same clumping mechanism may be responsible for stimulating the formation of orbital bodies
along other stellar equatorial rings, many of which are predicted to be protoplanetary disks [7].
If the same mechanism is at work in these systems, the CI may be responsible for stimulating the
formation of planets, a breakthrough in our understanding of planetary formation.

8.3 Future Work

Many of the findings summarized in the previous section open up new areas of research that are
herein recommended as future work. They include additional dynamic compression experiments
to constrain the ionization behavior of helium, experiments validating the theory for vortex rings
ejected from shocked interfaces, and a generalization of the CI to star systems with equatorial rings
including protoplanetary disks.

8.3.1 Experiments Probing Helium Ionization Physics

While the present work expands the available data on shock compressed helium, more experiments
are needed to characterize the ionization behavior at conditions relevant to planetary interiors and
white dwarf atmospheres. In particular, whether the ionization of helium is primarily driven by
density or temperature remains unclear. Figure 8.1 shows conductivity, a quantity dependent on
ionization, as function of temperature and density according to two competing Drude-like ionization
models [36, 249]. At or below densities of∼1.5 g cm−3, conditions at which experimental data exist,
the models yield similar predictions, despite their vastly different predictions at higher densities.
The model from Ref. [249] predicts primarily temperature-driven, continuous ionization with band-
gap closure near 10 g cm−3 compared to the density-driven, sharp ionization with band-gap closure
near 2 g cm−3 predicted by Ref. [36].

Additional experimental data examining shocked helium from a higher-pressure precompressed
state than that explored in the present thesis would enable differentiation between the existing
models. Achieving more extreme precompressed states in a DAC, however, requires a thicker front
diamond window, which takes longer for the laser-induced shock to traverse. The shock therefore
becomes more attenuated from the release wave launched when the laser pulse terminates, resulting
in a weaker shock that may struggle to achieve the desired pressures. This challenge may be
partially ameliorated through the use of the shock strengthening technique introduced in Chapter
2. In addition, the experiments could be carried out at a facility with more laser energy, such as the
NIF.
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Figure 8.1: The Drude-like helium conductivity models of Ref. [249] (solid) and Ref. [36] (dashed)
for selected isotherms.

8.3.2 Experiments Exploring High-Energy-Density Vortex Rings

While vortex-ring-like structures have long been observed in both experiments and simulations
emerging from shocked interfacial mixing regions (see Figure 5.1), an experimental study has yet
to isolate their formation physics. The next step is to explore the vortex ring formation dynamics
described in Chapter 5 experimentally, with four shot days awarded at the OMEGA EP laser facility
through the LaserNetUS and National Laser User Facility programs. Targets for these experiments
will consist of a set of low- and high-aspect ratio doped protrusions visualized with radiography
at different stages of the vortex-ring formation process. It is expected that the low-aspect ratio
protrusions form an isolated vortex ring, while the high-aspect ratio protrusions form a vortex ring
and a trailing jet, indicating that the formation number has been exceeded. These experiments
will therefore demonstrate conceptual proof that vortex rings formed at the leading edge of jets
resulting from the interaction of a shock with an interface exhibit scaling behavior analogous to their
classical counterparts and establish a platform to experimentally explore the formation dynamics.
The objectives are therefore to:

1. Demonstrate the ability to constrain the formation number to within ±2,

2. Validate theoretical predictions for the affect of the interface density ratio,

3. Examine the influence of different driving waves (e.g., supported shock versus blast), and
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Figure 8.2: A schematic showing a sample target for the awarded experiments. Dimensions are
not to scale.

4. Explore the dynamics of different protrusion geometries leading into future experiments.

The awarded experiments will examine the formation of a vortex ring from an interface between
polyamide-imide plastic (PAI) and carbonized resorcinol formaldehyde foam (CRF) along which
there is a cylindrical iodine-doped plastic (CHI) protrusion into the foam with a density that matches
that of the PAI, shown schematically in Figure 8.2. The laser pulse will irradiate the back end of
the ablator, driving a shock wave through the interface, which will stimulate the inversion of the
protrusion and the formation of a vortex ring. This ring, formed from the doped protrusion, will
be visualized with x-ray radiography, and the presence of the trailing jet will be used as a metric to
determine if the formation number has been exceeded.

The diameter of the protrusion will be constant between experiments, and it is expected that the
trailing jet will emerge beyond a critical protrusion length, as shown in preliminary FLASH [82]
simulation results in Figure 8.3. Therefore, the formation number can be determined by fielding
targets with incremented protrusion lengths (objective 1), constrained by the longest protrusion that
does not generate a trailing jet (lower bound) and the shortest protrusion that does (upper bound).
This technique for constraining the formation number can then be utilized to explore the effect
of varying the density ratio (objective 2), achieved by using a foam with a different density, and
different driving wave profiles (objective 3), enabled by laser pulse shaping. The influence of the
protrusion geometry (objective 4) will be similarly explored by examining a protrusion comprised
of a single period of a sinusoid. These experiments will directly lead into future work exploring
competition between a series of forming vortex rings.

It is expected that the proposed experiments would enable the further development and validation
of a generalized theory for vortex ring formation, including those generated following the interaction
of a shock with an interface. The theory would enable the calculation of the time scale on which
such vortex rings form along with the ring circulation, impulse, and energy. These key quantities
are necessary for designing strategies to mitigate the effects of fill-tube and surface-pit jets in
ICF implosions, understanding the ejection of stellar core material in supernova explosions, and
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Figure 8.3: Mass fraction (above line of axisymmetry) and density (below line of axisymmetry)
fields at two times from FLASH simulations showing the formation of a vortex ring from a low-
(left) and high- (right) aspect ratio shocked protrusion. The density scale is linear at time 𝑡 = 0 ns
and logarithmic otherwise. The bottom row shows corresponding simulated radiographs.

calculating energy transport that may affect turbulent transition in the RMI.
The OMEGA EP laser is uniquely suited to explore the physics of vortex ring formation from

shocked interfaces. An isolated protrusion along a fluid interface cannot be reliably generated
with classical techniques, necessitating the use of solid, machinable materials to generate the initial
conditions. Furthermore, the long-pulse capabilities of OMEGA EP are essential for supporting the
shock on the time scales on which the hydrodynamics develop, and the pulse-shaping capabilities
will enable the study of the effects of the driving wave profile (objective 3). Finally, a kilo-Joule
class system is ideal for its ability to generate conditions consistent with the applications.

8.3.3 The Crow Instability and Orbital Body Formation

While the research presented in Chapter 7 focuses on Supernova 1987A (SN1987A), many other
star systems exhibit equatorial rings with clumping that may be similarly governed by the Crow
instability (CI) [7]. In particular, the CI may be the mechanism that stimulates the formation
of orbital bodies in protoplanetary disks. Stars are believed to form from the gravity-driven
coalescence of mass in rotating protostellar disks, while the left-over mass, now a protoplanetary
disk, then accumulates in orbital bodies [156]. Gravity causes heavier elements to occupy smaller
radii of the protoplanetary disk, leading to the formation of rocky planets, while the lighter gases
at larger radii accumulate into gas giants. Once clumps start to form, gravitational and radiative
mechanisms drive the condensation of this relatively low density gas and dust into planets [16].
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As Chapter 7 demonstrates, the CI offers a precise mechanism for stimulating clumps that is
highly consistent with observational data [7]. The source of vorticity driving the CI could be
wind from the newly formed star at the center of the protoplanetary disk [19]. As Chapter 5
demonstrates, there is a limit to the amount of material that can roll up into a vortex ring or
dipole. As a result, multiple expanding vortex dipoles may be formed as the solar wind passes
over the disk, with denser dipoles nearer the star and less dense dipoles at larger radii, thus
establishing the initial orbital radius of clumps stimulated by the CI. Like the planets in our solar
system, the clumps would be expected to vary in size due to CI-driven perturbation growth over a
range of wavenumbers. The resulting differences in angular momentum would establish the newly
formed orbital bodies at different radii from the star. Subsequent collisions between the bodies
and gravitational interactions would continue to adjust their orbits. Elucidating the details of this
theory will involve simulations representing the interaction of density-varying protoplanetary disk
with solar wind and corresponding experiments.
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