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ABSTRACT

Humans contribute more fixed nitrogen than can be reduced naturally. Understanding

nitrogen chemistry is essential to balancing the global nitrogen cycle. An imbalanced nitrogen

cycle raises levels of nitrate (NO3
– ) in water. Nitrate-laden water is linked to infant

methemoglobinemia and ovarian cancer in humans, and to eutrophication in water reservoirs. To

denitrify water, we propose using the electrocatalytic nitrate reduction reaction (NO3RR). NO3RR

sustainably removes nitrate from water and generates benign or value-added products, such as

NH3 or N2. However, understanding the interconversion of NO3
– , NH3, and N2 and developing

new catalytic materials are critical to enabling this process. In this thesis, we explore new NO3RR

electrocatalysts, including metal alloys, metal sulfides, and metal oxynitrides. Chapters II–IV

focus on original research, Chapter I provides an introduction to nitrate reduction, and

Chapter V provides conclusions and a future outlook.

In Chapter II, we study the NO3RR mechanism on Pt–Ru catalysts. We hypothesized that

tuning the Pt–Ru alloy composition will maximize the NO3RR rate by changing the NO3
– and H

adsorption strengths. We find Pt78Ru22/C in particular to be six times as active as Pt/C at

0.1 V vs. RHE. This maximum in activity arises from a transition in rate-determining step from

nitrate dissociation to a different step at higher Ru content. This study demonstrates how

electrocatalyst performance is tunable by changing the adsorption strength of reacting species

through alloying.

xxiv



In Chapter III, we study halide poisoning, a serious problem for many NO3RR

electrocatalysts. Here we compare the NO3RR activity of rhodium sulfide (RhGSH) against Pt/C

and Rh/C in the presence of chloride. We find that RhGSH is 1.6 to 5.6 times more active than

Rh/C (the most active transition metal electrocatalyst) and 10 to 24 times more active than Pt/C

over a potential range of 0 to 0.2 V vs RHE. In addition to being more active than Pt/C, RhGSH

retains 63% of its activity in the presence of chloride. Sulfur vacancies in Rh3S4 terraces are

predicted to be active for nitrate reduction via an H-assisted nitrate dissociation mechanism, but

also bind chloride strongly. Our findings rationalize the experimentally observed high NO3RR

activity but moderate chloride poison resistance of RhGSH/C.

In Chapter IV, we investigate the thermodynamic stability of perovskite oxynitrides

(PONs), a promising class of ammonia synthesis electrocatalysts. We determine a prototypical

stable anion ordering for both ABO2N and ABON2 stoichiometries containing a high degree of

cis ordering between B cations and minority-composition anions. We predict 85 stable and 109

metastable PON compounds, with A ∈ {La, Pb, Nd, Sr, Ba, Ca} and B ∈ {Re, Os, Nb, Ta}

forming PONs of less than 10 meV/atom above the thermodynamic convex hull. Computational

Pourbaix diagrams for two stable candidates, CaReO2N and LaTaON2, suggest that not all

compounds with zero energy above the thermodynamic convex hull can be easily synthesized.

Chapter V reviews the major findings of Chapters II–IV and discusses future research.

We propose how machine learning studies can extend this dissertation’s work and accelerate

discovery of new NO3RR electrocatalysts, including high-entropy and defected alloys, defected

metal chalcogenides, and complex perovskites. Highly active, selective, and stable NO3RR

electrocatalysts will help mitigate the ecological and health risks from the nitrogen cycle

imbalance in an energy-efficient and economically viable way.
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CHAPTER I

Introduction

Note

Portions of this chapter are adapted with permission from the following papers: (i) Wang, Z. et al.
Increasing Electrocatalytic Nitrate Reduction Activity by Controlling Adsorption through PtRu Alloying,
Journal of Catalysis 2021, 395, 143–154, doi: 10.1016/j.jcat.2020.12.031 (Copyright 2021 by Elsevier
Inc.); (ii) Richards, D. et al. Electrocatalytic Nitrate Reduction on Rhodium Sulfide Compared to Pt and Rh
in the Presence of Chloride, Catalysis Science and Technology 2021, 11, 7331–7346, doi:
10.1039/D1CY01369F (Copyright 2021 by The Royal Society of Chemistry); and (iii) Young, S. et al.
Thermodynamic Stability and Anion Ordering of Perovskite Oxynitrides, Chemistry of Materials 2023,
doi: 10.1021/acs.chemmater.3c00943 (Copyright 2023 by American Chemical Society).

I.1 Motivation for studying nitrate reduction

The global nitrogen cycle is a critical set of biogeochemical processes that cycle nitrogen

between its reactive and non-reactive forms in the earth, atmosphere, and water reservoirs. The

nitrogen cycle is critical to life, but has been increasingly perturbed by anthropogenic activities.

Anthropogenic perturbations to the global nitrogen cycle are predicted to have an increasing

influence on Earth’s climate and habitability.1 Humans contribute over 108 tonnes of reactive

nitrogen to the environment each year, on the same order of magnitude as the amount of nitrogen

fixed by natural sources.2,3 With additional anthropogenic contributions of fixed N, nature cannot

quickly enough denitrify enough fixed N back to N2, threatening the environment and human

health. Figure I.1 shows rough quantification of anthropogenic perturbations to the nitrogen cycle.

1
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Figure I.1: High-level fluxes of the global nitrogen cycle on land and in the ocean. Also depicted is the
tight coupling of the global nitrogen cycle to the global carbon and phosphorus cycles. Blue and orange
arrows denote natural fluxes and anthropogenic perturbations. Numbers represent fluxes in Tg N/yr for the
1990s. Note that most fluxes are known only to ±20% and may have uncertainties of ±50%. Reproduced
from Ref. (1) with permission. Copyright 2008 by Springer Nature.

A major consequence of anthropogenic nitrogen contributions is that aqueous nitrate

(NO3
– ) is now one of the most widespread water pollutants in rivers, coastal waterways,

freshwater bodies, and groundwater.4,5 The nitrate ion is a planar anion containing three O atoms

surrounding a central N atom, with an overall −1 charge (see Figure I.2). Nitrate is extremely

soluble and more difficult to remove from water than other anions that undergo

double-displacement reactions to form solid precipitate.
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Figure I.2: Structure of the nitrate molecule.6 (a) Rendering of the nitrate molecule showing its planar
geometry. Dotted lines indicate resonance of the three N – – ––O bonds. (b) The three resonance structures of
the nitrate anion.

High nitrate levels in potable and wastewater streams present a number of health and

environmental challenges. Human ingestion of nitrate-laden water levels has been linked to infant

methemoglobinemia (“blue baby syndrome”), childbirth complications, and ovarian cancer.4,7

Nitrate can also metabolize to nitrite (NO2
– ), which restricts hemoglobin’s ability to transfer

oxygen and leads to tissue hypoxia.8 To mitigate these risks, the Environmental Protection Agency

(EPA) mandates a potable water limit of 10 ppm N (44.2 mg/L NO3
– ),9 but many aquifers in the

United States struggle to meet this standard.10,11 Additionally, high NO3
– levels in lakes and

oceans also cause eutrophication, in which huge algae blooms cause mass death of aquatic life.12

More generally, the problems of an imbalanced nitrogen cycle rival those of carbon dioxide

pollution in the short term,1,2 and finding an effective strategy to balance the nitrogen cycle is a

National of Academy of Engineering Grand Challenge.13

I.2 Technologies for denitrification

Technology to remediate nitrate-polluted waters generally falls within three categories:

physicochemical separation, biological denitrification, and catalytic denitrification (see

Figure I.3). Physicochemical methods function by separating NO3
– ions from a liquid stream

without chemically converting them to another substance. Reverse osmosis and ion exchange are
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Physicochemical

• Produces concentrated waste.

• Needs regular membrane/

resin purging/regeneration.

Biological

• Needs carbon source.

• Can produce biotoxins.

Catalytic

• Catalysts easily poisoned by 

other contaminants.

• Needs electricity or reductant.

Nitrate 

brine

Clean 

water

Membrane

High pressure Clean water 
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Concentrated 
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Figure I.3: Depictions of three classes of denitrification technologies. (a) Reverse osmosis, which is a type
of physicochemical denitrification. (b) Anoxic bacterial digestion of landfill leachate nitrate, which is a
type of physicochemical denitrification. Image reproduced from Ref. (14) with permission. Copyright 2018
by Elsevier Inc. (c) Simplified schematic of electrochemical reduction of NO3

– to various products using a
metal (M/M+) as an electron acceptor. Adapted from Ref. (15) with permission. Copyright 2015 by
Elsevier Inc.

two technologies commonly used for physicochemical denitrification. Reverse osmosis was

applied to borehole water denitrification in South Africa and shown to produce water with

approximately 3.98 mg/L nitrate, roughly an order of magnitude below the U.S. EPA limit.16

Additionally, macroporous copolymer anionic exchange resins have been shown to remove nitrate

ions from water even in water sources rich with competing ions, such as Cl– and SO4
2– ions.17 A

major drawback of using physicochemical methods alone is that in producing clean water, they

effectively condense NO3
– into a concentrated brine waste stream which must be either stored or

post-processed. Thus, physicochemical processes in practice are usually combined with a

post-processing step that consumes nitrate. This combination is synergistic, as retentate

preconcentration increases the kinetics of downstream chemical nitrate conversion. Both

biological and catalytic processes can perform this conversion.

Biological denitrification exploits certain bacterial species’ ability to use NO3
– in place of

O2 as an electron acceptor during aerobic respiration.18 Given a suitable carbon source, the
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bacteria then step-wise reduce NO3
– to NO2

– , then to NO, and ultimately to N2. Although

biological denitrification is relatively inexpensive and has been widely deployed for wastewater

remediation,19 several challenges currently hinder its use for large-scale drinking water

purification. Denitrifying bacteria can have slow kinetics and usually require a constant supply of

a carbon source (such as ethanol),20 so it is difficult to deploy in remote areas without

transportation. Additionally, biological denitrification would require pretreatment to remove heavy

metals and halides, which are common in waste streams but often toxic to bacteria. Biological

denitrification can sometimes also produce bacterial strains or byproducts which are toxic to

humans, so additional downstream treatment may be necessary to make the water potable.2

Catalytic denitrification methods typically use heterogeneous catalysts to chemically

reduce NO3
– to a number of possible products. A catalyst is a material that accelerates the rate of

a certain chemical reaction by lowering the reaction’s activation barrier, or the overall amount of

energy that reactants must have to convert to products. Thus, catalysts increase the rate of

reactions that would otherwise generate product too slow to be economically valuable, or make

possible reactions that might not otherwise occur. In this work, heterogeneous catalysts refer to

solid-phase catalysts that catalyze reactions of fluid-phase reactants.

There are two general approaches to catalyzing the nitrate reduction reaction:

thermocatalytic and electrocatalytic methods. Both require a reductant (usually adsorbed

hydrogen, H∗) to lower the oxidation state of N. Thermocatalytic methods typically require high

temperature or pressure to provide the thermodynamic driving force to initiate the reaction.

Several pairs of metal catalysts and supports have been investigated for thermocatalytic NO3RR.5

For example, a bifunctional Pd–Cu catalyst supported on γ–Al2O3 and paired with zero-valent iron

(Fe0) was shown to remove 74% of the NO3
– in the source stream with 62% selectivity towards
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N2(g).21 However, thermocatalytic denitrification often requires a continuous source of reductant

(such as H2 or HCOOH), which can be expensive to transport safely. Producing this reductant can

also incur a large carbon footprint, such as when using steam reforming of methane to produce H2.

In contrast, electrocatalytic methods use an electrochemical batch or flow cell reactor to

carry out chemical reduction of NO3
– species in solution, with an external electric potential

providing the thermodynamic driving force for the reaction. Electrocatalysis is a less-explored but

Figure I.4: Schematic of an electrochemical nitrate reduction cell. H2O is oxidized to O2 and protons at
the anode, and NO3

– and H2O are reduced to N2 and H2 at the cathode. Reproduced from Ref. (22) with
permission. Copyright 2018 by Springer Nature.

promising strategy for water denitrification that avoids many of the disadvantages of the methods

mentioned above.22,23 Because one can tune the applied electric potential, it is easier to influence

the selectivity towards one or more possible NO3RR products. The electrocatalytic nitrate

reduction reaction (NO3RR) uses aqueous protons and electrons, which removes the need for an

external H2 stream and can be powered via renewable electricity (Figure I.5).24 Also,

electrocatalytic NO3RR does not generate a highly concentrated waste stream,26 making it good

choice for post-processing concentrated nitrate retentate from an upstream physicochemical
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Figure I.5: Renewable electricity can drive the electrocatalytic reduction of nitrate to products such as
NO2

– , NH2OH, NH3, and N2.23 The standard redox potentials vs. RHE for typical nitrate reduction
reactions are provided inset. Alloys, such as the PtGRuH/C electrocatalyst reported herein, often have better
performance than their pure metal constituents. Color legend: O atom = red; N atom = blue; H atom = gray.
Oxidation reactions on the counter electrode are not pictured. Reproduced with permission from Ref. (25).
Copyright 2021 by Elsevier Inc.

separation. These attributes make electrocatalytic NO3RR technology more modular and thus

more attractive for decentralized applications in locations with less infrastructure. Additionally,

renewable electricity is projected to become more affordable and accessible in the coming

decades.2,27 Powering electrocatalytic NO3RR with renewable electricity would make

denitrification more sustainable and offset carbon emissions that could arise from other

remediation methods. A technoeconomic analysis of low-level nuclear waste denitrification found

that using the electrocatalytic NO3RR to convert nitrate to NH3 and N2(g) could be

cost-competitive when using a sufficiently optimized electrocatalyst.22 For these reasons, the

electrocatalytic NO3RR is a promising technique that could enable practical, efficient, and

environmentally friendly denitrification.

7



I.3 The direct nitrate reduction mechanism

There are two broad mechanisms for nitrate reduction: the direct and indirect

mechanisms.28 The indirect mechanism occurs for high (> 1 M) nitrate concentrations, when

nitrite (NO2
– ) is present. However, in this work I focus on electrocatalysts for the direct

mechanism, which occurs at low (< 1 M) nitrate concentrations, low-acidity environments, and

with an overpotential less than 0.4 V vs. SHE. Figure I.6 shows a simplified version of the direct

NO3RR mechanism. The direct mechanism was proposed based on cyclic voltammetry

Figure I.6: Simplified direct nitrate reduction reaction mechanism. Pathways to different products are
labeled according to whether they form ammonia/ ammonium (red), nitrogen (blue), or nitrogen oxides
(orange). White-colored arrows correspond to pathways that lead to different products, while black arrows
are those steps commonly associated with the rate-determining step. Species adsorbed onto the catalyst
surface are noted by ∗, representing a catalyst surface site. For simplicity, only nitrogen-related species are
included. Reproduced from Ref. (29) with permission. Copyright 2021 by The Royal Society of Chemistry.

experiments on pure transition metals,28,30 and we proposed that similar mechanisms happen on

metal alloys25 and on metal chalcogenides.31 The mechanism begins with a quasi-equilibrium

between adsorption and desorption of NO3
– to the surface:

NO3
−(aq) + ∗ −−⇀↽−− NO3

∗ + e− (I.1)
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where ∗ denotes an adsorbed species. Immediately following is the dissociation of adsorbed

nitrate, which is believed to be the rate-limiting step on pure transition metals. Kinetic studies of

the NO3RR on Pt indicate a NO3
– reaction order of less than one,32 supporting the claim that the

rate-determining step of the mechanism occurs after NO3
– has adsorbed to the surface. This

rate-limiting step can happen without the mediation of other species:

NO3
∗ + ∗ −→ NO2

∗ + O∗ (I.2)

but may also be mediated by protons if available in solution:33

NO3
∗ + H+(aq) + e− −→ HNO3

∗ (I.3)

HNO3
∗ + H+(aq) + e− −→ NO2

∗ + H2O (l) (I.4)

Successive dissociations or proton-electron transfer steps can eventually reduce the species to

NO∗, from which different pathways lead to different products.

NO∗ is the major selectivity-determining species: further reduction of NO∗ to N∗ and

amalgamation of two N∗ atoms leads to N2 as a product, while association of O∗ and/or H∗ lead to

nitrogen oxides and ammonium-like products. While N2 is preferred thermodynamically, kinetic

effects (such as low surface migration barriers for H∗ compared to N∗) result in low Faradaic

efficiency towards N2 production.24 N2(g), corresponding to a standard redox potential (�0) of

1.25 V vs. RHE, is an attractive product because it is relatively benign, is very easy to separate

from a liquid reaction mixture, and does not require downstream treatment. Aqueous NH3

(�0 = 0.82 V vs. RHE), though less benign and more difficult to separate from water, is also

attractive because it helps offset NH3 production from the energy-intensive Haber–Bosch process.

Preferential selectivity towards N2 or NH3 is often the target in literature.27,34,35 Partial conversion
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of NO3
– to NH3 can also produce a mixed aqueous NH4NO3 stream that is valuable for

agricultural processes. Converting NO3
– to NH3 or NH4NO3 can also reduced the amount of

NH3 that must be produced by the energy-intensive Haber–Bosch process, with large amounts of

energy saved by avoiding steam-reforming process to generate H2 reductant.27 A third product,

N2O(g), is toxic and highly regulated, but can be sold as reagent to create value-added chemicals.

Producing NH3 from NO3
– is kinetically more accessible than breaking the N–––N triple bond, and

NO3RR may enable decentralized ammonia production using renewable electricity.

No single nitrate reduction product is necessarily the most desirable in all circumstances.

Among factors such as logistics and technoeconomics, the choice of denitrification method and

operating conditions depends on the desired product. For the purposes of my research, I will focus

principally on methods that remove NO3
– from water and not on producing a particular product.

However, we will see that our experimentally synthesized catalysts tend to produce mostly NH3.

I.3.1 Catalyst figures of merit

The three so-called “figures of merit” in catalyst discovery are activity, selectivity, and

stability. High activity means that the reaction of interest proceeds at a fast rate on the catalyst,

such that a high amount of products is generated per unit time. High selectivity means that the

catalyst causes the reaction to produce mostly the desired product and not undesired byproducts.

Selectivity may also refer to the catalyst’s tendency to interact with only certain desired species in

a reactant stream but not others. High stability means that the catalyst resists degradation or

decomposition under reaction conditions. For example, a stable catalyst for the hydrogen

evolution reaction should avoid dissolving in the acidic solution necessary for that reaction.
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Finding a catalyst that satisfies all three figures of merit simultaneously is desirable but

difficult. Many catalysts that are high in activity are not selective or stable. For example, NO3RR

catalysts may be used to denitrify wastewater streams, which contain chloride (Cl– ) ions in

addition to nitrate. Streams with both nitrate and chloride can arise from industrial process

effluent36–38 and from brine used to flush ion exchange resins in water purification scenarios.39,40

Rh is the most active pure transition metal for NO3RR but has undesirable selectivity towards

adsorbing Cl– instead of NO3
– and is thus easily poisoned by even trace amounts of Cl– in the

wastewater stream. In fact, chloride is a poison for many nitrate reduction catalysts, deactivating

the catalyst surface so that the catalyst no longer performs the desired reduction of nitrate. Studies

of candidate nitrate reduction catalysts need to consider how those catalysts respond in the

presence of other ions and pollutants that accompany nitrate in the reactant stream.

The study of catalyst stability is also important, both in terms of the catalyst’s

synthesizability (whether it is possible to make a catalyst material at all) and its ability to resist

degradation under the reaction conditions required for denitrification. For example, the

electrochemical ammonia synthesis reaction is often conducted in acidic solution (low pH) and at

applied potentials of −0.1 to 0 V vs. RHE. Metal nitride materials have been considered as

potentially active electrocatalysts for this reaction.41–43 However, these same reaction conditions

favor the decomposition of metal nitrides and the leaching of N from the nitride lattice, pointing to

the study of alternative materials such as metal oxynitrides for ammonia synthesis.44–46

Catalyst figures of merit are metrics upon which to evaluate different catalysts for a certain

reaction, but the final choice of which material to use is often a compromise of cost and

performance. A NO3RR catalyst that selectively adsorbs only NO3
– to resist Cl– poisoning may

be more expensive to synthesize than implementing an upstream separation step to remove Cl–
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from the reactant stream. Similarly, one may accept lower ammonia synthesis activity from a

metal oxynitride catalyst that needs to be replaced less frequently than a metal nitride catalyst.

Technoneconomic studies are a valuable tool to contextualize a catalyst’s advantages and

drawbacks within a larger chemical process.

I.4 Classes of NO3RR electrocatalysts

Some major classes of existing NO3RR electrocatalysts include single transition metals,

metal alloys, metal oxides, and metal phosphides.29 Single transition metals have been extensively

studied for NO3RR.32 Cyclic voltammetry experiments on coinage metals carried under under

acidic conditions show that Cu is the most active of the coinage metals, followed by Ag and then

Au. For Pt-group metals, the order of activity is Rh > Ru > Ir > Pd ≈ Pt. The high activity of Rh

is known in the literature47 and is consistent with the direct nitrate reduction mechanism discussed

above in NO3RR proceeds faster on surfaces that adsorb nitrate more strongly (i.e., with more

negative nitrate adsorption energies). Transition metals generally are not optimal NO3RR

electrocatalysts. The high activity of Rh is offset by the high cost of Rh, with typical prices in

thousands of USD per ounce.48 NO3RR also proceeds very slowly on cheaper transition metals

like Pt.30 Thus researchers have turned to metal alloys as a way to improve NO3RR activity in

ways that pure transition metals cannot.

Alloying two metals is a popular strategy to tune the reactivity and selectivity of the

catalyst surface through strain, ligand, and ensemble effects,49,50 Bulk or core-shell alloys are also

economically attractive because they may potentially use smaller quantities of noble metals.

Alloys are attractive for NO3RR electrocatalysis because they can overcome the activity and

selectivity limitations of pure metal catalysts. For example, PdCu alloys which have demonstrated
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high selectivity toward N2 in thermocatalytic denitrification also show moderate (~40%) N2

selectivity when used electrocatalytically.2 A Bi60Sn40 alloy showed increased NO3RR activity

compared to pure Bi and Sn alone, with selectivity of over 50% to N2.34 Alloys of Pt with Rh and

Ir, with a 21%–42% Pt fraction, show increased NO3RR rates and decreased overpotentials

compared to their pure-metal counterparts.51 Bifunctional Pd–Cu and Sn-modified Pd alloys also

show increased NO3RR activity.51,52 Of particular interest are Cu-based alloys, which are

appealing because of their low cost compared to Pt-group or other coinage metals. Cu50Ni50 has

six times the NO3RR activity compared to pure Cu at 0 V vs. RHE (Figure I.7).53 Cu has also

Figure I.7: NO3RR activity as a function of Cu–Ni alloy composition, showing a maximum in activity for
Cu50Ni50. Reproduced with permission from Ref. (53). Copyright 2020 by American Chemical Society.

been alloyed with Zn,54 Pd,55 and Bi.56 More recently, a high-throughput computational screening

study of approximately 60,000 bimetallic alloys found that Cu–Ag and Cu–Co alloys may

represent underexplored but potentially active NO3RR catalysts.57 Some of these alloys were

predicted to be active towards NO3RR at 0.1 V vs. RHE, reasonably stable in aqueous solution

against dissolution, and with selectivity programmable towards either N2 or NH3 depending on

the applied potential and surface facet tested.
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Some other NO3RR catalyst classes include metal oxides, and metal phosphides. Cu and

Ti oxides have been tested for NO3RR activity, with likelihood of surface reconstruction under

reaction conditions. In situ Raman spectroscopy shows that CuO transforms into Cu and Cu2O

under NO3RR reaction conditions.58 Similarly, pristine and oxide-deficient TiO2 were compared

under NO3RR conditions, with O vacancies proposed but not proven to increase the NO3RR

rate.33 Co and Ni oxides have also been studied for NO3RR,59,60 although X-ray

photospectroscopy (XPS) data suggests that Co dissolves under reaction conditions. Another

interesting concept is to dope metal oxide catalysts with another element. A

metal-oxide-phosphide electrocatalyst was made by doping Co3O4 with P.36 The doping improves

Co3O4 activity towards NO3RR by altering the lattice constants of the Co3O4 cell and exposing

more Co atoms to the surface, in effect increasing reactivity via strain and ensemble effects.

With the increasing use of machine learning (ML) in catalyst discovery,,61 the future of

NO3RR electrocatalyst materials will likely involve more complex, more combinatorial materials.

These materials might include ternary or higher-order alloys, high-entropy alloys,62 or layered

alloys. Other materials with high tunability include heteroanionic materials, in particular the

families of single, double, and layered perovskites. The high tunability possible in perovskite

materials, both through the choice of cations as well as through anion ordering for heteroanionic

perovskites, expands by many orders of magnitude the design space for selecting an optimal

NO3RR electrocatalyst (Figure I.8).63 Finally, materials that resist catalyst poisoning (in which

catalyst contact with a non-nitrate spectator species deactivates the catalyst) are important

candidates for future studies. NO3RR catalysts discovered via idealized NO3RR studies with

electrolytes that contain only NO3
– are not easily transferred to real-world applications where the

nitrate feed stream contains Cl– , SO4
2– , or other common water pollutants.31 Finding catalysts

14



Figure I.8: Prototypical structures for metal oxides (AxOw), metal nitrides (AxNz), metal oxynitrides
(AxOwNz), and perovskite oxynitrides (AxByO3– zNz). The first two compounds, AxOw and AxNz, are the
simplest but least tunable structures. The heteroanionic oxynitride AxOwNz allows more tunability, and the
perovskite oxynitride AxByO3– zNz is even more complex on average, with more possibilities for geometric
and electronic structure tuning for the electrocatalytic reduction of nitrogen. Atom legend: gray, A metal;
green, B metal; red, O; blue, N. Reproduced with permission from Ref. (63). Copyright 2022 by American
Chemical Society.

that are bifunctional in terms of nitrate reduction activity and poison resistance is a challenge and

opportunity for future NO3RR research.
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I.5 Major research questions and summary of dissertation chapters

The overall aim of this thesis is to accelerate the discovery of active, selective, and stable

NO3RR electrocatalyst materials. To this end, some major research questions form the focus of

this work:

1. Can the composition of metal alloys be tuned so as to maximize the rate of NO3RR?

2. Can microkinetic models based on the DFT NO3RR results of pure transition metals be
used to draw conclusions about the activity and selectivity of metal alloys electrocatalysts?

3. Do metal chalcogenides convey the same resistance to halide poisoning observed in HER
and OER when used as NO3RR electrocatalysts?

4. How does the anion ordering of heteroanionic perovskite materials affect the material’s
stability?

5. Which chemical compositions correlate to high stability in perovskite oxynitride materials?

The following chapters present three case studies representing classes of materials that

contain potentially active, selective, and stable NO3RR electrocatalysts: metal alloys, metal

sulfides, and metal oxynitrides.

In Chapter II, we investigate research questions 1 and 2 in the context of

platinum–ruthenium (PtGRuH) alloy catalysts. Based on our previous computational NO3RR work

with pure transition metal catalysts, we hypothesize that a Pt3Ru catalyst may be very active, with

a NO3
– consumption rate nearly as high as that of Rh, the most active pure transition metal. We

computationally and experimentally investigate PtRu alloys with different compositions to

understand how alloy composition correlates to NO3RR activity and selectivity towards a single

product. We find that a PtGRuH catalyst of composition Pt78Ru22/C is more active than pure Pt or

pure Ru catalysts and is highly selective to a single product, ammonium. Furthermore, the

experimentally measured NO3RR rate supports the computationally predicted NO3RR rate that

was calculated using our previous microkinetic model for pure transition metals, suggesting that
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microkinetic models for pure transition metals can be used to draw first-approximation

conclusions about the activity and selectivity of metal alloys.

In Chapter III, we pivot to the question of poison resistance (research question 3) with a

study of rhodium sulfide (RhGSH) catalysts in comparison to pure Rh and pure Pt for the nitrate

reduction reaction with chloride present. Chloride, which is present in many residential and

wastewater streams, is used as a model halide poison. To study the effects of chloride poisoning,

we compare the steady-state nitrate reduction current of synthesized RhGSH/C catalysts to that of

pure Rh and Pt, both with and without the presence of Cl– ions in solution. We also create

computational models of three representative RhGSH surfaces (Rh2S3(001), Rh3S4(100), and

Rh17S15(100)) and calculate the barrier of nitrate dissociation (NO3
∗ + ∗ −→ NO2

∗ + O∗ or H∗ +

NO3
∗ + ∗ −→ NO2

∗ + HO∗) compared to that on Pt(211) and Rh(211). We find that RhGSH

catalysts, while not completely immune to the effects of chloride poisoning, nevertheless retain

more NO3RR activity in the presence of chloride than either Rh or Pt. Experimentally measured

kinetic data suggests that the rate-determining step is one in which an adsorbed proton (H∗)

facilitates the dissociation of NO3
∗ to NO2

∗. Additionally, DFT calculations show that NO3
–

adsorption is stronger on RhGSH surfaces that have S vacancies than on pristine RhGSH surfaces,

and that the active site may a S-defected Rh3S4(100) surface.

Finally, in Chapter IV, we discuss research questions 4 and 5 in the context of our

computational study of the stability of perovskite oxynitride (PON) materials with respect to

cation choice and anion ordering, both in vacuum phase and under ammonia synthesis reaction

conditions. While this study does not directly examine nitrate reduction, it is related to the

problem of optimizing catalysts for aqueous electrochemical nitrogen chemistry and, like the goal

of making electrocatalytic nitrate reduction more feasible, also helps reduce the need for the

17



energy-expensive Haber–Bosch process. To identify stable PONs, we employ a four-step

hierarchal screening approach to identify both the cation chemistries and anion orderings that

correlate to high stability in the vacuum phase. We model PON solids as ABO2N or ABON2

solids in a 20-atom,
√

2 ×
√

2 × 2 single perovskite supercell. Of the 32 possible symmetrically

distinct anion orderings that exist for this supercell, we identify a single ordering that is lowest in

energy over a representative set of cation pairs. This anion ordering has a high degree of cis bonds

between minority-composition anions and B-site cations. We then compute the energy of PON

structures formed from 327 cation pairs when combined with this optimal anion ordering,

predicting 85 stable and 109 metastable PON compounds. In particular,

A ∈ {La, Pb, Nd, Sr, Ba, Ca} and B ∈ {Re, Os, Nb, Ta} are predicted to form stable PONs of less

than 10 meV/atom above the thermodynamic convex hull. Additionally, we construct

computational Pourbaix diagrams for two model stable PONs (CaReO2N and LaTaON2). These

diagrams suggest that not all compounds predicted by DFT to be stable in the vacuum phase can

be easily synthesized.

The dissertation ends with overall conclusions and a discussion of directions for further

research in Chapter V. The appendices at the end of the document contain supporting

information for Chapters II–IV and may be of interest to some readers.
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CHAPTER II

Pt–Ru Alloys for Electrocatalytic Nitrate Reduction

Note

This chapter is adapted with permission from Wang, Z. et al. Increasing Electrocatalytic Nitrate
Reduction Activity by Controlling Adsorption through PtRu Alloying, Journal of Catalysis 2021, 395,
143–154, doi: 10.1016/j.jcat.2020.12.031. Copyright 2021 by Elsevier Inc. My contribution to this work
is the DFT modeling, and Zixuan Wang performed all experimental work.

II.1 Introduction

Despite ongoing research in electrocatalytic denitrification, the catalysis community lacks

a sufficiently inexpensive, active, selective (i.e., high Faradaic efficiency towards N2 or NH3), and

stable catalyst that would enable widespread application of this technology in acidic media.1 Rh is

currently the most active and selective pure metal for nitrate reduction towards NH3 in acidic

media at low overpotentials.2 On Rh, nitrate adsorbs strong enough to maintain considerable

surface coverages relative to hydrogen. The higher nitrate coverage promotes high rates of nitrate

dissociation, which is often the rate-determining step for NO3RR.3 However, Rh is extremely

expensive, costing over $8,200/oz.4 Besides the catalyst cost, another significant cost in an

electrochemical process is electricity, typically accounting for 33% of commodity chemical

production.5,6 To reduce operating costs in the system, catalysts need to be active at low

overpotentials. Finding an inexpensive, stable electrocatalyst with activity and selectivity
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comparable to those of Rh at low overpotentials is a major challenge for widespread commercial

denitrification.

Determining optimal alloy compositions is important because the alloy composition

determines the catalyst cost and the catalyst activity and selectivity. We show in Table A.1 a

summary of different alloys previously investigated for NO3RR.7–15 For PtSn alloys, the addition

of Sn enhanced the rate-determining step of nitrate reduction to nitrite and altered the selectivity

from ammonia toward hydroxylamine.16 More recently, Cu50Ni50 alloy catalysts were

demonstrated to have a six-fold increase in activity compared to pure Cu at 0 V vs. RHE.15

Alloying Cu with Ni raises the 3 band center relative to the Fermi level and increases the

adsorption strength of key intermediates such as ∗NO3, ∗NO2, and ∗NH2. However, Ni

composition >50% increases the ∗NH2 −→ ∗NH3 reaction free energy, which decreases the overall

NH3 production. Consequently, a volcano-like relationship exists between catalyst composition

and selectivity towards NH3.

Computational catalysis has emerged as a powerful tool to understand and design

electrocatalysts for wastewater treatment.17 Our recent computational work using density

functional theory (DFT) modeling identified the binding energies of atomic O and N as simple

thermodynamic descriptors that correlate with the activity and selectivity of metal NO3RR

catalysts.3 These two descriptors were used with mean-field microkinetic modeling to generate

theoretical volcano activity plots at different applied potentials. The descriptors reliably predict

NO3RR activity trends on metals through adsorbate scaling and Brønsted–Evans–Polanyi

relations. Based on these volcano plots, Pt3Ru was predicted to be more active than Pt and among

the most active alloys considered. Nevertheless, it is unclear whether the descriptors and

microkinetic model for single metals can be applied to bimetallic alloys. This work will focus on
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experimentally validating such descriptors and the volcano plot for alloys, which would create

avenues for rapidly screening NO3RR catalysts.

Here we report the activity and selectivity for NO3RR on well-characterized PtGRuH/C

alloys (G = 48–100%) to test our computational hypothesis that platinum-ruthenium alloys are

more active than Pt. Our synthesis method results in 3–6 nm PtGRuH alloy nanoparticles on carbon

without significant phase or surface segregation. We use hydrogen underpotential deposition

(Hupd) and copper underpotential deposition (Cuupd) to measure the electrochemically active

surface area (ECSA) and report normalized steady-state current densities for NO3RR. Pt

nanoparticles supported on carbon (Pt100/C) have lower activity than all five PtGRuH/C catalysts in

the potential range 0.05–0.40 V vs. RHE. The activity increases with the Ru content to a

maximum at Pt78Ru22/C, followed by a decrease in activity with higher Ru content. The

experimental maximum in activity with Ru at% (atomic %) qualitatively matches predictions from

our DFT calculations over the same range of Ru compositions. We attribute the change in activity

with Ru content to changing the adsorption strength of nitrate, hydrogen, and intermediates by

alloying. Our results support our hypothesis that the activity volcano plot previously developed

for pure metals is applicable to bimetallic alloys. This finding suggests that simple

thermodynamic descriptors, such as N and O binding energies, can be used to screen alloy

catalysts for NO3RR. This work also gives insight into synthesizing more active NO3RR catalysts

by tuning the adsorption strength of intermediates through alloying, further aiding the conversion

of nitrate to benign or value-added products.
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II.2 Methods

II.2.1 Catalyst preparation

A NaBH4 reduction synthesis was used for catalyst synthesis, as outlined in Figure A.1. A

suspension of 25 mg of carbon black (Vulcan XC-72; Fuel Cell Store) was pretreated in H2 at

400 ◦C for 2 hr to remove impurities from the surface. Then, the support was suspended in 15 mL

of Millipore water (18.2 MΩ-cm, Millipore MilliQ system) and sonicated for 15 min. Measured

concentrations of RuCl3 (38% Ru; Alfa Aesar) and H2PtCl6 (38–40% Pt; Sigma Aldrich) in

Millipore water were added to the solution and stirred. Then, 40 mg of NaBH4 (Sigma Aldrich)

dissolved in 25 mL of Millipore water was introduced. This solution was stirred for 2 hr before

being centrifuged 3 times at 3000 rpm for 8 min and washed with Millipore water. The recovered

solid was dried overnight in an oven at 80 ◦C. The final Pt and Ru loadings were determined by

using a PerkinElmer NexION 2000 ICP–MS after digesting 1 mg of the catalyst in aqua regia

(3:1 M HCl:HNO3). The sample solutions were co-fed along with a 20 ppb bismuth internal

standard. X-ray diffraction (XRD) analysis indicated the presence of a separate Ru hexagonal

phase instead of the bimetallic phase for Ru compositions above 60 at%.18 Therefore, for the

purpose of exploring only PtGRuH alloys, we investigated bulk Ru concentrations of 0–52 at%.

Commercial 30 wt% Pt/C, 30 wt% Pt50Ru50/C, and 20 wt% Rh/C were also purchased from Fuel

Cell Store for comparison.

II.2.2 Material characterization

X-ray absorption near edge structure (XANES) and extended X-ray absorption fine

structure (EXAFS) measurements were taken at the Sector 20 bending-magnet beamline of the

Advanced Photon Source at Argonne National Laboratory. Catalyst samples were loaded into
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1.5 mm glass capillaries for measurement in transmission mode at the Pt !3 edge. To take the

spectra at the Ru  edge, the catalyst samples were also measured in the glass capillaries using

transmission mode, except for the lowest Ru weight loading sample, for which the sample was

filled into a Kapton tube to allow a longer path distance to increase the signal-to-noise ratio. All

measurements were taken of samples exposed to air (ex-situ). Two 14 min scans were taken for

each sample at each edge and co-added to generate the spectrum. Pt and Ru reference foils were

located downstream and taken concurrently with the sample for energy calibration and to verify

monochromator stability. The data was processed using ATHENA software with a Fourier cutoff

of 'bkg = 1.0 Å and a : range of 3 to 16 Å
−1

.19 Structural parameters were derived from the

experimental data by fitting using FEFF9 theoretical standards20 as inputs to the ARTEMIS

software package.19,21 Fits included first Pt–Pt or Pt–Ru and Pt–O paths, including the 3rd

cumulant to account for asymmetry.

XRD analysis was conducted using a Rigaku Miniflex XRD with Cu  U radiation and a

Ni filter (_ = 1.5418 Å). The 2\ range (10◦ < 2\ < 90◦) was scanned at a rate of 5◦/min with a

0.02◦ step size. Crystallite sizes were estimated using the Scherrer equation, as described in

Section A.2.3. Pt and Ru peaks are referenced to #04–0802 and #06–0663, respectively.

Transmission electron microscopy (TEM) was performed on a JEOL 2010F electron

microscope operating with 200 kV accelerating voltage. The samples were made by adding 1 mg

of catalyst into isopropanol. One drop of this suspension was deposited on a gold grid. The

isopropanol was dried before imaging of the sample.

X-ray photoelectron spectroscopy (XPS) was conducted using a Kratos Axis Ultra X-ray

photoelectron spectrometer. While keeping the analysis chamber at 1 × 10−9 torr, a

monochromatic Al X-ray source (10 mA and 12 kV) was used with a pass energy of 12 eV and

28



step size of 1 eV. Collected spectra were calibrated by positioning the C(1B) peak at 248.8 eV.

The resulting Pt 43 and Ru 3? peaks were fitted with the Shirley-type background with the

CasaXPS software.22

II.2.3 Electrode preparation

The catalyst ink was prepared by adding 3 mg of the supported catalyst in 5 mL of water

and isopropanol (1:1 M ratio). 17.5 `L of Nafion (5% in 95% isopropanol, Sigma Aldrich) was

added to the solution to act as a binder and sonicated for at least 120 min. A glassy carbon

rotating disk electrode (5 mm in diameter) was polished with 0.05 `m alumina suspensions

before sonication in Millipore water to remove trace surface contaminants. The catalyst ink was

sonicated for at least 30 min before depositing 8 `L of the ink onto the surface of the clean glassy

carbon electrode. The deposition was kept in closed containment as the ink dried and repeated

once more. The total loading was 9.6 `g of catalyst, including carbon. These prepared electrodes

were placed into the electrolyte solution and cycled from hydrogen evolution to Pt oxidation

potentials (–0.17 to 1.23 V vs. RHE) at least 50 times at 100 mV/s before conducting

electrochemical measurements. ICP–MS experiments of the solution before and after the

electrocatalyst pretreatment process for a commercial PtRu/C show ~8% of Pt and Ru in the

electrolyte solution. We attribute this amount to catalyst powder that is not adequately bound to

the surface of the glassy carbon. Following this pretreatment, we obtain stable CVs for all reported

PtGRuH/C, implying no further loss of catalyst.

II.2.4 Electrochemical measurements

The electrochemical experiments were conducted in either a single-compartment,

three-electrode glass electrochemical cell (for steady-state activity measurements) or a
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two-compartment, three-electrode cell (to enable product quantification for selectivity

measurements) using a VSP potentiostat (Bio-Logic Science Inst.). All measurements were taken

at room temperature (23.3 ◦C). A graphite rod (AGKSP grade, ultra “F” purity, Alfa Aesar) and

Ag/AgCl (4 M KCl, Pine Research Inst., Inc.) were used as the counter and the reference electrode,

respectively. Before electrochemical experiments, the Ag/AgCl reference electrode was calibrated

against a Pt wire with 1 bar H2 in the electrolyte solution. All reported potentials are referenced to

the reversible hydrogen electrode (RHE). The sulfuric acid electrolyte was prepared by adding

concentrated H2SO4 (99.999%, Sigma Aldrich) to Millipore water. Before electrochemical

measurements, N2 gas (Ultra-high purity grade, 99.999%, Cryogenic Gases) was sparged through

the electrolyte for at least 45 min to remove dissolved O2 from the solution. Throughout the

experiment, N2 also blanketed the electrolyte solution to prevent O2 from reaching the electrolyte.

II.2.5 Underpotential deposition

After compensating for 85% of the solution resistance using electrochemical impedance

spectroscopy (EIS), Hupd in the hydrogen desorption region was used as one method to determine

the ECSA of the PtGRuH/C alloys. The average charge density of Pt (210 `C/cm2) was employed

to calculate the ECSA. A slanted baseline, representing the double-layer charging current, was

taken by subtracting half of the double-layer charging current measured at 0.35 V vs. RHE.23

All Cuupd experiments were conducted in 0.1 M H2SO4 for an initial Hupd baseline before

adding 2 mM CuSO4 into the solution. The electrodes were polarized at 1.0 V vs. RHE for 2 min

to ensure no Cu ions adsorbed to the surface of the electrode. Deposition potentials from

0.28 to 0.48 V vs. RHE were applied for 100 s to deposit a monolayer of Cu2+ on the surface of

the catalyst. Then, a linear voltammetric scan was performed at 100 mV/s from the applied
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potential to 1.0 V vs. RHE, in which all the underpotential-deposited copper has been oxidized.

Charges obtained from the copper stripping were corrected by subtracting the double-layer charge

obtained in the absence of cupric ions in the solution.

II.2.6 Steady-state current measurements for nitrate reduction

Hupd and baseline chronoamperometric measurements were performed in 100 mL of

1 M H2SO4 solution. The rotating disk electrode (RDE) was held at each potential for 5 min

while rotating at 2500 rpm to eliminate mass transfer limitations. The absence of external mass

transfer limitations was confirmed by verifying that the current densities were independent of

rotation rate at 2500 rpm or above. The film drop-cast method was used to deposit a thin layer of

catalyst onto the glassy carbon electrode to avoid sources of internal diffusion limitations. The

measured currents in the last 20 s were averaged and reported accordingly. After adding 20 mL of

6 M NaNO3 (Sigma Aldrich, 99.0%) to reach 1 M nitrate, the electrolyte solution was sparged

with N2 for 15 min to remove trace oxygen. The chronoamperometric measurements were

repeated with nitrate in the solution.

II.2.7 Density functional theory modeling

All DFT calculations used the Vienna Ab Initio Simulation Package, version 5.4.4.24,25

Calculations used the projector-augmented wave method24,26 with an energy cutoff of 400 eV, the

PBE functional,27 and Gaussian smearing of 0.2 eV. For surface calculations, the Brillouin zone

was sampled with a 6 × 6 × 1 Monkhorst–Pack : point grid.28 Self-consistent electronic

calculations used a between-iteration tolerance of 10−4 eV and ionic relaxation proceeded until all

forces on atoms were less than 0.02 eV/Å.
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The alloy catalysts were constructed using the Atomic Simulation Environment software

package, version 3.17.0.29 Nine random surface alloys were created based on a 3 × 4 × 4 supercell

of Pt(211), using a Pt lattice constant which was optimized (3.97677 Å) with the PBE functional

on a 16 × 16 × 16 : point grid. For all simulations, the surface slab contained four layers of atoms,

with the bottom two layers were constrained to their bulk positions and the top two layers allowed

to relax. Surface alloy models were prepared by randomly assigning each of the 12 atoms in the

top surface layer as either Pt or Ru, resulting in surface compositions ranging from 0 at% Ru to

50 at% Ru. Surfaces were then geometry-optimized with a vacuum of at least 15 Å in the I

direction.

The Pymatgen software package30 was used to locate unique adsorption sites. The

electronic binding energy Δ�A of species A was calculated with respect to the bare surface and

the electronic energy of species A in the gas phase. Aqueous-phase NO3 adsorption Gibbs free

energies were obtained at 298.15 K and 0 V vs. RHE using a thermodynamic cycle (see

Section B.4.1).31 Adsorption sites with the strongest binding energy are reported in the main text,

and the energetics and geometries of all sampled sites are given in Section A.6.4.

The catalyst activity was predicted by relating the gas-phase electronic binding energies of

atomic O and N (Δ�O and Δ�N) to the overall mean-field kinetics of the nitrate reduction reaction.

This task was accomplished by using a theoretical volcano plot developed in our previous work.3

The PBE functional and face-centered cubic (FCC) (211) facet were chosen for the current work

to match our prior work and enable the comparison of our results with its theoretical volcano plot.

We also consider this an appropriate comparison to our synthesized PtGRuH particles because we

considered only Ru compositions for which PtGRuH particles form in an FCC lattice.
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The nitrate-to-nitrite dissociation barrier (for elementary step NO3
∗ + ∗ −→←− NO2

∗ + O∗) for

each random surface alloy slab was computed using the climbing-image nudged elastic band

(CI–NEB) method.32 The band was formed with five interior images linearly interpolated between

the initial and final endpoint geometry. CI–NEB relaxation used spring forces of 5 eV/Å between

images and the same electronic and force tolerance parameters as the adsorption calculations.

Illustrations of alloy configurations, adsorbate binding locations, and CI–NEB calculations for

nitrate dissociation are provided in Section A.6.2.

All DFT-predicted energetics (adsorption energies, reaction energies, and activation

energies) are done at low coverages (i.e., 1/12 monolayer for H, N, and O and 1/6 monolayer for

NO3) and neglect lateral adsorbate–adsorbate interactions due to high coverage of a single species

or the presence of co-adsorbed species (e.g., co-adsorbed H affecting the adsorption strength of

NO3, which weakens adsorption strength of nitrate by ~0.25 eV at 1/12 monolayer H coverage).

Such shifts are typical of co-adsorption of H with small molecular adsorbates on metal surfaces.33

We stress that this effect would also similarly weaken adsorption energies for other NO3RR

species, and thus would likely not change qualitative trends. Neglecting the effect of co-adsorbate

interactions on adsorption free energies is a common approximation when studying complex

reaction networks such as electrocatalytic nitrate reduction because of the large computational

expense to treat coverage-dependent interactions for all species in the model.

II.2.8 Selectivity measurements

Measurements using solely catalyst deposited on glassy carbon did not give high enough

currents to allow product quantification. To enable sufficient generation of NO3RR products in the

electrochemical cell for product quantification, minor changes to the experimental setup were
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made to increase the catalyst amount. To increase the catalyst loading, Pt and Ru precursors were

deposited via the same NaBH4 reduction method on 2.5 × 2.5 cm2 pieces of carbon felt (6.35 mm

thick, 99.0%, Alfa Aesar). These carbon felts (CFs) were attached to a graphite rod (AGKSP

grade, ultra “F” purity, Alfa Aesar) for use as the working electrode. Before electrochemical

measurements, N2 (Ultra-high purity grade, 99.999%, Cryogenic Gases) was sparged through the

electrolyte for at least 45 min to remove O2 from the solution. Throughout the experiment, N2

blanketed the electrolyte solution to prevent O2 from reaching the electrolyte. The carbon felt was

treated in 1 M H2SO4 solution by cycling from hydrogen evolution to Pt oxidation

(–0.17 to 1.23 V vs. RHE) at least 35 times at 100 mV/s to remove oxygenated species from the

surface of the metal nanoparticles. Hupd experiments were conducted after compensating for

85% of the solution resistance. The PtGRuH/CF (Pt and Ru alloys supported on carbon felt) was

transferred to a two-compartment, three-electrode glass electrochemical cell with 150 mL of

0.1 M HNO3 (sparged with N2) as the electrolyte solution in the cathodic compartment. The

electrolyte for selectivity measurements was 0.1 M HNO3 (rather than 1 M H2SO4 and

1 M NaNO3) to avoid issues of sodium and sulfate interference in the ion chromatograph used for

product quantification. Again, 85% of the solution resistance was compensated using EIS before

running a 4 hr steady-state measurement at 0.1 V vs. RHE. Only 85% was directly compensated

to avoid instability of the potentiostat controller.

An ion chromatograph (Agilent), equipped with AS9-HC column (Dionex) with 9 mM

sodium carbonate eluent, was used to quantify the amount of nitrate and nitrite in the electrolyte

solution. For anion measurements, sodium nitrate (Sigma Aldrich, 99.0%) and sodium nitrite

(Sigma Aldrich, 99.999% by trace metal basis) were used to prepare the standard solutions for the

calibration curve. To prevent oversaturating the system with anions, 0.1 mL of the electrolyte
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solution was extracted every hour and diluted by a factor of ten with Millipore water to measure

the change in nitrate concentration. Separately, 0.5 mL of the electrolyte solution was extracted

and neutralized with 0.1 M NaOH (Sigma Aldrich, 99.99%) to inhibit the decomposition of nitrite

in acidic media.16 However, we emphasize that the measured values of the nitrite concentration

may be lower than the actual values due to the decomposition of nitrite during the extraction of the

reactor aliquots.

NH3 was quantified by using the indophenol blue test.8,34 An aliquot of 1 mL of electrolyte

solution was extracted from the cathodic side of the two-compartment cell every hour. 1 M NaOH

(Sigma Aldrich, 99.99%) was added to the electrolyte solution to neutralize the acid to a pH of 12.

Then, 122 `L of sodium salicylate (Sigma Aldrich, >99.5%), 27.3 `L of sodium nitroprusside

dihydrate (Sigma Aldrich, >99%), and 40 `L of sodium hypochlorite solution (Sigma Aldrich,

4.00–4.99%) were sequentially added to the electrolyte solution and manually stirred together.

The solution was covered and left for 40 min. Afterward, a UV–vis spectrometer (Thermo Fischer,

Evolution 350) was used to obtain spectra between 400 and 1000 nm. The indophenol peak was

identified as the maximum absorbance between 650 and 700 nm. A fresh 0.1 M HNO3 electrolyte

solution prepared with the indophenol blue indicator was used as the background and subtracted

from the sample spectra. Samples of NH3 with concentrations high enough to oversaturate the

detector were diluted and retested. A calibration curve was created using known concentrations of

NH4Cl (Sigma Aldrich) in 0.1 M HNO3, and unknown NH3 concentrations were calculated using

the Beer–Lambert law. The Faradaic efficiency (FE) was calculated by dividing the charge

required to form the total NH3 measured by the total charge passed during the steady-state

experiments. The total charge passed was calculated by integrating the reduction current over the
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duration of the experiment. The charge due to forming NH3 was calculated by assuming that eight

electrons are required to form one molecule of NH3 from one molecule of nitrate.

II.3 Results and discussion

II.3.1 Synthesis and bulk characterization of the supported PtGRuH alloys

We synthesize PtGRuH (G = 48–100%) nanoparticles supported on Vulcan carbon via a

modified NaBH4 reduction method using different concentrations of H2PtCl6 and RuCl3

precursors to vary the Pt:Ru ratio (Figure A.1).35 ICP–MS measurements determined the bulk

weight and atomic loading of Pt and Ru in the alloys. The data in Table II.1 shows that a

smaller wt% (weight %) of Ru than intended is incorporated into the catalyst. The deviations

between the target and actual composition are likely due to the precision of the weighing scale and

different reactivities of the two types of precursors upon reduction with NaBH4.18 We use the

ICP–MS-measured actual atomic percentage of Ru (with the balance Pt) for the naming

convention of the catalysts.

Table II.1: Atomic and weight percent loading of Ru in PtGRuH/C (G = 48–100%) catalysts from ICP–MS.
Target Ru wt% reflects the calculated amount of RuCl3 precursor added during synthesis. All values are
with respect to the total metal loading, not including carbon, such that the balance is Pt. The total target
metal loading on carbon was 30 wt%.

Catalysts Target Ru wt% Actual Ru wt% Actual Ru at%

Pt100/C 0 0 0
Pt90Ru10/C 12.5 6 10
Pt78Ru22/C 25 13 22
Pt63Ru37/C 37.5 23 37
Pt48Ru52/C 50 36 52

To confirm that PtGRuH/C alloys are synthesized, ex-situ EXAFS is employed to measure

the local coordination of Pt and Ru atoms. The EXAFS spectra of the Pt !3 edge for PtGRuH/C in
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real space are shown in Figure II.1(a), and the corresponding Pt !3 edge EXAFS in : space and

the imaginary components are shown in Figure A.2. Both the Pt foil and Pt100/C show a single

peak between 2.5 and 3.0 Å (Figure II.1(a)), which can be attributed to first-shell Pt–Pt

scattering. The Pt foil is scaled by a factor of 0.5 to aid visual comparison to the spectra of the

nanoparticle catalysts, where the Pt–Pt coordination numbers and thus EXAFS amplitudes are

smaller. The larger peak amplitude at lower ' for the Pt100/C compared to Pt foil is attributed to

Pt–O scattering. The inclusion of Ru during the catalyst synthesis causes a second peak to

manifest between 2.5 and 3.0 Å, which corresponds to Pt–Ru scattering paths.

By fitting the EXAFS data using Pt–Pt, Pt–O, and Pt–Ru paths (Figure A.3 and

Figure A.4), we extract the Pt–Pt and Pt–Ru coordination numbers and bond distances

(Table A.2). The presence of Pt–Ru first-shell coordination by EXAFS indicates these materials

are alloys, rather than separate phases of Pt and Ru. Because there is less Ru than Pt in the alloys,

the Ru  edge EXAFS data had low signal and is too noisy to accurately fit (Figure A.5). The

data in Figure II.1(b) and Figure II.1(c) show the XANES of Pt !3- and Ru  edges for the

catalyst samples, respectively. The increase in the white line intensity for the PtGRuH/C samples

compared to bulk metallic Pt and Ru foils reveal that these samples are slightly oxidized ex-situ.

This slight oxidation is expected for small metal nanoparticles and typically is attributed to

surface oxides that will be reduced electrochemically during pretreatment prior to reaction. The

oxidized nature of the PtGRuH/C samples from XANES is consistent with the observation of Pt–O

scattering from EXAFS in Figure II.1(a).

The XRD patterns for different compositions of the PtGRuH/C alloys display a shift in the

Pt(111) diffraction patterns to higher 2\ as the Ru at% increases (Figure II.1(d)). The shift

indicates a change in lattice constants that corresponds to alloying Ru atoms into the Pt lattice, as
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Figure II.1: (a) :-weighted |j(') | spectra of ex-situ PtGRuH/C catalysts in real space (unadjusted). The
signal of the Pt foil in the EXAFS is rescaled by a factor of 0.5 to aid comparison against the synthesized
PtGRuH/C catalysts. XANES spectra for catalysts at (b) Pt !3 edge and (c) Ru  edge showing partial
oxidation. (d) XRD spectra of PtGRuH/C with Pt #04–0802 and Ru #06–0663 standards in gray and teal,
respectively, and (e) location of the Pt(111) peak from XRD and the Pt–Ru coordination number (CN) from
EXAFS shown vs. bulk Ru content. The inset provides a local magnification around the Pt(111) peak
between 38◦ and 42◦, and the gray line represents Pt #04–0802 standard. All labels for Ru content are based
on actual Ru atomic percent provided in Table II.1.

expected from Vegard’s Law (Figure II.1(e)). At higher atomic Ru content (>50 at%), there is a

deviation from the linear shift predicted by Vegard’s Law, possibly because of a limit to the

amount of Ru that can be incorporated into Pt without phase segregation.18 The Pt–Ru

coordination number determined from EXAFS and the diffraction location from XRD are

correlated (see Figure II.1(e)). We do not directly compare the EXAFS and XRD distances

because the EXAFS gave Pt–Pt and Pt–Ru bond distances from fitting and XRD gave an averaged

shift of the metal lattice constant. Taken together, the Pt–Ru coordination from EXAFS and the
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lattice shift from XRD support the formation of different compositions of PtGRuH/C alloys. The

broadening of the four main Pt diffraction peaks in the range 2\ ∈ [30◦, 90◦] in the XRD is also

used to calculate the diameters (3–6 nm from the Scherrer equation) of the nanoparticles

(Table A.3). These particle sizes are consistent with the expected particle sizes from the

combined coordination number of Pt–Pt and Pt–Ru from EXAFS.36,37

The TEM images in Figure II.2 reveal that the synthesis resulted in PtGRuH nanoparticles

on the Vulcan carbon support that range from 3 to 5 nm in size, which agrees with XRD

calculations and EXAFS analysis (Table A.3). Under 1.5 × 106 magnification, the crystal lattice

of the nanoparticles is observed (Figure A.6). Alloying with Ru could change the fractional

exposure between different PtGRuH catalysts. Thus, measuring the ECSA and surface composition

is important to obtain area-normalized intrinsic activities for the alloys, which we investigate in

the next section.
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Figure II.2: Particle size distributions from TEM for (a) Pt90Ru10/C, (b) Pt78Ru22/C, (c) Pt63Ru37/C, and
(d) Pt48Ru52/C. The red scale bar indicates 20 nm in the micrograph. SD = standard deviation.

II.3.2 Surface characterization of the supported PtGRuH alloys

Knowledge of the PtGRuH/C surface composition is important to enabling a mechanistic

understanding of NO3RR and comparison to atomistic modeling predictions. In many PtGRuH

systems, changing the synthesis temperature or support can drastically alter the level of Pt–surface

enrichment.38 Thus, alloys with the same bulk composition may have different levels of activity

depending on the composition of the metals on the surface that catalyze the reaction.

Consequently, it is essential to determine the surface compositions and number of active sites to

compare intrinsic activities among different alloys.

Accurately determining the ECSA allows us to count the number of surface Pt and Ru

sites, which serves to both normalize measured activity for qualitative comparison to theory and
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quantify the surface composition. Because each surface Pt atom adsorbs approximately one

hydrogen atom, the charge associated with hydrogen adsorption and desorption is often used to

calculate the ECSA.39,40 However, this well-known Hupd technique is unsuitable for Ru-based

materials due to overlapping hydrogen and ruthenium oxidation currents.41 Additionally, more

than one monolayer of hydrogen may adsorb onto Ru sites. To overcome this challenge for

PtGRuH/C alloys, copper underpotential deposition (Cuupd) is used because there is roughly one Cu

atom electrodeposited per surface Pt or Ru site (Figure A.7(a)).42 We ensured that no Cu adsorbed

to the surface of the carbon support (Figure A.7(b)), and determined that a single monolayer of

Cu adsorbs on Pt100/C at 0.42 V vs. RHE based on a charge ratio of Cu:H = 2:1 (Figure A.7(c)).

Cuupd was also performed at different scan rates to ensure there was no significant impact on the

measured ECSA (Figure A.7(d)). We selected 0.42 V vs. RHE as the deposition potential for all

PtGRuH/C catalysts (Figure A.8). This choice seems reasonable based on close agreement

between the ECSA results using Cuupd and Hupd at low Ru%. Even though the selected deposition

potential may slightly change the ECSA (a ±10 mV deviation in deposition potential corresponds

to a change of ±0.014 cm2 in ECSA), we do not believe it would significantly impact the changes

observed in the measured activities of the alloy. After measuring the charge of the Cuupd peak, the

ECSA is calculated by assuming that a single Cu atom will bind to Pt or Ru with a 1:1 ratio and

that two electrons are transferred from Cu2+. The Cuupd values used to normalize the current

activity are determined prior to kinetic experiments performed in fresh electrolyte solution. Due

to the small differences in the amount of catalyst deposited on the glassy carbon electrode and

contact with the electrolyte solution, the ECSA may vary up to 30% from run to run, so we report

activities normalized to the ECSA from a particular run. The normalized current densities for

each catalyst were reproducible when normalizing to the ECSA for that deposition.
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The measured ECSAs from both Hupd and Cuupd are shown in Figure II.3(a). Regardless

of the measurement technique, the ECSA for the five different compositions of PtGRuH/C catalysts

ranges between 0.20 and 0.35 cm2, which is lower than the ECSA for commercial Pt/C and

PtRu/C catalysts (Table A.4). The Hupd and Cuupd ECSA measurements increasingly disagree as

the bulk Ru at% increased. This phenomenon is attributed to more than one hydrogen adsorbing

per Ru site, such that Hupd overcounts the ECSA when Ru is present on the surface, causing a

disagreement between Hupd and Cuupd that increases with increasing surface Ru. The increasing

discrepancy between Hupd and Cuupd charge ((&H −&Cu)/&Cu) is shown in Figure II.3(b), which

correlates with increased surface Ru at% as the bulk Ru at% increases. Likewise, the surface

composition from ex-situ XPS (Figure A.9 and Table A.5) shows a similar trend as bulk

Ru at% increases. The qualitative agreement between the ex-situ XPS Ru surface composition and

the Ru surface composition in electrolyte implies minimal restructuring of the surface upon

exposure to the supporting electrolyte. The Cuupd ECSAs measured here will be used to

normalize the activity of the catalysts in the next section unless specified otherwise.

Figure II.3: (a) Electrochemically active surface areas (ECSAs) of PtGRuH/C catalyst glassy carbon
electrode determined using hydrogen underpotential deposition (Hupd) and copper underpotential
deposition (Cuupd). (b) Ru surface at% from XPS measurements and discrepancy between the copper
underpotential deposition charge (&Cu) and hydrogen underpotential deposition charge (&H) normalized to
&Cu as a function of bulk Ru composition.
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II.3.3 Effect of Ru alloying on intrinsic nitrate reduction activity

The data in Figure II.4(a) shows the steady-state nitrate reduction current densities

normalized to the ECSA from Cuupd for five different compositions of PtGRuH/C catalysts at

0.05 to 0.4 V vs. RHE in 1 M H2SO4 + 1 M NaNO3. These measurements are made by

drop-casting the catalyst onto a glassy carbon disk electrode with a Nafion binder and operating

under rotation rates sufficient to eliminate external mass transfer limitations. The objective of this

work is to study electrocatalytic nitrate reduction, so current densities for potentials less than

0.05 V vs. RHE are not considered due to possible interference with current from hydrogen

evolution. There is no observable reduction current at the potentials specified in Figure II.4(a) in

the absence of nitrate. Therefore, the current density reported here is attributed solely to nitrate

reduction. Pt100/C and Pt48Ru52/C are compared to commercial catalysts of the same composition

(Figure A.10) to confirm that our synthesized materials have similar intrinsic activities as their

commercial counterparts when the rates are normalized to the number of available surface sites.

Figure II.4: (a) Steady-state nitrate reduction current densities in 1 M NaNO3 and 1 M H2SO4 at eight
operating potentials between 0.05 and 0.4 V vs. RHE for PtGRuH/C catalysts, as normalized by Cuupd.
(b) Reduction current density at 0.1 V vs. RHE for five compositions of PtGRuH/C alloys with Cuupd

normalization. The corresponding plots for 0.05 and 0.075 V vs. RHE are given in Figure A.14.
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The steady-state current densities for Pt100/C are comparable with other Pt/C reports and

reach a maximum activity at 0.1 V vs. RHE.2,3 This maximum in activity arises from the

competition between adsorbed nitrate and hydrogen, with 0.1 V vs. RHE being the potential when

both species are considerably present on the surface.43 Below 0.1 V, the reaction rate decreases

because there is a low coverage of nitrate on the Pt, and surface sites are blocked by adsorbed

hydrogen. Above 0.1 V, the reaction rate decreases because there is not enough hydrogen

available on the surface. Unlike the Pt100/C, none of the PtGRuH/C alloys exhibit a maximum

activity at 0.1 V vs. RHE. We hypothesize this is because, similar to Rh, these PtGRuH alloys bind

nitrate more strongly than pure Pt, which shifts the maximum activity to a more negative

potential.44 The stronger adsorption of nitrate and shift in potential of maximum activity of the

PtGRuH alloys is expected because Ru is less noble than Pt and is supported by our DFT

calculations (discussed below). Importantly, the PtGRuH/C alloys are more active than Pt100/C at

all eight applied potentials, confirming our previous DFT modeling predictions that Pt3Ru would

be more active than Pt for NO3RR.3

In Figure II.4(b), the current density for the alloys at 0.1 V vs. RHE, normalized to ECSA

from Cuupd, is shown as a function of Ru content. The general trends of the intrinsic activity of

the alloys indicate a maximum (“volcano”) behavior where Pt78Ru22/C has six times the activity

than that of Pt100/C when normalized by the ECSA from Cuupd (discussed below). The activities

of Pt48Ru52 and Pt62Ru37 are similar because the two materials displayed comparable surface

compositions from XPS. However, we can more accurately extract bulk Ru at% from ICP–MS

than surface Ru at% from XPS. Thus, the bulk at% was used as the naming convention of the

alloys. Ru/C was also tested, but Ru leached into the acidic electrolyte solution throughout the

experiment, making it impossible to accurately obtain steady-state measurements or determine
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active surface areas (Figure A.11). Cyclic voltammograms of the alloy catalysts remained

consistent after multiple cycles, suggesting that the alloy catalysts were stable prior to steady-state

measurements (Figure A.12).

Rh/C, the pure metal most active towards NO3RR, is four times more active than

Pt78Ru22/C (Figure A.13(a)) at 0.1 V vs. RHE. However, because Rh is currently the most

expensive noble metal (Table A.6), the catalyst cost is twice as much to convert one mole of

nitrate in an hour using Rh/C compared with Pt78Ru22/C (Figure A.13(b)). Pt/C, on the other

hand, would be the most expensive of the considered catalysts, costing almost three times more

than Rh/C to have the same total NO3RR conversion. This high cost is largely due to the low

NO3RR activity of Pt/C. A full model incorporating the cost of electricity (Table A.7), all other

capital and operating costs, as well as the reaction selectivity would be needed to determine which

catalyst would be the best performing under industrial conditions.

II.3.4 Rationalizing activity trends with DFT and microkinetic modeling

On pure transition metals, linear adsorbate scaling relations (among N, O, and other

reaction intermediates) and Brønsted–Evans–Polanyi relations (between adsorption and activation

energies) exist for the NO3RR.3 Consequently, a microkinetic model for NO3RR can predict

trends in the reaction rates, steady-state coverages, and degrees of rate control given only the N

and O binding energies and an applied potential.45

We show that N and O binding energies also serve as NO3RR activity descriptors on

PtGRuH alloys because similar free energy scaling relations hold on our model PtGRuH surfaces.

Examining the sites of strongest binding energy (Figure II.6), we find that PtGRuH alloys

approximately follow the same (i) linear adsorbate scaling relations among O, N, NO3, and H
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(Figure II.6) and (ii) Brønsted–Evans–Polanyi relations for nitrate-to-nitrite dissociation

(Figure II.7) when compared to the pure-metal relations.3 We specifically studied the nitrate

dissociation step (NO3
∗ + ∗ −→←− NO2

∗ + O∗), as this step is hypothesized to be rate-determining for

NO3RR on pure transition metal surfaces under most conditions.46 Geometries and energetics for

the initial state, transition state, and final state configurations for nitrate dissociation on each alloy

are provided in the SI (Figure A.15). These findings suggest that we can qualitatively use the

volcano plot derived for pure metals to rationalize the activity of PtGRuH alloys.

II.3.4.1 Binding energy trends of O and N on PtGRuH

We use DFT modeling to examine how adsorption strength of O and N depends on PtGRuH

surface alloy composition. Understanding N and O adsorption trends is important to determine

whether N and O binding energies serve as NO3RR activity trend descriptors on PtGRuH alloys. As

described in Section A.6.1, the atomic distribution of Pt and Ru in each alloy’s surface is

generated using random assignment (Figure A.16). DFT-predicted adsorption geometries for N∗,

O∗, H∗, and NO3
∗ are shown in Figures A.17–A.20. We also studied H+ and NO3 adsorption to

show scaling relations between N and O. For each PtGRuH alloy (as well as Ru(211) and Rh(211)),

we sampled binding energies on all unique atop sites for N, O, and H and for all unique third-ridge

atop bidentate sites for NO3 (see Figure A.21 for the distributions of binding energies and

Figure A.22 for nitrate binding configurations).

As the Ru content of the computational model alloy catalyst (denoted “s-PtGRuH”)

increases, both N and O bind more strongly (Figure II.5(a)). For example, s-Pt75Ru25 binds N

and O more strongly than Rh(211) by ~0.15 and ~0.20 eV, respectively. The effect of PtGRuH alloy

composition on binding energies can be rationalized by the Nørskov–Hammer 3 band model,
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which correlates an adsorbate’s binding energy to the catalyst’s 3 band center.47 The 3 band model

predicts that a catalyst with higher 3 band center energy relative to the Fermi level will result in

adsorbate antibonding states that are also higher in energy, which increases the chemisorption

binding energy. The 3 band center of Ru is higher in energy than that of Pt. Consequently,

alloying Pt with Ru is expected to increase the prevalence of sites that adsorb reactants and

intermediates stronger than pure Pt. Ru(211) binds N and O more strongly than any of the PtGRuH

alloys. The stronger adsorption on Ru(211) is consistent with its higher-energy 3 band center.

In a related way, the O and N binding energies for PtGRuH alloys of intermediate

compositions can also be rationalized by ensemble effects at the surface of each model slab. N, O,

H, and NO3 usually prefer bridge binding positions between two atoms in the highest FCC(211)

ridge or a hollow position inside three atoms on the catalyst surface (Figures A.17–A.20). The

pair or trio of surface atoms locally bound to the adsorbate largely dictates the binding energy. For

NO3, binding is weakest when bound to a Pt–Pt ensemble, significantly stronger for Pt–Ru

ensembles, and strongest for Ru–Ru ensembles. As expected, binding energy varies more with the

type of ensemble locally bound to NO3 than to nonlocal changes in surface composition

(Figure A.22). The same trends hold for the other adsorbates. As the surface composition of Ru

increases, the probability of finding a Pt–Ru, Ru–Ru, Pt–Ru–Ru, Ru–Ru–Ru, or other Ru-rich

ensemble increases. Thus, PtGRuH alloys of intermediate macroscopic Ru compositions are likely

to have many microscopic coordination environments that bind N and O with intermediate

adsorption strengths. Based on the linear adsorbate and BEP relationships, we thus predict that

these same surfaces will also bind NO3 and H+ with an intermediate strength that maximizes

NO3RR activity.
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Figure II.5: (a) Binding energies and geometry of the strongest-binding adsorbed O positions for
FCC(211) PtGRuH surface slab models (denoted “s-PtGRuH”) with Ru content up to 50 at%. Solid black line
denotes the supercell. Atom color legend: gray = Pt and teal = Ru. (b) NO3RR volcano plot contours are at
0.1 V vs. RHE and are reproduced based on data from Liu et al.3. Each point represents the strongest
predicted binding energy on a specified PtGRuH random surface alloy or pure metal surface, for Ru surface
compositions up to 50 at% (the same range as in experiment). The corresponding plot containing points for
Ru surface compositions above 50 at% appears in Figure A.23. (c) Comparison between log(TOF/s−1)
values calculated from DFT and the magnitude of the current densities obtained via experimental results at
0.1 V vs. RHE as a function of bulk Ru at%. Similar comparison as a function of surface Ru at% is shown
in Figure A.24. Active sites were detected and normalized by Cuupd.

Linear adsorbate scaling relationships between adsorbates are predicted to exist on PtGRuH

alloys. The data in Figure II.6 shows six linear adsorbate scaling relationships found between N,

O, H+, and NO3
– binding energies on PtGRuH random surface alloys. N and O binding energies

correlate highly with each other, and each correlate well with NO3
– binding energy. In general, N,

O, and NO3
– follow poorer scaling relationships with H+ than with each other, as shown
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previously.3 These linear scaling relations on PtGRuH are similar to those used to construct the

volcano plot from Ref.(3) using pure metals.

To use the volcano plot that was derived for pure metals for our alloy systems, it is

important to check if the Brønsted-Evans-Polayni (BEP) relations are similar for the key steps.

Because nitrate-to-nitrite dissociation (NO3
∗ → NO2

∗ + O∗) is often rate-limiting, we specifically

examine this elementary step in detail. Figure II.7 shows the BEP plot for this elementary step,

which relates reaction energies and dissociation barriers. The alloy BEP relationship appears to

have a maximum error of ~0.2 eV compared to the pure metal BEP relationship, suggesting we

can qualitatively use the volcano plot derived for pure metals to rationalize the activity of our alloy

systems.
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Figure II.6: Linear adsorbate scaling relationships between N, O, H+, and NO3
– on PtGRuH alloys. Dashed

lines are linear least-squares fits, and A2 is the coefficient of determination. Where available, lines and
regression equations in brown were taken from our previous study on pure metals,3 and those in blue are
calculated from the data in this study, including the PtGRuH alloys. Electronic binding energies are reported
at 0 K and 0 V vs. RHE, and Gibbs binding energies are at 298.15 K and 0 V vs. RHE.
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Figure II.7: Brønsted–Evans–Polanyi plot for the NO3
∗ → NO2

∗ + O∗ dissociation on PtGRuH surfaces,
along with Rh(211) and Ru(211). The blue line and equation are the BEP relation for the alloyed surfaces;
the corresponding line and equation in brown are taken from our previous study on pure metals.3
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II.3.4.2 Rationalizing activity trends with alloy composition by microkinetic modeling

We rationalize the NO3RR activity as a function of surface composition (Figure II.5(a))

using a theoretical volcano plot at 0.1 V vs. RHE in Figure II.5(b) based on our previous work.3

Microkinetic modeling details to generate the theoretical volcano plot are given in Section A.6.7.

The contours in Figure II.5(b) indicate predicted catalyst turnover frequency (TOF) with respect

to NO3 consumption as a function of N and O binding energy. Overlaid points indicate the O and

N binding energies of the model catalysts considered. The points labeled “s-PtGRuH” represent the

simulated random surface alloy model catalysts, and Rh(211), Ru(211), and Pt3Ru(211) values are

shown for comparison. The predictions in Figure II.5(b) suggest that NO3RR activity should go

through a maximum as Ru content is increased and the O and N adsorption strength is increased.

s-Pt100 corresponds to a relatively low turnover frequency (TOF), which initially increases as

more Ru is added to the surface. The TOF reaches a maximum for s-Pt75Ru25 and drops as the Ru

fraction increases further. The nitrate reduction current density on our synthesized PtGRuH/C

alloys at 0.1 V vs. RHE increases with Ru content at low Ru compositions but decreases when

>22 at% Ru is incorporated into the alloy. This trend also holds at 0.075 and 0.05 V vs. RHE

(Figure A.14). The qualitative agreement of the computed TOF trend with the trend in

steady-state current measurements (from Figure II.4(b)) is shown in Figure II.5(c).

A volcano in activity with alloy composition occurs because alloying tunes the binding

energies of reactants and key intermediates, and these binding energies are related to the barriers

of individual elementary steps through free energy relations. The activity is maximized at some

intermediate binding energy of O and N (Figure II.5(b)). This is an expression of the Sabatier

principle, which posits that the most active PtGRuH alloy should adsorb NO3 and H+ neither too

strongly nor too weakly. Regions of the volcano plot with lower TOFs usually imply that some
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elementary step in the reaction mechanism limits the total rate. Where the TOF is maximized

(i.e., at the “peak” of the volcano), no single step limits the overall rate. The transition from one

side of the volcano peak to the other often indicates where different elementary steps in the

mechanism become rate-determining. For Pt, where nitrate binds weakly, the hypothesized

rate-limiting step is nitrate dissociation (NO3
∗ + ∗ −→←− NO2

∗ + O∗). Increasing the nitrate

adsorption strength (described by the N and O binding energy) by alloying Pt with Ru increases

the rate of overall reaction by increasing nitrate coverage and accelerating nitrate dissociation up

to some maximum. We would expect that beyond the volcano peak, the adsorbed species start to

bind too strongly, and another elementary step would become rate-determining. This new

rate-determining step’s rate would decrease as N and O adsorption strengths continue to increase.

It is also possible that multiple steps have high degree of rate control as Ru content increases,

including desorption or reaction of intermediates.

The degree to which any elementary step in the reaction mechanism determines the total

activity can be estimated by computing the degree of rate control (DRC) for that reaction.48 Our

DRC analysis in this work at 0.1 V vs. RHE predicts that for surfaces with low Ru content, nitrate

dissociation is rate-limiting (DRC ≈ 1), and increasing the adsorption strength of nitrate increases

the rate (Figure A.25). But at higher Ru content, when the O and N (and consequently nitrate)

binding energies are strong, the nitrate dissociation step is sufficiently fast, and increasing the rate

of that elementary step no longer increases the overall rate. For Ru content >25 at%, our DRC

analysis predicts that the association of surface-bound N∗ (2 N∗ −→←− N2
∗) becomes the new

rate-determining step (Figure A.25). Under these conditions, further strengthening the nitrate

binding energy (as described by N and O binding energies) reduces activity.
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Although the computational results predict that N2 is the dominant species forming at high

Ru contents and strong O and N adsorption, our experimental selectivity results discussed in the

following section show that NH3 is the dominant product for all the alloy catalysts tested.

Therefore, it is unlikely that the new rate-determining step is the association of nitrogen, but rather

another step on the ammonia production reaction pathway. We observe that NH2
∗ + H+ +

e– −→←− NH3
∗ is also rate-determining for surfaces with similar adsorption energies to s-Pt75Ru25

(Figure A.25), which agrees with our experimental observations and previous reports of this step

being rate-determining for CuNi alloys.15 We attribute this DRC discrepancy to uncertainties in

the linear scaling relationships for alloys and to the fact that activity trends are easier to predict

with microkinetic modeling compared to selectivity trends. Nevertheless, the switch from one

rate-limiting step to another at the binding energies of s-Pt75Ru25 rationalizes the experimentally

observed local maximum in activity at that composition.

II.3.5 Nitrate reduction selectivity of PtGRuH alloys

To determine selectivity for the catalysts, we increase the catalyst loading on the electrodes

by depositing the alloys on high-surface-area carbon felts. The higher ECSA enables sufficiently

high currents to produce detectable concentrations of NO3RR products in the aqueous electrolyte

solution. Figure II.8(a) displays the catalyst FE towards nitrite, ammonia, and other potential

gas-phase products after applying a potential of 0.1 V vs. RHE for 7 hr. This operating potential

does not thermodynamically favor the formation of hydrogen, and there was no significant change

in the concentration of nitrate due to the large volume of the electrolyte solution (Figure A.26).

The FE towards NH3 production was calculated by averaging the last three time points in

Figure A.27(a). Most of the current is attributed to NH3 production and nitrite is not detected,
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though it is possible that nitrite in the solution has formed NO on the surface of the electrode.49,50

The pure Pt has nearly 100% FE to NH3, as has been previously reported at low overpotentials,51

and the alloy materials all display above 93% FE towards NH3.

Figure II.8: (a) The FE towards ammonia production for five different PtGRuH compositions supported on
carbon felt (CF) after applying 0.1 V vs. RHE for 7 hr in 0.1 M HNO3. No nitrite was detected using ion
chromatography and “Other Products” make up the potential gas-phase products that were not examined.
(b) Total (solid bars) and partial (striped bars) current densities towards ammonia production with
PtGRuH/CF. All current densities are relative to the ECSA from Cuupd.

The total current density for the PtGRuH/CF shown in Figure II.8(b) follows a similar trend

in Ru content as observed on the RDE (Figure II.4). The partial current density towards ammonia

is also shown, with the alloy catalysts containing Ru having activity towards ammonia production

greater than that of pure Pt. The rates on catalysts on the carbon felts may be limited by internal

diffusion because of the porosity and greater thickness of the carbon felt compared to the RDE,

which would explain the slight differences between the activity trends of the two setups.

Regardless, the inclusion of Ru into the Pt catalyst increases the rate of nitrate reduction up to a

certain composition, after which further addition of Ru decreases the normalized catalytic activity.
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II.4 Conclusions

Using predictions of electrocatalyst activity from a theoretical volcano plot, we synthesize

and report a set of PtGRuH/C alloys that are more intrinsically active than pure Pt for the

electrocatalytic reduction of nitrate to ammonia in acidic conditions. The binding energy of

NO3RR intermediates increases with the inclusion of Ru such that the most active PtGRuH/C alloy

binds the intermediates neither too strongly nor too weakly. Our findings suggest that alloy

activity for NO3RR can be qualitatively understood by the effect of alloying on the binding

energies of nitrate and hydrogen. The best-performing composition, Pt78Ru22/C, is six times more

active than pure Pt while maintaining high Faradaic efficiency towards ammonia (>93%).

However, the lower cost of Pt and Ru compared to Rh makes Pt78Ru22/C the most cost-effective

catalyst in this work in terms of cost per mole of NO3
– reduced. By experimentally confirming

the use of N and O thermodynamic descriptors and theoretical volcano plot to find active alloys,

these findings provide a blueprint to rationally select alloy compositions to find more active, less

expensive, and more earth-abundant materials for NO3RR.
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CHAPTER III

Electrocatalytic Nitrate Reduction on Rhodium Sulfide Compared to Pt and Rh in the

Presence of Chloride

Note:

This chapter is adapted with permission from Richards, D. et al. Electrocatalytic Nitrate Reduction
on Rhodium Sulfide Compared to Pt and Rh in the Presence of Chloride, Catalysis Science and Technology

2021, 11, 7331–7346, doi: 10.1039/D1CY01369F. Copyright 2021 by The Royal Society of Chemistry. My
contribution to this work is the DFT modeling, and Danielle Richards performed all experimental work.

III.1 Introduction

Nitrate (NO3
– ) contamination of lakes, rivers, and ground water from agricultural,

livestock, and industrial activities is a major threat to human (e.g., congenital disease, cancer) and

ecosystem health.1–5 The electrocatalytic nitrate reduction reaction (NO3RR) is a promising

approach to remediate nitrate by converting nitrate to products such as N2 or NH3 with a

corresponding oxidation reaction such as oxygen or chlorine evolution.3,6–14 However, NO3RR

rates are hindered by the chloride present in many nitrate-laden waste streams.

In addition to chloride inhibiting the rates, Cl2/Cl3 – produced at the anode can cross over

and corrode the NO3RR electrocatalyst,15,16 which is particularly an issue for metal nanoparticle

catalysts that are typically used to obtain high active surface areas.17 Understanding the effect of

chloride on NO3RR and developing chloride-resistant nitrate reduction catalysts are both needed

to create an effective electrocatalytic process that can remediate waste streams containing both

nitrate and chloride. In this work, we demonstrate that rhodium sulfide on carbon (RhGSH/C) is
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more active for NO3RR than Pt/C and Rh/C in both the presence and absence of chloride. We also

explain the rate-determining step (RDS) of NO3RR on Pt, Rh, and RhGSH and the chloride

poisoning mechanism.

Catalytic inhibition of NO3RR by chloride has been reported for Pt, Rh, Fe, and Cu

electrodes,18–21 for which the reduction current is hypothesized to be suppressed by strong

chloride adsorption on metals.21–24 NO3RR occurs at potentials where both nitrate and hydrogen

can adsorb (Figure III.1); for Pt and Rh this potential is between 0 to 0.3 V vs. RHE.3,25 Nitrate

coverages are related to the Gibbs energy of nitrate adsorption (Δ�NO3
) on a catalyst surface.

Nitrate adsorption is favorable at potentials more positive than Δ�NO3
(� = 0 V vs. SHE)/�,

where � is Faraday’s constant. Hydrogen adsorption is favorable at potentials more negative than

Δ�H/�, where Δ�H is the hydrogen adsorption Gibbs energy at 0 V vs. RHE. Therefore,

hydrogen covers the catalyst surface at negative potentials (Figure III.1(a)). Chloride adsorption

is also potential-dependent, and chloride will adsorb at potentials more positive than

Δ�Cl(� = 0 V vs. SHE)/�, where Δ�Cl is the Gibbs energy of chloride adsorption. The

potentials at which chloride adsorbs at high coverages may overlap with the potentials required for

high NO3RR activity.26 At these potentials (Figure III.1(b, c)), adsorbed chloride may block

active sites for hydrogen and nitrate adsorption. We hypothesize that NO3RR requires high

coverages of both nitrate and hydrogen, so a decrease in hydrogen and nitrate coverage from

competitive adsorption of chloride will decrease the reaction rate. Therefore, an ideal

chloride-resistant catalyst should adsorb nitrate and hydrogen more strongly than chloride.

Herein, we study the performance of rhodium sulfide supported on carbon (RhGSH/C) for

NO3RR as a potential chloride-resistant electrocatalyst and compare it to Pt/C and Rh/C to

understand chloride poisoning and the NO3RR mechanism. We choose Pt and Rh for study for
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Figure III.1: Potentials and Gibbs energies associated with different adsorption and reaction events on
electrode surfaces, including hydrogen evolution reaction (HER, gray potential window), nitrate adsorption
(Δ�NO3

, NO3
– + ∗ −→←− NO3

∗ + e– ), nitrate reduction reaction (NO3RR, blue potential window), Cl–

adsorption (Δ�Cl, Cl– + ∗ −→←− Cl∗ + e– , green-hatched potential window), and hydrogen adsorption (Δ�H,
H+ + ∗ + e– −→←− H∗). The potential region where chloride, nitrate, and hydrogen are all present on the
surface is the overlap of blue with green hatches. Representative electrode surface coverages are shown for
(a) HER, (b) NO3RR with Cl∗, and (c) adsorbed chloride regions. � is Faraday’s constant, used to convert
between potentials and Gibbs energies. Δ�NO3

, Δ�Cl, and Δ�H labeled on the scheme are all the values at
0 V vs. SHE and pH = 0. Atom color legend: metal = gray; oxygen = red; nitrogen = blue;
chlorine = green; hydrogen = white.

several reasons: (1) they are two of the few metals that have previously been investigated and

reported to be poisoned by chloride,18,19 motivating this study into the cause; (2) Pt binds nitrate

weakly and Rh binds nitrate strongly,25 allowing a comparison between two different systems to

investigate whether chloride poisoning is different; and (3) Pt and Rh are both active for nitrate

reduction in the potential range where hydrogen evolution is not thermodynamically possible

(> 0 V vs. RHE), making it experimentally simpler to study nitrate reduction, as the reduction

current comes solely from nitrate reduction, rather than a mixture of hydrogen evolution and

nitrate reduction. We study RhGSH because Rh is the most active platinum-group metal for
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NO3RR and RhGSH is known to be halide-resistant for electrocatalytic oxygen reduction and

hydrogen evolution.17,27–34 Our experiments show that RhGSH/C is more active for NO3RR than

Rh/C when the activity is normalized to the number of surface sites. In the presence of

1 mM Cl– , however, RhGSH/C has only slightly better poison resistance than Rh/C and Pt/C (i.e.,

with 1 mM Cl– the NO3RR current decreases 33–42% for RhGSH/C, 32–52% for Pt/C, and

56–63% for Rh/C between 0.05 to 0.2 V vs. RHE at pH = 0 with 1 M NaNO3). To rationalize the

NO3RR rate inhibition observed between RhGSH/C, Pt/C, and Rh/C, we develop a microkinetic

model based on our experimental results and perform density functional theory (DFT)

calculations. Our experimental rate measurements on Pt/C are qualitatively explained by a rate

law for NO3RR where the RDS is the surface reaction between adsorbed H and adsorbed nitrate.

Our rate measurements on Rh/C match the rate laws where the RDS is a surface reaction between

adsorbed H and adsorbed nitrate or direct deoxygenation of nitrate to nitrite without the addition

of H. Our DFT calculations do not find a feasible pathway on Rh for adsorbed H and adsorbed

nitrate to react, whereas the direct deoxygenation of nitrate to nitrite without the addition of H is

found. DFT-predicted linear scaling relations between the adsorption Gibbs energies of nitrate

and chloride on transition metals show that a metal that adsorbs nitrate strongly will also adsorb

chloride strongly. The competition for surface sites between chloride and nitrate, combined with

their linear adsorbate scaling relations explains why Pt and Rh are poisoned similarly by chloride

for NO3RR, despite Rh binding nitrate more strongly. DFT calculations predict that pristine

RhGSH terraces adsorb nitrate too weakly to yield high NO3RR activity. However, RhGSH terraces

with sulfur (S) vacancies adsorb nitrate strongly, and the S-defected Rh3S4 surface has a low

enough activation barrier for direct nitrate dissociation to be responsible for the observed NO3RR

activity. Additionally, this S-defected Rh3S4 surface binds chloride strongly and follows adsorbate
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linear scaling similar to the transition metal surfaces, thus explaining the weaker-than-expected

chloride resistance for RhGSH/C toward NO3RR. The combined experimental and computational

findings reported here clarify the role of chloride poisoning of NO3RR catalysts and the

importance of considering S vacancies for metal sulfide electrocatalysts.

III.2 Experimental and computational methods

III.2.1 Electrocatalyst preparation

A Pt rotating disk (Pine Research Inst., Inc.), a Rh wire (99.8%, Alfa Aesar), 30 wt% Pt/C

(Fuel Cell Store), 20 wt% Rh/C (Fuel Cell Store), and 30 wt% RhGSH/C were used as catalysts.

The RhGSH/C catalyst was synthesized according to the procedures of Singh et al.17,29,35 The Pt

rotating disk electrode (RDE) was hand-polished using a 0.05 `m alumina suspension (Allied

High Tech Products, Inc.) on a micropolishing cloth and ultrasonicated in deionized water

(18.2 MΩ · cm, Millipore Milli-Q system) for 30 min before assembling in the Teflon rotating

disk holder. Subsequently, the assembled Pt RDE was electrochemically cleaned in the supporting

electrolyte from −0.2 to 1.2 V vs. RHE at 100 mV/s for 50 cycles. The Rh wire was

flame-annealed, then electrochemically cleaned in the supporting electrolyte from −0.2 V to

1.0 V vs. RHE at 100 mV/s for 50 cycles.

All catalysts supported on carbon were deposited in the form of a prepared ink on a glassy

carbon disk. The catalyst inks were prepared by combining 3 mg of supported catalyst (RhGSH/C,

Rh/C, or Pt/C) with 5 mL of 50:50 deionized water and isopropanol mixture in a scintillation vial.

17.5 `L of 5 wt% Nafion solution (5 wt% Nafion, Sigma Aldrich) in isopropanol was added and

the vial was ultrasonicated for 2 hr. 8 `L catalyst ink was deposited twice on a clean glassy

carbon disk (Pine Research Inst., Inc), allowing the disk to air-dry between depositions. Prior to
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measurements, the catalysts deposited on glassy carbon were electrochemically cleaned

(−0.2 to 1.2 V vs. RHE at 100 mV/s for 50 cycles for Pt/C, −0.2 to 0.75 V vs. RHE at 50 mV/s

for 50 cycles for Rh/C, and −0.2 to 0.75 V vs. RHE at 50 mV/s for 50 cycles for RhGSH/C).

III.2.2 Electrochemically active surface area and hydrogen underpotential deposition

Hydrogen underpotential deposition (Hupd) was used to determine the electrochemically

active surface area (ECSA) for Pt and Rh (RDE, wire, and supported catalysts). The Pt and Rh

electrodes were cycled at 100 mV/s from 0.05 to 1.2 V vs. RHE and 0.05 to 1.0 V vs. RHE,

respectively. A three-electrode electrochemical setup was used with a Pt wire (99.99%, Pine

Research Inst., Inc.) counter electrode and a double-junction Ag/AgCl (10% KNO3 outer

solution/4 M KCl inner solution, Pine Research Inst., Inc.) reference electrode. A

two-compartment cell was used in which the compartment with the working electrode and

reference electrode was separated from the counter electrode compartment using a Nafion 117

membrane. The supporting electrolyte was 1 M H2SO4 prepared from concentrated H2SO4

(99.999%, Sigma Aldrich) for Rh and 1 M HClO4 prepared from 61% HClO4 (Fisher Chemical)

for Pt. For Rh, H2SO4 was selected instead of HClO4 because perchlorate poisons the Rh surface

via reduction to chloride36,37 whereas bisulfate and sulfate anions are not known to interact

strongly with Rh. HClO4 was selected as the supporting electrolyte for Pt measurements because

the perchlorate anion adsorbs less strongly than bisulfate and sulfate anions on Pt, which interfere

with Hupd.18,38 Electrolytes were sparged with N2 (99.999%, Cryogenic Gases) for 60 min before

use. All electrochemical measurements were collected using a VSP potentiostat (Bio-Logic

Science Inst.). For Pt and Rh, a baseline double-layer charging current was measured at

0.4 V vs. RHE and subtracted to determine only the Hupd charge from the hydrogen desorption
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process (Figure B.1). This Hupd desorption charge was used to calculate the ECSAs for Pt and Rh

using average charge densities of 210 and 221 `C/cm2, respectively.39

For RhGSH/C, the ECSA was approximated by first using cyclic voltammetry in the

non-Faradaic region (0.45 to 0.75 V vs. RHE) as a function of the scan rate (100 to 20 mV/s) to

determine the total capacitance associated with the electrochemical double layer (for both carbon

and RhGSH). The total capacitance, RhGSH particle sizes, weight loading, specific capacitance, and

specific area of carbon were used to approximate the ECSA of RhGSH (approximating the RhGSH

particles as cubes; see Section B.1.1).40,41 All particle sizes were determined using X-ray powder

diffraction (XRD, Figure B.2) and crystallite sizes were estimated using the Scherrer equation.

Particle size distributions were measured using transmission electron microscopy (Figure B.3),

with the mean particle size of RhGSH/C slightly lower than that observed by XRD. Effects of the

differences between XRD and TEM particle sizes and size distribution on the ECSA estimates are

discussed in Section B.1.1. This capacitance-and-XRD method estimates ECSA within 53% of

Hupd values compared to Pt/C and Rh/C (Table B.1), giving confidence in its ability to accurately

estimate ECSA for RhGSH/C. The RhGSH crystallites used were 12 nm in diameter. For Pt/C and

Rh/C, the crystallite sizes were 2.2 nm and 2.3 nm, respectively. The RhGSH surfaces are not

metallic Rh under reaction conditions based on a lack of observable Hupd charge (Figure B.1) and

the absence of metallic Rh using XRD (Figure B.2).

III.2.3 Steady-state electrocatalytic nitrate reduction reaction measurements

The same three-electrode, two-compartment electrochemical cell setup used to determine

the ECSA was used for steady-state current measurements. The working electrolyte was purged

with N2 for 60 min prior to measurements. NO3RR activity was measured under steady-state
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conditions by performing constant potential electrolysis for 2 hr, where the reported current is the

steady-state current that was reached. Steady-state measurements were taken at room temperature

(23◦). All measurements were taken at a RDE rotation rate of 2500 rpm to minimize the

concentration gradient between the electrode surface and the bulk solution. The effect of rotation

rate and a comparison of the results in 1 M HNO3 to those with 1 M NaNO3 are discussed in

Figure B.4 and Section B.2. Loss of catalyst due to poor adhesion to the glassy carbon disk was

less than 11% of the ECSA, based on the capacitance before and after steady-state measurements.

Electrochemical impedance spectroscopy was used to measure the series resistance, but because

the currents were low, the ohmic resistance corrections to the voltage were less than 1 mV. The

steady-state current with and without chloride for each potential was taken via individual

experiments. The concentration of chloride was chosen as 1 mM to probe the effect of poisoning,

which is in the lower range of chloride concentrations in wastewater and ion exchange brine

streams (0.14 mM to 2.8 M Cl– ).42–47 We also explored 10 and 100 mM Cl– to test how higher

chloride concentration affected poisoning. For supported RhGSH/C, Pt/C, and Rh/C, the

measurements were repeated three times, but each time a new catalyst was used to prevent any

loss of material because of adhesion issues. Pt/C and Rh/C currents were normalized to the ECSA

obtained by Hupd and RhGSH/C currents were normalized to the approximated ECSA from the

capacitance-and-XRD method. Each current measurement was normalized to the ECSA to

account for differences in catalyst weight loading (30 wt% Pt/C, 20 wt% Rh/C, and 30

wt% RhGSH/C) and variation in individual ink depositions. This method of normalizing resulted in

the same current densities reported even for different amounts of a given catalyst deposited onto

the electrode.
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III.2.4 Product quantification

For measurements of the Faradaic efficiency, the commercial RhGSH/C and Rh/C powders

were loaded onto carbon felts (6.35 mm thick, 99.0%, Alfa Aesar) instead of the glassy carbon

disk to increase the amount of catalyst loading to enable sufficient product formation detectable in

a reasonable amount of time. The carbon felts were pretreated thermally at 400◦ with H2 at 60 psi

for 4 hr. A catalyst ink was prepared by combining 10 mg of supported catalyst (RhGSH/C or

Rh/C) with 1.5 mL isopropanol and 1 mL deionized water in a scintillation vial and sonicating for

10 min. The catalyst ink was deposited onto the thermally treated carbon felt (1 cm × 3 cm) and

allowed to dry. The carbon felt with catalyst was then attached to a graphite rod (6.15 mm

diameter, 99.9995%, Alfa Aesar). Prior to nitrate conversion, the catalyst on carbon felt was

electrochemically cleaned in 1 M H2SO4 (N2-sparged) by cycling the potential as described

above. The electrochemical cleaning was completed in a single-compartment electrochemical cell

with a graphite rod counter electrode and double-junction Ag/AgCl reference electrode. After

cleaning, the catalyst on carbon felt was then transferred to a two-compartment electrochemical

cell for the product quantification measurements (with the same electrochemical set up used for

steady-state current measurements). The working electrolyte was 0.1 M HNO3 (N2-sparged).

Because of the higher currents enabled by the larger catalyst surface area, 85% of the voltage drop

due to solution resistance was compensated for during the measurement. The remaining

15% amounted to less than 15 mV on average. For measuring the Faradaic efficiency,

0.1 V vs. RHE was chosen because this was the potential with the highest nitrate reduction current

without background currents observed from the supporting electrolyte (Figure B.22). The

Faradaic efficiency for Pt/C at these conditions (0.1 V vs. RHE, 0.1 M HNO3) has been reported

as almost 100% towards ammonium.10
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The products formed were determined by extracting 0.5 mL aliquots of the solution in the

electrochemical cell every hour during operation and storing them at room temperature until all

measurements were taken. A portion of each aliquot was used for NO3
– , NO2

– , and NH4
+

quantification separately. NO3
– and NO2

– were detected using standard spectrophotometric

methods48 and NH4
+ was detected using the indophenol blue test49,50 (see Section B.3). After

appropriate dilution, the sample was transferred into a quartz cuvette with a 1 cm pathlength, and

the UV-vis spectra was taken using a UV-vis spectrophotometer (Evolution 350, Thermo

Scientific). Concentrations were determined using the absorbances against prepared standard

calibration curves (Figure B.5).

III.2.5 Cyclic voltammetry studies of chloride adsorption

Adsorption of chloride and hydrogen on the Pt rotating disk and Rh wire was studied via

the Hupd charge in HClO4 and H2SO4 with NaCl (>99.5%, Sigma Aldrich) concentrations of 0,

0.001, 0.01, 0.1, and 0.15 M Cl– . The setup and operation were the same as for Hupd to measure

the ECSA, other than the addition of chloride. The chloride concentration was adjusted by adding

small volumes (less than 0.5 mL) of concentrated chloride solution to the electrochemical cell at

room temperature. After addition, the solution was stirred and sparged with N2 for 10 min.

Polycrystalline surfaces (RDE and wire) were used for cyclic voltammograms because they have

more well-defined Hupd peaks than the carbon-supported nanoparticle catalysts.

III.2.6 Atomistic modeling details

III.2.6.1 Geometry relaxation and transition state search

DFT calculations were performed using the Vienna Ab Initio Simulation Package51–54

with the BEEF–vdW functional.55 BEEF–vdW exhibits similar or superior performance compared
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to functionals such as PBE, RPBE, and optPBE–vdW.56 BEEF–vdW includes a van der Waals

correction and yields its own error estimates of electronic energies. All calculations were

spin-polarized and used the projector-augmented wave method,57,58 a plane-wave kinetic energy

cutoff of 400 eV, and Gaussian smearing of 0.05 eV. Geometry optimizations used differences of

less than 0.02 eV/Å for ionic steps and 10−4 eV for electronic steps as stopping criteria.

Geometry optimization was done for bulk crystals to calculate lattice constants using a Γ-centered

Monkhorst–Pack : point grid (16× 16× 16 for metals, 4× 4× 4 for RhGSH structures).59 For metal

surfaces, a 6 × 6 × 1 : point grid was used, and slabs were built using a 3 × 4 × 4 supercell of the

FCC(211) facet. The bottom layer of atoms was fixed and all other layers allowed to relax, with

13 Å of vacuum space. The adsorption energies of NO3
– , Cl– , and H+ were computed for the

FCC(211) stepped surfaces of Au, Ag, Cu, Pd, Pt, and Rh. Adsorption energies were calculated

using coverages of 1/12 monolayer (for H+ and Cl– ) or 1/6 monolayer (for NO3
– ). We choose the

FCC(211) facet as a model site that is reported to be active for NO3RR.25,60,61 The choice of the

FCC(211) facet is also validated by our previous computational work, which reproduced

experimental NO3RR activity trends on transition metals using a microkinetic model built on step

surface data.25 For the FCC(211) facet used, we extensively sampled possible adsorption sites on

both the edge and terrace portions of this facet (see Figure B.11). The adsorption site selected

was that with the most negative binding energy, which was the edge site on the FCC(211) facet.

For models of pristine and S-defected RhGSH surfaces (i.e., with sulfur vacancies),

adsorption energies were calculated using a 3 × 3 × 1 : point grid, with other DFT settings kept

the same as used for metal surfaces. To simulate similarly low coverages of adsorbates, each

RhGSH slab was repeated in the G and/or H directions to create a larger supercell such that the entire

slab contained no more than 80 slab atoms. Enough layers were maintained in each supercell such
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that the slab thickness was approximately 8 Å to 10 Å. During geometry optimization, the bottom

half of each RhGSH slab was constrained and all other atoms allowed to relax, with 38 Å of

vacuum space. Electronic energies of isolated H2, N2, Cl2, HCl, HNO2, HNO3, NO3, and NO2

species in the gas phase were calculated using the same DFT settings as used for pure metals, but

with a plane-wave energy cutoff of 500 eV, Gaussian smearing of 0.2 eV, and a 1 × 1 × 1 : point

grid. To minimize interference of periodic images and excess symmetry, each gas-phase adsorbate

was placed slightly off-center in a 15.00 × 15.11 × 15.21 Å cell.

Nitrate adsorption Gibbs energies in the aqueous phase were calculated at standard

conditions (298.15 K, 1 M) via a thermodynamic cycle. Aqueous-phase solvation effects on

surface energies, chloride and hydrogen adsorption, and transition state energies were not

included. See Figure B.6 and Tables B.2 and B.3 for more detail on the thermodynamic cycle

and Section B.5 and Figures B.7 and B.8 for more information on the DFT benchmarking tests.

Nitrate dissociation activation energies on Rh and RhGSH phases were identified using the

climbing-image nudged elastic band method (CI–NEB) method62 (for the direct reduction

mechanism) or the improved dimer method63,64 (for the H-assisted reduction mechanism).

Activation energy calculations on Rh and RhGSH surfaces used the same DFT settings as used for

geometry relaxations on pure metal and RhGSH surfaces, with spring forces of 5 eV/Å and with a

climbing image used throughout the relaxation. All endpoints and transition states for the

transition state calculations are shown in Figures B.14–B.17. The dimer method used a dimer

length of 0.01 Å and step sizes ranging from 0.0018 Å to 0.0075 Å. The initial dimer images were

estimated using an interpolated image slightly earlier than the transition state image predicted by

CI–NEB and atomic displacements tangent to the CI–NEB curve at the transition state reaction

coordinate, respectively. Initial trial dimer directions were estimated by inspection, by randomly
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displacing atoms in the adsorbate, and by calculating eigenvectors from vibrational analysis of the

initial dimer images. As with CI–NEB and geometry relaxations, dimer optimization used an

electronic tolerance of 10−4 eV and a maximum ionic force tolerance of 0.02 eV/Å.

III.2.6.2 Surface facet and termination choice for model RhGSH systems

RhGSH is a mixture of Rh3S4, Rh2S3, and Rh17S15 phases. The bulk phase stability of

RhGSH has been determined using electrochemical measurements,65 which concluded that Rh2S3

is the enthalpically most stable bulk phase by about 2 kJ/mol, followed by Rh3S4 and then by

Rh17S15, although experiments and theory disagree about this ordering.66 Prior DFT modeling

predicted stable surface terminations of low-index RhGSH facets (i.e., Rh2S3(001), Rh3S4(100), and

Rh17S15(100)) in the gas phase.29 Based on this study, we chose to model adsorption and reactions

on the surface termination of the lowest surface energy for each of these facets in the gas phase.

For RhGSH there are many possible locations along the facet’s normal vector to cut the surface that

will lead to different surface terminations (Figure B.9). The Pymatgen software package67,68 was

used to search for symmetrically distinct surface terminations of these facets in a more exhaustive

way than the prior study.29 Symmetric surface terminations were enumerated from the

Rh2S3(001), Rh3S4(100), and Rh17S15(100) facets using a per-atom surface energy metric (see

Section B.6). With a tolerance of 0.1 Å between successive cleave planes, we identified

26 symmetrically unique surface terminations (five for Rh2S3(100), nine for Rh3S4(100), and 12

for Rh17S15(100)). The most stable surface terminations are reported in Figure B.10. Ultimately,

our identified low-energy surface terminations agree with the previous study of RhGSH.29 We

emphasize these are vacuum-phase model systems and that there may be surface reconstruction
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under acidic conditions and in the presence of an applied potential.69 Nevertheless, we show that

these model surfaces qualitatively rationalize our experimental observations.

To model RhGSH surfaces with S vacancies, a single S atom was removed from each of the

three pristine surface terminations that we identified as most stable. For each of these pristine

surface terminations, the symmetrically distinct surface S atoms were located. A single S atom

was removed at a time and the resulting energy of the defected surface calculated. The position of

the S vacancy resulting in the lowest surface electronic energy was chosen as the vacancy position

for that termination and was used when modeling adsorption of species (Figure B.13). To limit

complexity and computational expense, we limited our study to vacancies of only a single S atom

in the supercell.

III.2.7 Langmuir adsorption and Langmuir–Hinshelwood reaction models

For an aqueous system with nitrate and chloride present, NO3
– , Cl– , and H+ can occupy

active catalyst sites (denoted as ∗ ). The equilibrium coverage of hydrogen, nitrate, and chloride is

modeled assuming Langmuir competitive adsorption between the species (Eqs. (III.1–III.3)).

H+(aq) + ∗ + e− −−⇀↽−− H∗ (III.1)

NO3
−(aq) + ∗ −−⇀↽−− NO3

∗ + e− (III.2)

Cl−(aq) + ∗ −−⇀↽−− Cl∗ + e− (III.3)

We assume that one electron is transferred per adsorbed chloride,22 hydrogen, and nitrate based on

previous measurements (Figure B.18)25 and our work shown below. Because of this electron

transfer, the coverage of each species is a function of the electrode potential.
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Nitrate dissociation is typically considered the RDS for NO3RR, as experimentally

observed for Pt and Rh under acidic conditions38,70 and predicted for metals.25 Direct nitrate

reduction to selected products was modeled in our previous work, based on a microkinetic model

of 19 elementary reactions.25 Degree-of-rate-control analysis showed that nitrate dissociation to

nitrite and oxygen was rate-controlling on Pt and Rh, which was modeled with Eq. (III.4) as the

RDS. Assuming the adsorption steps (Eqs. (III.1–III.3)) are quasi-equilibrated and the further

reactions of adsorbed nitrite and oxygen (Eqs. (III.5–III.7)) are infinitely fast, the rate law for

direct nitrate dissociation as the RDS is Eq. (III.8).

NO3
∗ + ∗ −→←− NO2

∗ + O∗ (III.4)

O∗ + H∗ −→←− HO∗ + ∗ (III.5)

HO∗ −→ products (III.6)

NO2
∗ −→ products (III.7)

rate =
:4 NO3

[NO3
−]0

(1 +  H [H+]0 +  NO3
[NO3

−]0 +  Cl [Cl−]0)2
(III.8)

Here,  H,  NO3
, and  Cl are the potential-dependent equilibrium adsorption constants of

Eqs. (III.1–III.3) and [H+]0, [NO3
−]0, and [Cl−]0 are the bulk concentration of each species in

the solution. The rate constant :4 is the rate constant for the forward reaction in Eq. (III.4).

However, the rate law in Eq. (III.8) that assumes direct nitrate dissociation is the RDS disagrees

with experimental results shown in this work for Pt/C. Instead, a microkinetic model using the

H-assisted nitrate dissociation to nitrite via a surface reaction of adsorbed nitrate and adsorbed

hydrogen (Eq. (III.9)) as the RDS resulted in a rate law that more closely matches our
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experimental observations for Pt/C.

H∗ + NO3
∗ −→←− NO2

∗ + HO∗ (III.9)

HO∗ −→ products (III.6)

NO2
∗ −→ products (III.7)

Previous work has proposed an H-assisted nitrate dissociation mechanism via adsorbed HNO3 on

metal and oxide surfaces.71,72 For subsequent analysis, we assume the H-assisted nitrate

dissociation shown in Eq. (III.9) is the RDS and thus approximate the adsorption steps

(Eqs. (III.1–III.3)) of nitrate, chloride, and protons to be quasi-equilibrated. We assume that the

formed hydroxide and nitrite on the surface (Eqs. (III.6) and (III.7)) instantaneously react to form

other products or leave the surface. Although the reaction in Eq. (III.9) may not correspond to an

actual elementary step (if HNO3 is a stable surface intermediate), we assume that it follows an

elementary rate law in this work. Thus, the rate equation for NO3RR is:

rate = :9\NO3
\H (III.10)

where \8 is the surface coverage of species 8, :9 is the reaction rate constant for the forward

reaction in Eq. (III.9), and the site balance is 1 = \H + \NO3
+ \Cl + \∗. The coverages of the

different species can be determined by assuming that the reactions in Eqs. (III.1–III.3) are

quasi-equilibrated. This assumption leads to the rate law in Eq. (III.11). Although the full

microkinetic model is more complex, we show that this Langmuir–Hinshelwood model

qualitatively predicts the observed inhibition of nitrate reduction in the presence of chloride.

rate =
:9 NO3

[NO3
−]0 H [H+]0

(1 +  H [H+]0 +  NO3
[NO3

−]0 +  Cl [Cl−]0)2
(III.11)
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Two additional microkinetic models were explored, one using direct nitrate reduction by

protons as the RDS and the other considering nitrate dissociation and hydroxide formation with a

pseudo-steady state hypothesis for the coverage of oxygen (see Section B.10

and Figures B.19–B.21). Their corresponding rate laws did not qualitatively match the

experimental kinetic measurements and the rate law in Eq. (III.11), so they are not used for

analysis.

III.3 Results and discussion

To better understand the NO3RR activity and mechanism on Pt, Rh, and RhGSH in the

presence of chloride, in the following sections we: (i) compare RhGSH activity for nitrate reduction

against that of Pt and Rh, (ii) examine the competition between chloride and nitrate adsorption on

Pt and Rh, (iii) provide a kinetic model that rationalizes chloride poisoning of NO3RR on Pt and

Rh, (iv) explain chloride-poisoning trends via adsorbate scaling relationships between chloride

and nitrate adsorption energies, and (v) propose a plausible active site of RhGSH based on

experimental and computational observations.

III.3.1 RhGSH performance for nitrate reduction compared to Pt and Rh

The steady-state reduction current densities as a function of potential in Figure III.2(a)

show RhGSH/C has higher NO3RR activity than Rh/C and Pt/C with and without chloride. Pt/C

has much lower activity than either RhGSH/C or Rh/C, attributed to its weaker nitrate adsorption.38

Without nitrate, no current is detected for RhGSH/C other than the onset of hydrogen evolution at

0 V vs. RHE (Figure B.22). The reported activities are normalized to the ECSA, however the

difference in particle size of Pt/C and Rh/C (2.2 nm and 2.3 nm, respectively) compared to

RhGSH/C (12 nm) may lead to differences in nitrate reduction activity due to differences in the
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fraction of step sites at the surface. On metals, stepped sites are reported to be more active than

terraces.73,74 Thus, we expect particles of smaller sizes (with a higher fraction of step sites) to be

more active on a per-unit-surface-area basis. Although RhGSH/C has higher area-normalized

activity than Rh/C, the former has lower ammonia Faradaic efficiency. The Faradaic efficiency for

RhGSH/C in 0.1 M HNO3 is 67% to NH4
+ at 0.1 V vs. RHE (Figure B.23). The NO3RR products

of Rh/C under the same conditions are mainly NH4
+ (92% Faradaic efficiency). In 0.1 M NaNO3

+ 0.5 M H2SO4, nitrate reduction products on Rh are believed to be either NO2
– or NH4

+,38 and

we confirm the formation of NH4
+ on Rh in this study. Rh has also been reported to have high

selectivity towards NH3/NH4
+ in acidic or neutral conditions (pH values of 3.7 to 7.2) and

moderate NH4
+ production in more basic conditions (pH values of 13 to 14).75,76 Nitrite was not

detected under these conditions for either catalyst. The remaining 33% of the Faradaic efficiency

for RhGSH/C could be due to the formation of species such as NH2OH, N2, N2O, or NO.

The steady-state current density measurements for all catalysts in Figure III.2 show a

decrease in NO3RR activity in the presence of 1 mM Cl– . The lower reaction rates on Pt/C and

Rh/C due to chloride poisoning are similar to previous reports (Figure B.24 and Table B.5). The

Faradaic efficiency towards NH4
+ for Rh/C is not significantly changed with the addition of

1 mM Cl– (Figure B.23). Thus, the decrease in conversion rate of nitrate was decreased

proportionally to the decrease in current density when chloride is present. The NO3RR activity in

the presence of Cl– relative to the NO3RR activity in the absence of chloride for RhGSH/C, Rh/C,

and Pt/C is shown as a function of potential in Figure III.2(b); the decrease in activity is more

severe on Rh/C than Pt/C or RhGSH/C. The NO3RR activity when chloride is present decreases for

Pt/C with increasing potential but increases or stays constant with increasing potential for Rh/C

and RhGSH/C. Chloride concentrations above 1 mM cause more severe inhibition on both Pt/C and
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Figure III.2: (a) Steady-state nitrate reduction current density ( 9) on Pt/C (1 M HClO4 + 1 M NaNO3) and
Rh/C and RhGSH/C (1 M H2SO4 + 1 M NaNO3) deposited on a glassy carbon rotating disk electrode at
2500 rpm rotation rate both without (filled circles) and with (open diamonds) 1 mM Cl– . Pt/C and Rh/C
were normalized to the Hupd-determined ECSA, and RhGSH/C was normalized to the
capacitance-and-XRD-estimated ECSA. (b) The percent nitrate reduction current (filled triangles) from the
reduction currents with and without 1 mM Cl– is shown for Rh/C, Pt/C, and RhGSH/C for potentials of
0.05 to 0.2 V vs. RHE.

Rh/C (Figure B.25). Increasing the chloride concentration would increase the chloride coverage,

so greater NO3RR inhibition is expected.
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III.3.2 Competitive adsorption of Cl– with H+ on Pt and Rh

To explain the inhibition of NO3RR on Pt and Rh when chloride is present, we probe the

adsorption of chloride on these surfaces. The competitive adsorption of Cl– with H+ on

polycrystalline Pt and Rh is studied using cyclic voltammetry as a function of chloride

concentration (1 to 0.1 M Cl– ) at potentials of 0.05 to 0.4 V vs. RHE (Figure III.3(a, b)).

Because RhGSH does not show hydrogen underpotential deposition (Hupd), the same study cannot

be done on it. Without chloride, the measured anodic currents are due to electron transfer

associated with underpotentially deposited hydrogen (H∗) desorbing from the surface

(Eq. (III.1)). The total anodic charge in the absence of chloride, &0, taken by integrating the

current with respect to the time of the anodic sweep, is proportional to the change in surface

coverage of adsorbed hydrogen when changing the potential from 0.05 to 0.4 V vs. RHE. For Pt

and Rh without chloride, &0 corresponds to approximately one monolayer of adsorbed hydrogen.

We denote the charge in the presence of chloride as & and plot the fraction &/&0 for Rh and Pt in

Figure III.3(c). One effect of chloride on & is that chloride prevents hydrogen from adsorbing, so

there is less than one monolayer of adsorbed hydrogen to desorb, decreasing the observed charge

(&/&0 < 1). Figure III.3(a) reveals that on Rh, the current decreases with increasing chloride

concentration. We attribute the decrease in current to the presence of chloride on the surface at

these potentials, at which the adsorbed chloride blocks available sites for hydrogen to adsorb,

reducing the total anodic charge observed (Figure III.3(c)). We hypothesize that chloride has

adsorbed at potentials more negative than 0.05 V vs. RHE on Rh, and the chloride coverage from

0.05 to 0.4 V vs. RHE is constant. Thus, there is no additional charge from chloride adsorption at

these potentials and the only anodic current observed on Rh in Figure III.3(a) comes from the

desorption of H∗, which is less in the presence of chloride.
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The current from the anodic scan and charge for Pt with increasing chloride concentration

are shown in Figure III.3(b) and (c), respectively. In the absence of chloride, the Pt current has

characteristic Hupd peaks that correspond to step and terrace sites that adsorb hydrogen at different

potentials. The appearance of these separate peaks for Pt contrast with the single broad peak for

all adsorption sites that appears for Rh.77,78 The surface sites corresponding to the different Hupd

peaks have been identified using a combination of single-crystal studies and DFT modeling

studies.61,79–82 When the chloride concentration is increased, the Hupd peaks shift toward lower

potentials, making it challenging to deconvolute the different surface sites. The behavior on Pt is

different than that of Rh, most notably in that the anodic charge on Pt increases with the addition

of small concentrations of chloride ions (&/&0 > 1), and the charge only decreases at the highest

tested chloride concentrations (Figure III.3(c)). This increase in anodic charge may seem

counterintuitive, as it implies that the hydrogen coverage is higher in the presence of chloride.

However, as the potential is increased on Pt the chloride is also adsorbing on the surface,83,84

which contributes additional anodic charge due to the electron transfer from the negatively

charged chloride ion. Thus, the chloride coverage is increasing on Pt from 0.05 to 0.4 V vs. RHE.

The observation from the experimental cyclic voltammograms that chloride is adsorbed at more

negative potentials on Rh (< 0.05 V vs. RHE as discussed above) than on Pt

(0.05 to 0.4 V vs. RHE), indicates that Rh binds chloride more strongly than Pt based on the

Nernst equation.

To better interpret the experimental cyclic voltammograms, we use DFT modeling to

calculate the adsorption Gibbs energies Δ�Cl and Δ�H on Rh and Pt, construct adsorption

isotherms, and construct computational cyclic voltammograms. The competitive Langmuir

adsorption isotherm is used to predict equilibrium coverages as a function of applied potential.
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We model FCC(211) stepped sites because they bind nitrate more strongly than terraces and are

hypothesized to be active sites for NO3RR.25,60,61 For Rh(211) and Pt(211), Δ�Cl at 0 V vs. SHE

is −56.2 kJ/mol and −20.2 kJ/mol, respectively. The relative ordering of these binding energies

qualitatively matches our cyclic voltammogram observations that chloride binds more strongly to

polycrystalline Rh than to Pt. Δ�H on Rh(211) and Pt(211) at 0 V vs. SHE is

−17.4 kJ/mol and −23.5 kJ/mol, respectively. The coverages of chloride and hydrogen on

Rh(211) and Pt(211) are predicted as a function of potential using a Langmuir–Hinshelwood

adsorption model that assumes each adsorbate occupies one surface site (see Section B.9 and

Figure B.19(a, b)). We computationally predict cyclic voltammograms for Pt(211) and Rh(211)

with and without chloride (see Figure B.19(c, d)), assuming for each potential that the surface

reaches equilibrium, and show the predicted charge in Figure III.3(d). We focus on qualitative

trends of DFT-predicted adsorption energies between the two metals and with increasing chloride

concentrations. The absolute values of the DFT-predicted adsorption energies are not

quantitatively accurate to experiment because of challenges with predicting anion adsorption at

solvated interfaces.85 Additionally, as the experimental measurements are on polycrystalline Pt

and Rh but our computations model monocrystalline catalysts, the comparison between the

experimental and computational results is qualitative.

The trends in charge from the computational cyclic voltammogram on Rh(211) and

Pt(211) (Figure III.3(d)) qualitatively agree with the experimental trends on Rh and Pt

(Figure III.3(c)). Chloride adsorbs strongly to the surface and competes with hydrogen to occupy

sites. The decrease in the amount of adsorbed hydrogen is shown by the decrease in hydrogen

adsorption charge on Rh(211) (Figure III.3(d)). For Pt(211), the total charge is higher at low

chloride concentrations and decreases at high chloride concentrations. From both the
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experimental and computational studies of hydrogen and chloride adsorption on Rh and Pt, we

demonstrate that chloride interacts strongly with these metal surfaces by competitively occupying

sites in the Hupd region, with chloride adsorbing more strongly on Rh than on Pt.

Based on the competitive Langmuir adsorption model, if we include nitrate adsorption

then we expect that chloride and nitrate would compete to adsorb on the FCC(211) sites. Due to

this competition, the presence of chloride would cause a decrease in the nitrate coverage, and thus

reduction rate. Because chloride adsorption is potential-dependent, this inhibition would also be

potential-dependent.
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Figure III.3: The anodic current during an oxidative scan as a function of potential for different
concentrations of Cl– on (a) Rh wire in 1 M H2SO4 and (b) Pt RDE in 1 M HClO4 at 100 mV/s.
(c) Relative charge (&/&0) of Hupd (0 to 0.4 V vs. RHE) on Rh wire and Pt RDE from (a) and (b),
respectively. Rh and Pt are represented by black circles and green squares, respectively. (d) The
computationally predicted &/&0 on Rh(211) and Pt(211) was calculated by modeling the surface coverages
of hydrogen and chloride from 0 to 0.4 V vs. RHE based on DFT modeling and assuming a scan rate of
100 mV/s.
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III.3.3 Computational model of chloride poisoning of NO3RR on Pt and Rh

We expand the adsorption model assuming competitive adsorption among H∗, NO3
∗, and

Cl∗ and model the equilibrium coverages of these three species as a function of potential. The

predicted equilibrium coverages are shown in Figure III.4(a, b) for Rh(211) and Pt(211) at

pH = 0 with 1 M NO3
– and 0 to 10−3 M Cl– . For Rh(211) and Pt(211), the DFT-predicted

Δ�NO3
is −1.44 kJ/mol and 47.6 kJ/mol at 0 V vs. SHE respectively. The weaker adsorption of

nitrate to Pt(211) compared with Rh(211) is consistent with previous reports.25 For Rh(211), even

small concentrations of chloride greatly change the coverages of adsorbed species on the surface.

Although Rh binds nitrate relatively strongly, chloride is bound even more strongly, and the

equilibrium coverage is dominated by Cl∗. On Pt(211), nitrate has low coverage in this potential

range, therefore the hydrogen coverage with and without 1 M NO3
– is almost identical and the

nitrate coverage approaches zero when chloride is present.

If we assume the RDS of NO3RR is the surface reaction between nitrate and hydrogen

(Eq. (III.9)), the rate should be proportional to the coverage of nitrate times the coverage of

hydrogen (\H\NO3
) as written in Eq. (III.10). The product of these two coverages on Rh(211) and

Pt(211) is shown in Figure III.4(c, d), both with and without chloride. The maximum in reaction

rate for 0 M Cl– is qualitatively similar to what has been observed experimentally for NO3RR on

these two surfaces.38 Particularly, the maximum rate is at a more positive potential on Pt than on

Rh due to the weaker adsorption of nitrate on Pt. As expected, chloride decreases \H\NO3
,

supporting the hypothesis that the decrease in NO3RR activity from chloride arises from

competitive adsorption of chloride. If we instead plot \∗\NO3
, proportional to the rate law if the

RDS is direct nitrate dissociation (Eq. (III.4)) the same trend is seen for Rh(211)

(Figure B.20(a, c)), but the behavior on Pt(211) does not match our experimental data
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Figure III.4: Predicted equilibrium coverage (\8) of hydrogen, chloride, and nitrate on (a) Rh(211) and
(b) Pt(211) at pH = 0 with nitrate (1 M NO3

– ) and chloride (Rh: 10−10 M, 10−9 M; Pt: 10−9 M, 10−6 M,
10−3 M Cl– ) assuming a single-site competitive adsorption model. Large arrows show direction of change
in coverage as the chloride concentration is increased. The product of the equilibrium hydrogen and nitrate
coverages is shown for (c) Rh(211) and (d) Pt(211) under the same conditions. Note that the data in (d) is
multiplied by 105 because of the low coverage of nitrate on Pt. Adsorbed species line color guide for
(a) and (b): H∗ (black), NO3

∗ (blue), and Cl∗ (green).

(Figure B.20(e, g)), indicating Pt follows a H-assisted mechanism, whereas for Rh it is unclear

which of the two mechanisms is occurring. Nitrate adsorbs stronger on Rh compared to Pt,

nevertheless the Rh surface is poisoned more than that of Pt because of the stronger adsorption of

chloride on Rh. This is evident by comparing the value of \H\NO3
with and without chloride on

Rh(211) and Pt(211) in Figure III.4(c, d), where the relative decrease is higher for Rh(211) at the

same chloride concentration.

The data in Figure III.4 shows that the decrease in \H\NO3
in the presence of chloride is

mainly from the decrease in the coverage of nitrate rather than a decrease in the hydrogen
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coverage. This effect is clearly demonstrated on Rh: as the concentration of chloride is increased

from 0 M to 10−9 M Cl– , \H only moderately decreases whereas \NO3
is considerably lowered

(i.e., from 0 to 10−9 M Cl– at 0.05 V vs. RHE, \H decreases from 0.8 to 0.5 and at 0.2 V vs. RHE,

\NO3
decreases from almost full coverage to 0.2; see Figure III.4(a)). A similar effect occurs for

Pt at more positive potentials (where nitrate has a higher coverage). Therefore, although there is

competition for sites between all three species, based on the adsorption energies the competition

between the two adsorbing anions (Cl– and NO3
– ) is most responsible for the decrease in the

NO3RR rate. The reason that Rh is still poisoned by Cl– , even though Rh(211) binds NO3
– more

strongly than Pt(211) (by 49 kJ/mol), is that Rh(211) also binds Cl– more strongly than Pt(211)

by a similar amount (39 kJ/mol). By showing that the NO3RR poisoning is due to the

competition of nitrate and chloride we rationalize our experimental studies in Figure III.2 for Pt

and Rh. At more positive potentials the chloride coverage is higher for Pt (Figure III.3(c, d) and

Figure III.4(b)), explaining the higher inhibition in Figure III.2(b) at more positive potentials.

For Rh, where the coverage of chloride is more constant with potential (Figure III.3(c, d)), the

inhibition of the NO3RR rate is more constant as shown in Figure III.2(b).

III.3.4 Modeling chloride and nitrate adsorption and nitrate dissociation on metals and

rhodium sulfide

Nitrate reduction is inhibited when chloride adsorbs strongly to the catalyst surface and

blocks sites, thus we explore whether certain metals and RhGSH can adsorb Cl– weakly while

adsorbing NO3
– strongly. The Gibbs energies of adsorption for both NO3

– and Cl– on metal

FCC(211) surfaces are computed using the same methods as described for Rh(211) and Pt(211).

The computed nitrate and chloride adsorption Gibbs energies are shown in Figure III.5(a) at

0 V vs. SHE for the FCC(211) surfaces of Ag, Au, Cu, Pd, Pt, and Rh. We observe a linear
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adsorbate scaling relationship between the nitrate and chloride energies on these metals, indicated

by the blue dotted line. The positive slope of the scaling relationship for metals implies that Cl–

adsorption energy increases concomitantly with the NO3
– adsorption energy. Although Rh

adsorbs NO3
– more strongly than Pt, it also adsorbs Cl– proportionally more strongly. Because of

linear adsorbate scaling relationships and the fact that nitrate and chloride adsorption should shift

similarly with potential, competitive adsorption of nitrate and chloride will be a persistent issue on

many metals. This adsorbate scaling relationship reveals that these metal surfaces would not be

able to adsorb nitrate strongly (desired for NO3RR activity) and chloride weakly (desired for

resistance to chloride poisoning).

Figure III.5: (a) Computed Cl– and NO3
– adsorption Gibbs energies on metal FCC(211) surfaces (blue

circles), pristine RhGSH surfaces (red triangles), and S-defected RhGSH surfaces (black squares) at
0 V vs. SHE. The linear fit for metal FCC(211) surfaces is Δ�Cl = 0.69Δ�NO3

− 54 kJ/mol with
coefficient of determination A2

= 0.9338. The linear fit for the S-defected RhGSH surfaces is
Δ�Cl = 0.88Δ�NO3

− 75 kJ/mol with A2
= 0.9997. Error bars for uncertainties from the BEEF–vdW

functional are shown. Top view of nitrate and chloride adsorption sites on (b) pristine and (c) S-defected
RhGSH surfaces. Teal = Rh, yellow = S, green = Cl, red = O, indigo = N, dashed circle = S vacancy.
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Linear adsorbate scaling relationships for one class of materials can be broken by moving

to a different class of materials such as metal sulfides.86 We predict that Gibbs energies of Cl– and

NO3
– adsorption on the surfaces of pristine Rh2S3(001), Rh3S4(100), and Rh17S15(100) are not

constrained to the linear adsorbate scaling relationship established for metal FCC(211) surfaces

(Figure III.5(a)). The RhGSH surfaces shown in Figure III.5(b) adsorb chloride more weakly

relative to the metals. These RhGSH surfaces (particularly Rh3S4) bind H+ with Δ�H

near 0 kJ/mol (ideal for hydrogen evolution/oxidation) while binding Cl– weakly (Figure B.26),

which is why RhGSH is more active for hydrogen evolution in the presence of halides (e.g., Cl– )

than metals.33 However, for RhGSH/C, we report a 33–42% inhibition of NO3RR rate with

1 mM Cl– (Figure III.2), similar to the inhibition on Pt/C (32–52%) and Rh/C (56–63%). This

finding indicates that the active site for NO3RR on RhGSH may follow Cl– –NO3
– adsorbate

scaling relationship similar to those of pure metals. In addition, the RhGSH surfaces shown in

Figure III.5(b) adsorb nitrate very weakly (Δ�NO3
> 80 kJ/mol), thus it is unlikely the pristine

RhGSH surfaces are responsible for the NO3RR activity seen in Figure III.2(a).

Oxygen vacancies catalyze nitrate reduction on TiO2 and other metal oxide surfaces,71 and

active sites for metal sulfides are often S vacancies87,88 or partially reduced surfaces,28,87–91 so we

investigate S vacancies in RhGSH as possible active sites for NO3RR. We study S vacancies

present on each of the three RhGSH surfaces (Figure III.5(c)). RhGSH is known to have partially

exposed metal atoms because of sulfur leaching from extended X-ray absorption fine structure in

strongly acidic conditions (6 M triflic acid).28 Though the 1 M H2SO4 solution we use to

investigate RhGSH/C here is less harsh, we expect a small amount of sulfur leaching from RhGSH to

occur. As done for the pristine surfaces, Cl– , H+, and NO3
– adsorption Gibbs energies are

calculated on S-defected Rh2S3(001), Rh3S4(100), and Rh17S15(100). Gibbs adsorption energies
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of Cl– and NO3
– on the three defected surfaces are shown in Figure III.5(a) also show linear

scaling, indicated by the dotted black line (Δ�H values are included in Figure B.26). The linear

adsorbate scaling relationship for the S-defected RhGSH is similar to that found on the transition

metals. Nitrate adsorbs more strongly to S vacancy sites on RhGSH compared to their pristine

surface counterparts. However, the S vacancy sites also adsorb Cl– more strongly and would

likely be poisoned by chloride. The similar experimental chloride poisoning on RhGSH/C and

Rh/C (Figure III.2) implies that the active site may contain a S vacancy, as S vacancies follow the

nitrate and chloride scaling relations. Because the S-defected Rh3S4(100) is the surface that has

the strongest calculated nitrate adsorption, most similar to Rh(211), we hypothesize it is the active

site, as it would have the highest coverage of nitrate on the surface. However, the rate constant of

the surface reaction will also strongly affect the rate and is dictated by the activation energy of the

RDS, thus to predict the active site we need to include both of these factors.

We predict the transition state energies for the direct (Eq. (III.4)) and H-assisted nitrate

dissociation (Eq. (III.9)) reactions on pristine and S-defected RhGSH surfaces to estimate the

activation energies and rate constants of nitrate reduction and clarify the active site and nitrate

dissociation mechanism. The data in Figure III.6 shows the predicted transition state and

intermediate energies of nitrate to nitrite on Rh2S3(100), Rh3S4(100), and Rh17S15(100), both

without (Figure III.6(a, c)) and with (Figure III.6(b, d)) S vacancies. For comparison, the

energy profile for direct nitrate reduction to nitrite on Rh(211) is shown in Figure III.6(a). The

geometries are shown in Figures B.14–B.17. The corresponding activation barriers (�0) are in

Table B.6. For direct reduction, shown in Figure III.6(a, b), all barriers represent a single

dissociation step (NO3
∗ −→ NO2

∗ + O∗), so �0 is just the difference in the energy of the transition

state and the adsorbed nitrate. However, for H-assisted reduction in Figure III.6(c, d), a two-step

89



mechanism is possible: hydrogenation of nitrate (H∗ + NO3
∗ −→ HNO3

∗ + ∗) followed by

dissociation of nitric acid (HNO3
∗ + ∗ −→ NO2

∗ + HO∗). For the H-assisted nitrate dissociation,

we take the highest barrier for any step on a specific surface as the �0 for the reaction on that

surface. For S-defected Rh3S4(100) and Rh17S15(100), barrier calculations did not converge when

HNO3
∗ was modeled as an intermediate, so the barrier was modeled as a single, combined

hydrogenation–dissociation step (H∗ + NO3
∗ −→ NO2

∗ + HO∗) in Figure III.6(d). We were

unable to obtain a converged barrier for H-assisted reduction on Rh(211) after several

computational attempts, so we include only the direct nitrate dissociation on Rh(211).
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Figure III.6: Reaction energy diagram for nitrate to nitrite dissociation on Rh2S3(001), Rh3S4(100),
Rh17S15(100), and Rh(211) surfaces at 0 V vs. SHE. Diagrams are shown for (a, c) pristine versus
(b, d) S-defected RhGSH surfaces, and for (a, b) direct nitrate dissociation versus (c, d) H-assisted
dissociation. Energies are referenced to the initial state in each diagram, and ‡ refers to a transition state.
Color key shown in panel (a): teal = Rh2S3(001), orange = Rh3S4(100), purple = Rh17S15(100),
gray = Rh(211).
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With the adsorption energies of hydrogen and nitrate and activation barriers to convert

NO3
∗ to NO2

∗ calculated on each surface, a theoretical turnover frequency (TOF) can be

calculated for each facet and reaction mechanism. The adsorption energies are used to obtain the

quasi-equilibrated \NO3
, \∗, and \H, as described in Section B.9. The computed barriers are used

to estimate the rate constants :4 and :9 in Eqs. (III.8) and (III.10), respectively, from an

Arrhenius model where 10−12 s−1 is chosen as a representative pre-exponential factor for all

reactions (see Sections B.10 and B.16). The parameters input into the microkinetic model are

shown in Table B.6. Figure III.7 shows the computed TOFs for each facet and the two possible

mechanisms over the potential range � = 0 to 0.4 V vs. RHE.

The computed TOF curves as a function of applied potential in Figure III.7 predict that

S-defected Rh3S4(100) (Figure III.7(b)) has the highest activity and follows the direct nitrate

dissociation mechanism. The TOF is higher on the S-defected Rh3S4(100) facet than on any other

sulfide facet, as well as Rh(211). Although the S-defected Rh3S4(100) facet is predicted to have

the highest activity by the H-assisted mechanism at potentials less than 0.15 V vs. RHE

(Figure III.7(d)), the absolute TOF through this mechanism is still lower than that of direct nitrate

dissociation on the same surface. For applied potentials less than 0.35 V vs. RHE, no pristine

surface is more active than Rh(211) (Figure III.7(a)). The high activity of S-defected Rh3S4(100)

is due to its strong nitrate adsorption energy, which enables high coverages of nitrate, and its

relatively low activation barrier for nitrate dissociation (Figure III.6(b)). S-defected Rh3S4(100)

has a direct nitrate dissociation barrier lower than that of Rh(211), as well as comparable nitrate

and chloride adsorption energies, rationalizing the high activity but moderate chloride poisoning

resistance of RhGSH/C observed experimentally (see Figure B.27 for the computational TOFs of

S-defected Rh3S4(100) in the presence of chloride). The experimental observation that RhGSH/C
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Figure III.7: Computed TOFs for nitrate-to-nitrite dissociation as a function of applied potential on
Rh2S3(001), Rh3S4(100), Rh17S15(100), and Rh(211), with initial solution concentrations of [NO3]0 =
[H+]0 = 1 M and [Cl−]0 = 0 M. Diagrams are shown for (a, c) pristine versus (b, d) S-defected RhGSH

surfaces, and for (a, b) direct nitrate dissociation versus (c, d) H-assisted dissociation. Temperature is
298 K.

has a higher nitrate reduction current density than Rh/C in 1 M H2SO4 + 1 M NaNO3, but only by

a factor of 1.6 to 5.6, is different than the several orders of magnitude shown in Figure III.7. We

attribute this qualitative agreement but quantitative disagreement to (1) inaccuracies in our DFT

modeling protocol, and (2) the fact that the predicted TOFs in Figure III.7 are for activity per

site, and there may in fact be many fewer S-defects in the experimental system compared to

non-defected sites, causing the measured TOF to be lower. However, as S-defected Rh3S4(100) is
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the most active defect site, and none of the pristine sites are predicted to have high nitrate

reduction activity, we attribute the activity of RhGSH/C for nitrate reduction to this site.

Future work to improve the performance of NO3RR electrocatalysts in the presence of

chloride will require verification of the active site and mechanism and preparation of materials

with a higher fraction of these active sites. Selecting appropriate synthesis procedures and

conditions will promote morphologies containing more such active sites at the surface.92 Further

testing of the hypothesis that the direct nitrate reduction mechanism is dominant on RhGSH and

H-assisted mechanism is dominant on Pt may consist of isotopic labeling studies to identify

kinetic isotopic effects. Spectroscopy to determine the active site of RhGSH or to confirm the

H-assisted mechanism may include electron paramagnetic resonance experiments to detect O- or

H-containing radicals,93 which may arise in the hydrogenation of nitrate and the dissociation of

HNO3. Ultimately, spectroscopy, such as Raman35 or X-ray absorption spectroscopy,28 under

NO3RR conditions is necessary to identify the catalyst structure. Additionally, the activity of the

Rh3S4 phase can be tested by preparing RhGSH with a higher fraction of Rh3S4 and determining

whether the NO3RR activity increases proportionally.28,35 Higher catalyst utilization can be

achieved by decreasing the particle size94 or synthesizing RhGSH catalysts as a shell over a less

expensive and more earth-abundant core95 to increase the fraction of active sites to total Rh

atoms. Based on recent studies of the dependence of nitrate reduction activity on particle size,73,74

RhGSH/C may be even more active than Rh/C and Pt/C if compared at the same particle size.

Future particle size studies are needed to verify this hypothesis. Exploration of site-specific

competitive adsorption of NO3
– and Cl– on Pt may be done using single crystals and

deconvolution of the Hupd peaks.79,80 To decrease the cost of the catalysts, new metal sulfides

made of earth-abundant materials may be a useful target.96
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III.4 Conclusions

In this work, we show RhGSH/C is more active for electrocatalytic nitrate reduction than Rh

and Pt and has 67% Faradaic efficiency towards NH4
+ at 0.1 V vs. RHE in 0.1 M HNO3. When

Cl– is present, however, NO3RR on RhGSH/C is inhibited only slightly less than Pt/C and Rh/C, in

contrast to the highly halide-poison-resistant behavior of RhGSH/C for reactions such as the oxygen

reduction and hydrogen evolution reactions. We develop microkinetic models considering direct

and H-assisted nitrate dissociation to nitrite as the rate-determining step on Pt and Rh. We find

that H-assisted nitrate dissociation best matches the experimentally observed NO3RR activity and

rate inhibition with chloride for Pt, whereas Rh may undergo either H-assisted or direct nitrate

dissociation. Microkinetic modeling shows that competition between nitrate and chloride for

surface coverage greatly influences the nitrate reduction rate. From DFT-calculated adsorption

energies and microkinetic modeling, we show that metals that adsorb nitrate strongly and are

active for NO3RR will also adsorb chloride strongly and thus suffer inhibited NO3RR activity.

Rh3S4 terraces with S vacancies are predicted to adsorb nitrate strongly and have low activation

barriers for direct nitrate dissociation compared to pristine surfaces, resulting in higher activity.

S-defected Rh3S4(100) is predicted to also adsorb chloride strongly and thus exhibit decreased

NO3RR rates, consistent with experimental measurements. Although RhGSH/C is partially

inhibited by chloride, it is more resistant to chloride poisoning and more active for NO3RR than

Pt/C or Rh/C. This makes RhGSH/C a suitable catalyst for processes involving nitrate reduction

with chloride present and motivates further studies of S vacancies in metal sulfides for NO3RR.
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CHAPTER IV

Perovskite Oxynitrides: Trends in Thermodynamic Stability and Anion Ordering

Note:

This chapter is adapted with permission from Young, S. et al. Thermodynamic Stability and Anion
Ordering of Perovskite Oxynitrides, Chemistry of Materials 2023, doi: 10.1021/acs.chemmater.3c00943.
Copyright 2021 by American Chemical Society. Jiadong Chen performed all calculations for the
computational Pourbaix diagrams, and my contribution is the remainder of the work.

IV.1 Introduction

Heteroanionic materials are a class of compounds in which cations (often transition

metals, but possibly any metal, inorganic, or organic cation) coordinate with two or more anions.

This class includes materials such as metal oxysulfides, metal oxynitrides, and metal oxyfluorides.

Heteroanionic materials have several applications, including in energy storage as battery cathode

materials,1 in solid-state illumination as phosphor materials,2 and in ammonia synthesis as

electrocatalysts.3 The heteroanionic material design space is vast owing to the many possible

combinations of metal cations, anion choice, anion ordering, and lattice structures.1 Perovskites

are a subset of heteroanionic compounds characterized by at least two metal cations surrounded by

anions arranged in polyhedral geometry. Perovskite materials are well known for their applications

in photovoltaics,4 but have also been used for water splitting5 and light-emitting diodes.6

Perovskite oxynitrides (PONs) are a special case of perovskite oxides in which the anion

sites are occupied by either O or N, with the general single-PON formula ABO3– xNx, with
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0 < G < 3. While some PONs with anion defects may have anions arranged on non-octahedral

polyhedra that share faces or edges, in this work we consider only defectless perovskite structures

with corner-sharing octahedra. Single PONs consist of 12-fold-coordinated A-site cations and

6-fold-coordinated B-site cations, with the B-site cations coordinated by octahedra of O or N

anions that may arrange to form anion disorder, short-range order, or long-range order. Along

with anion ordering and composition, the choice of A and B metal cations with multiple possible

oxidation states creates a large combinatorial space for tuning the physical and electronic

properties of these materials. At least 68 single PON materials have been synthesized, and many

more potentially stable PONs have been predicted.7

Because the vast space of PON compounds has not yet been thoroughly explored, many

promising material chemistries are likely unrealized. Understanding how chemical composition

and anion ordering affect the stability of single PONs is critical to realize their synthesis and

utility in several applications. Here we employ a density-functional-theory (DFT)-based,

hierarchal down-selection approach to study PON stability across a wide compositional space of

single PONs. We recognize that a full study of PONs would include the significantly larger design

space of double and layered PONs, but for reasons of computational tractability we limit the scope

of this work to the high tunability already possible in single PONs. This high compositional

tunability may enable fine-tuning the physicochemical properties of these materials, making them

useful for a variety of applications including electrochemical reactions,3,8 photocatalysis,9

photovoltaics,10 and ionic semiconduction.11 Figure IV.1 shows our four-part approach for

finding stable single PONs. To create a feasible search space, we begin by enumerating cation

pairs likely to form stable PON structures using selected elements along with filtering rules to

keep the number of DFT calculations feasible (Figure IV.1(a)). Second, we address the question
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of anion ordering by enumerating symmetrically distinct orderings of O2– and N3– within the

single PON unit cell and evaluating their relative ground-state energies when paired with

representative cation pairs (Figure IV.1(b)). Third, we combine the enumerated cation pairs and

prototypical stable anion ordering determined in the first two steps to form a set of single PON

compounds. For each single PON compound, we calculate the energy above the thermodynamic

convex hull as a metric of stability (Figure IV.1(c)).12 Finally, we explore the stability of two

selected PONs, CaReO2N and LaTaON2, in aqueous electrochemical reactions by creating

Pourbaix diagrams and mapping regions of electrochemical stability as a function of applied

potential and pH (Figure IV.1(d)). Our workflow demonstrates that cis ordering of O and N

anions around the B(O, N)6 octahedra is preferred above trans ordering, consistent with literature

reports of synthesized perovskite oxynitrides and oxysulfides.13,14 Our screening identifies a set of

85 stable (≤ 10 meV/atom) and 109 metastable (> 10 meV/atom and ≤ 25 meV/atom) PONs,

potentially tripling the space of known stable PON materials. The most stable compositions

involve La, Pb, Nd, Sr, Ba, or Ca as the A-site cation and Re, Os, Nb, or Ta as the B-site cation.

Evaluating the stability of CaReO2N and LaTaON2 shows that while both are stable with regard to

decomposition to other solid compounds, only LaTaON2 is also stable under reasonable aqueous

electrochemical operating conditions.
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Figure IV.1: Workflow for identifying stable perovskite oxynitride compounds. The workflow involves
four major steps: (a) cation pair selection, (b) anion ordering selection, (c) energy-above hull analysis, and
(d) electrochemical stability analysis via computational Pourbaix diagrams.

IV.2 Methods

All DFT calculations were performed using the Vienna Ab Initio Simulation Package

(VASP), version 5.4.4.15–18 Calculation preparation and post-processing were done using the

Atomic Simulation Environment19 (version 3.17) and Pymatgen20 (version 2020.1.28) libraries.

Unless otherwise noted, all calculations used the same VASP settings used in the Materials

Project (as implemented in the MPRelaxSet class in Pymatgen) to compare results with the

Materials Project database.21 The projector-augmented wave method and associated

pseudopotentials were used to describe core electrons,22,23 and the PBE exchange-correlation

functional was used.24 Calculations were spin-polarized, with plane waves expanded in a basis set

up to 520 eV. k points were determined automatically according to the MPRelaxSet standard with

a reciprocal k point density of 64 k points/Å−3
in reciprocal space. For each PON structure, we

adjusted the ground-state energy to include corrections to oxide energies and GGA +* energies

that are necessary to combine our ground-state energies with Materials Project data.25,26
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The PON structures were modeled using an idealized cubic crystal %<3̄<
√

2 ×
√

2 × 2

cell with 20 atoms total and lattice vectors (0, 1, 2) = (5.40776 Å, 5.40776 Å, 6.64773 Å) based

on material mp-4019 of the Materials Project database.21 Although we used this cubic crystal as

the template for all geometry relaxations, we allowed for each PON to relax out of cubic

symmetry. For geometry relaxations used to calculate PON decomposition energies, we

conducted relaxations of cell volume, cell shape, and ion position (i.e., ISIF = 3) at least two times

to alleviate errors arising from Pulay stresses. Relaxations of cell volume and cell shape also

allow for each PON to adopt symmetry and octahedral tilts other than those specified in our

idealized geometry. For geometry relaxations used to determine the prototypical anion ordering,

we conducted at least two relaxations of cell shape and volume (ISIF = 2), followed by a

relaxation of ion positions (ISIF = 1). Geometry relaxations proceeded using conjugate gradient

or quasi-Newton force optimizers. For bulk relaxations of PON structures, we used a tighter

electronic tolerance (10−5 eV) compared to the Materials Project default (10−3 eV) to help some

structures converge. Where necessary, VASP mixing parameters were adjusted and RMM-DIIS

iterations were replaced with blocked Davidson iterations to ensure self-consistent electronic

convergence. Anion orderings were obtained for the 12 anion sites in our
√

2 ×
√

2 × 2 PON

supercell. We enumerated anion orderings assuming fixed O2N or ON2 anion compositions, with

each anion allowed to occupy any of the octahedral vertex sites around the B-site cations. The

Enumlib software package was used to enumerate symmetrically distinct anion orderings under

constraints of anion composition.27

Five-dimensional computational Pourbaix diagrams were created for the Ca–Re–O–N–H

and La–Ta–O–N–H systems. These many-component Pourbaix diagrams were constructed from

the half-space intersection for all phases in each system, with the phase of lowest Pourbaix
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potential identified as the stable phase at the given conditions.28,29 Ion energies are obtained from

the Materials Project Pourbaix diagram framework.30 Details of the Pourbaix potential derivation

are provided in Section C.5.

IV.3 Results and discussion

(a)
(b)

Figure IV.2: Perovskite oxynitride cation pairs predicted to fall within the geometric hull.

(a) Structure map of Goldschmidt tolerance and octahedral factors for various single PON cation pairs.
Experimentally stable points (green triangles) refer to PONs that have been synthesized and form an
geometric hull (black dashed line).31 Proposed cation pairs (brown circles) refer to the PONs that we
screened for stability. (b) Heatmap showing the counts of proposed PON compounds that fall inside the
geometric hull. Blank cells indicate that no proposed PON of that cation pair falls within the geometric
hull. All cation pairs with a count of 1 are ABO2N.

The four parts of our workflow in Figure IV.1 filter the space of single PONs for stable

candidates. Section IV.3.1 discusses our enumeration of cation pairs, including classification of

in-hull or out-of-hull status based on the Goldschmidt tolerance and octahedral factors.

Section IV.3.2 details this study’s principal effort to improve the accuracy of stability predictions

by identifying a prototypical anion ordering that is generally preferred across all cation

chemistries. Section IV.3.3 reports our screening process to identify stable PON structures by

combining the cation pairs identified in Section IV.3.1 and the anion ordering identified in
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Section IV.3.2. Section IV.3.4 discusses using Pourbaix diagrams to further evaluate stability in

the context of electrochemical reactions and highlights the need to supplementing general catalyst

searches with application-specific screening.

IV.3.1 Cation pair selection

As a first line of screening and to more clearly focus on the influence of cation chemistry

and anion stoichiometry on stability, we focused on two PON compositions: ABO2N and ABON2.

We selected A- and B-site cations from a set of 57 elements focusing on non-radioactive transition

and post-transition metals, rare-earth metals, alkali metals, and alkaline metals (Figure C.1).

Allowable cation pairs were determined by enumerating pairs of A and B cations with nominal

charges adding to +7 or +8 (i.e., to charge-balance the anions in ABO2N or ABON2 compositions,

respectively), and for which A and B were not the same element. Pairs of cations with multiple

oxidation states, such that given cation pair could add to both +7 and +8 charges, or to the same +7

or +8 charge in different ways, were counted as separate pairs. This enumeration process resulted

in a set of 310 unique cation pairs. We note that a recent study by Wang et al. investigating the

stability of oxynitrides, oxyfluorides, and nitrofluorides included a few Tc-containing oxynitride

cation pairs not found by our enumeration process, specifically BaIITcVO2N, CaIITcVO2N,

PbIITcVO2N, LaIIITcVO2N, SrIITcVO2N, and LaIIITcIVO2N. While our enumeration excludes

radioactive elements, we include these six cation pairs for completeness and for comparison to

that study, bringing the total number of unique cation pairs to 316.

Screening studies of perovskite structures often exploit geometric descriptors, such as the

Goldschmidt tolerance32 and octahedral33 factors based on ionic radii, to predict whether a metal

oxide of certain cation chemistry will crystallize in perovskite geometry. Some PONs are known
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to be stable, meaning that experiments have verified their synthesizability into some type of

perovskite geometry rather than another that of a non-perovskite polymorph. Proposed PON

structures with Goldschmidt tolerance and octahedral factors close to those of known stable PONs

are themselves more likely to prefer perovskite geometry when crystallizing. For each of the 316

unique proposed cation pairs and the 68 cation pairs of known stable PONs, we calculated the

Goldschmidt tolerance32 and octahedral34 factors using geometric means of the ionic radii in each

structure. Table IV.1 shows how these geometric means are used to adapt the Goldschmidt

tolerance and octahedral factors for perovskite oxynitrides. Here, A�, A�, A$ , and A# are the ionic

radii of the A-site cation, the B-site cation, an oxide anion, and a nitride anion, respectively.

Oxidation-state-dependent Shannon ionic radii were obtained from Shannon’s 1976 revised

Table IV.1: Geometric-averaged Goldschmidt tolerance and octahedral factors for ABO2N and

ABON2 perovskite oxynitrides.31

Goldschmidt tolerance factor Octahedral factor

ABO2N
[(AA + AO)8(AA + AN)4]1/12

√
2[(AB + AO)4(AB + AN)2]1/6

AB

(A4

OA
2

N)1/6

ABON2
[(AA + AO)4(AA + AN)8]1/12

√
2[(AB + AO)2(AB + AN)4]1/6

AB

(A2

OA
4

N)1/6

tables.35 The list of all cation pairs considered, with their Goldschmidt tolerance and octahedral

factors, is given in Table C.1.

The resulting data appear in Figure IV.2(a), which displays a structure map for the

proposed and known stable cation pairs. The 68 known stable cation pairs were used to form a

convex hull shape against which we compare the 316 unique proposed cation pairs. To avoid

confusion with the concept of a thermodynamic convex hull, we refer to the convex hull shape as

the geometric hull. We consider a proposed PON with a certain cation pair likely to form
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perovskite geometry if its point on the structure map falls inside the geometric hull. Many

proposed cation pair points cluster nearby or inside of the geometric hull, indicating that there may

be many yet-undiscovered PONs that are experimentally stable. Of the 316 unique cation pairs, 90

(28.5%) fall within the geometric hull and 226 (71.5%) fall outside. Additionally, a number of

points lie outside of but visually close to the geometric hull (i.e., within a perpendicular Euclidean

distance of 0.02 units from an edge of the geometric hull). 28 of the 316 unique cation pairs fulfill

this this criterion. We later explore the possibility that the true region of stability may be different

than that enclosed by the hull of currently synthesized materials. The 90 points inside the

geometric hull mostly represent compounds with A ∈ {Ce, Nd, La} and B ∈ {Re, W, Mo, Ta, Nb}

(Figure IV.2(b)). In particular, many compounds with A = La or B = W are likely to form in

perovskite geometry, according to the Goldschmidt tolerance and octahedral factors. Our

first-pass analysis using only geometric factors identifies potential cation chemistries that lead to

stable PONs. However, the many points outside of but close to the geometric hull suggest that

some stable PONs might remain undiscovered using this method. This finding motivates a deeper

evaluation of stability with consideration of a prototypical anion ordering.

IV.3.2 Determination of prototypical anion ordering

We next address the question of which anion orderings are most stable in single PONs.

Screening PONs is complicated by the possibility of many anion orderings and the potential for

each unique cation pair to prefer a different anion ordering, making a DFT study of all possible

combinations infeasible. Thus, the present study focuses on understanding how the preferred

anion ordering changes as a function of cation charge configuration and identifying reasonable

prototypical anion orderings that can be used for many structures at once. For heteroanionic
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perovskite systems of two anions in which the anions have the same charge but vastly different

sizes, strain effects largely determine which anion orderings are preferred.14 This is the expected

behavior for perovskite oxysulfides, in which O2– and S2– are predicted to have effective Shannon

ionic radii of 1.40 Å and 1.84 Å, respectively.35 However, if the two anions have similar sizes but

very different charges, then the preferred anion orderings are likely those that minimize the total

electrostatic energy of the structure and will thus depend on the charges of the cations. We expect

this latter behavior with PON systems, in which the respective Shannon ionic radii of O2– and

N3– are 1.40 Å and 1.46 Å.

We propose that the dependence of anion order on cation choice can be modeled by

ranking the ground-state energies of a series of PON structures, each with the same cation pair but

different anion orderings. While it would be computationally infeasible to calculate the

ground-state energies of all possible anion orderings with all 316 unique cation pairs, we can

feasibly test all anion orderings combined with a limited set of cation pairs. We selected 16

unique cation pairs to use for anion ordering ranking, focusing on a subset of cation pairs that both

(i) spans a range of charge configurations and (ii) spans a range of A and B cation radii. The

selected charge configurations were AIBVI, AIIBV, and AIIIBIV for ABON2; and AIIBVI and

AIIIBV for ABON2. These criteria consider the effects both of cation charge (i.e., electrostatics)

and cation size (i.e., strain effects) that might affect the preferred anion ordering. Table C.3 shows

the list of cation pairs used for anion ordering analysis, along with their charges and ionic radii. We

preferred cation pairs in which at least one of the cations had no more than one nominal oxidation

state. The rationale behind this preference is that limiting the number of oxidation states reduces

the number of cation pairs that could be matched with both ABO2N and ABON2 compositions,

thus helping clearly distinguish the effect of PON composition on the preferred anion ordering.
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To find possible anion orderings, we began with an ideal ABO3
√

2 ×
√

2 × 2 perovskite

structure and explored partial substitution of O2– with N3– anions, subject to the constraints that

O2– and N3– compositions remain in a 2:1 ratio for ABO2N or 1:2 ratio for ABON2. We identify

32 symmetrically distinct anion orderings satisfying these constraints. These anion orderings are

shown in Figure C.2 for ABO2N and Figure C.3 for ABON2. Because of the symmetry of the

ABO2N and ABON2 compositions, the 32 anion orderings are the same between compositions

except for the swapping of O2– and N3– anions.

We next combined each of the 16 unique cation pairs chosen for this analysis with each of

the 32 anion orderings, choosing either the ABO2N anion orderings for cation pairs adding to a

charge of +7 or the ABON2 anion orderings for cation pairs adding to a charge of +8. In total, we

evaluated the ground-state energies of 512 structures. We calculate the ground-state energies

using DFT rather than point-ion electrostatic models such as the Madelung energy36 for reasons of

accuracy (Figure C.7). These calculations represent about 5% of the calculations needed to

exhaustively determine the prototypical anion ordering for all 316 unique cation pairs discussed

earlier. For each cation pair, the anion orderings were ranked in order of increasing energy

(Figures C.8–C.12 and Tables C.4–C.8), with the lowest-energy anion ordering for each cation

pair assigned a ranking number of 1, the second-lowest a ranking number of 2, and so on.

Cumulative rankings were calculated across all cation pairs tested by summing these ranking

numbers and by summing the relative ground-state energies, leading to the prediction of one anion

ordering in particular as most preferred on average over all cation pairs (Figure C.13). We

henceforth denote this first most preferred anion ordering, both in Figure C.13 and in the main

text, as $0, with the second most preferred anion ordering denoted $1, and so on.
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(a) (b) (c) (d)

(e) (i) (j)

Ordering O0 Ordering O0 Ordering O0 Ordering O0

A B O N

M Minority-composition anion M–B–M cis bond

Ordering O0 Ordering O5 Ordering O9

(f) (g) (h)

Figure IV.3: Rationalizing proposed anion ordering for general PON screening. All atom renderings

are of ideal (unrelaxed) geometry, while all energies shown are for DFT-relaxed geometry. (a)
√

2 ×
√

2 × 2

supercell showing the full structure of our proposed prototypical, stable anion ordering $0. (b) 2 × 2 × 4

supercell showing the topology of the $0 anion ordering with only the M–B–M bonds and no A-site

cations. M (dark gray) is the minority-composition anion (i.e., N for ABO2N and O for ABON2).

(c, d)
√

2 ×
√

2 × 2 supercells showing the $0 anion ordering, with A-site cations omitted for clarity, for

(c) ABO2N and (d) ABON2 structures. Dotted lines overlay the M–B–M cis bonds. (e) Top 10 cumulative

rankings by average ground-state energy for each anion ordering, across all 16 cation pairs tested and across

all 32 symmetrically distinct anion orderings (Figure C.13), with orderings $0, $5, and $9 (f–h) shown

for comparison. (i, j) Calculated relative DFT energy versus metrics of the amount of cis ordering for two

representative cation charge configurations. Points surrounded by dotted red circles indicate the $0 anion

ordering (Figure C.6).
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Figure IV.3 shows the $0 anion ordering and key results of the anion ordering analysis.

Figure IV.3(a–d) contains four different views of anion ordering $0. Figure IV.3(a) shows a full

$0 PON structure which has an ABO2N composition and arbitrary A and B cations.

Figure IV.3(b) shows a 2 × 2 × 4 supercell with an alternative view of the $0 anion ordering

focusing on the topology of M–B–M bonds between the B-site cation and the

minority-composition (M) anion. Figure IV.3(c, d) shows the skeletal framework of B–(O, N)

bonds for ABO2N and ABON2 compositions, respectively. These two structures are identical

except for the swapping of O and N elements. Figure IV.3(e) shows the rankings of $0 and a few

other anion orderings as measured by relative DFT energy averaged across all 16 cation pairs used

for anion ordering analysis (see Figure C.13 for rankings of all orderings). This ranking predicts

$0 to be thermodynamically preferred over all other anion orderings, on average.

Figure IV.3(f–h) shows the 2 × 2 × 4 supercells of bonding topology for a few selected anion

orderings of different averaged relative DFT energy. Finally, Figure IV.3(i, j) shows how certain

measures of the degree of M–B–M cis bonding relate to ground-state energy.

In PON structures where the compositions of each anion are not equal, changing the

positions of M–B–M bonds will affect the degree of M–B–M cis bonding in the structure. The

topology and degree of M–B–M cis bonding are important factors in rationalizing why certain

anion orderings are preferred in PON structures. The degree of cis ordering within each B-site

octahedron has been shown to correlate to thermodynamic stability in other heteroanionic

perovskite compounds. For example, a recent computational study that exhaustively evaluated all

possible anion orderings of the metal oxysulfide SrHf(O0.5S0.5)3 predicted that the preferred anion

ordering must have anions arranged in a cis configuration around the B-site cation.14 This

preferred ordering was rationalized in terms of competing electronic, electrostatic, and strain
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effects. Additionally, a neutron- and electron-diffraction study of SrBO2N (B = Nb, Ta) PONs

found that SrBO2N consistently prefers a partial anion ordering with –B–M– bonds forming

cis-oriented chains within the equatorial planes of the BO2N octahedra.13 The present work tests

the hypothesis that similar cis orderings are preferred for perovskite oxynitrides generally.

The preferred $0 anion ordering contains many instances of cis bonding. To rationalize

quantitatively the importance of cis bonding in PON compounds (and why some cis-ordered anion

orderings are lower in energy than others), we calculated two simple metrics of the degree of cis

bonding: the global fraction of cis bonding and the number of cis octahedra. For each anion

ordering, the global fraction of cis bonding is calculated by counting all of the M–B–M bonds

within a
√

2 ×
√

2 × 2 supercell and determining which fraction of those bonds have a 90
◦ angle

through the B-site cation. The number of cis octahedra is calculated by counting how many of the

four octahedra in a
√

2 ×
√

2 × 2 supercell contain at least one cis M–B–M bond (Figures C.4

and C.5). These metrics were chosen to measure not just how often M–B–M cis bonding occurs

in an anion ordering, but also whether anion orderings with M–B–M cis bonds distributed

throughout the structure are preferred about those with such bonds concentrated in one part of the

structure. Figure IV.3(i, j) shows these metrics for all 32 anion orderings when combined with

cation pairs of charge configurations AIBVI and AIIIBV, respectively, with data for the remaining

charge configurations shown in Figure C.6. Although there is too much variance in the relative

ground-state energies of each anion ordering to state strong quantitative correlations, some trends

exist. The points near global cis fractions of 0.0, 0.6, and 1.0 form three general clusters. The

point at the bottom of each cluster indicates the anion ordering leading to the minimum possible

ground-state energy for a certain global cis fraction, similar to a thermodynamic convex hull plot.

As the global cis fraction increases, the bottom point of each cluster becomes lower in energy,
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indicating that a higher fraction of cis bonds enables lower-energy anion orderings. A similar

relationship exists between the relative ground-state energy and the number of cis octahedra. The

clusters at a 0.0 global cis fraction tend to be composed of anion orderings with cis bonds

distributed across zero or one octahedra. The clusters at a 0.6 global cis fraction generally have

anion orderings with cis bonds distributed across two or three octahedra, and for a 1.0 global cis

fraction, cis bonds are usually distributed across all octahedra in the anion ordering. In general,

anion orderings with zero or one cis octahedra are higher in ground-state energy than those with

three or four cis octahedra. The anion orderings that are first-, second-, and third-lowest in

ground-state energy each have three cis octahedra. The most important observation of

Figure IV.3(i, j) is that for each of the 16 cation pairs used for anion ordering analysis, the

lowest-energy anion ordering is always one that has a 100% global fraction of cis bonding in

M–B–M bonds. No anion ordering with even a single trans M–B–M bond surpasses the

ground-state stability of an anion ordering with all cis M–B–M bonds, even if those cis bonds are

unevenly distributed among the octahedra.

To restate, we used a heuristic strategy to identify a prototypical anion ordering preferred

broadly across a wide range of cation chemistries. We enumerated all 32 possible symmetrically

distinct orderings of O and N anions within
√

2 ×
√

2 × 2 supercell. We then evaluated the energy

of each anion ordering when separately combined with 16 different cation pairs representative of

typical cation charge configurations and chemistries. Based on the averaged ground-state energies

of the anion orderings across all 16 cation pairs, we predict anion ordering $0 as an acceptable

prototype for the preferred anion ordering across all cation chemistries. Bond-counting statistics

suggest that the prototypical anion ordering must have M–B–M bonds which are always in a cis

configuration and never in a trans configuration. Although other factors such as the octahedral tilt
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and the particular atomic decoration of each octahedron may influence the energy of each anion

ordering and deserve further investigation, the major finding is that a highly cis configuration

correlates generally with low energy.

IV.3.3 Analysis of energy above hull

Thermodynamic stability can be directly estimated in the absence of experimental data

using quantum-mechanical methods. Such calculations can predict the energy above the

thermodynamic convex hull, or the thermodynamic driving force (i.e., decomposition energy) for

a PON material to decompose to its elements, metal nitride or oxide counterparts, or other

products.37 With 316 unique cation pairs and a prototypical anion ordering identified, we compute

the the energy above the convex hull to determine PON structure stability. On a plot of

ground-state energy versus material composition, the convex hull is the locus of points

representing polymorphs or structures with the lowest energy for a given composition. Materials

on or close to the convex hull are less likely to decompose to other products.

We computed the energy above the convex hull for each of our PON materials. Our

original set of 316 cation pairs includes the possibility for some cation pairs to have multiple

charge configurations due to elements with multiple possible oxidation states. However,

plane-wave DFT computations usually consider just the composition of a PON structure without

the particular oxidation state of the cations, so our set of 316 unique cation pairs reduces to 295

unique cation compositions. For each of the 295 cation compositions, the cations were combined

with the $0 anion ordering to form a full PON structure. These 295 PON structures are then

subjected to bulk geometry relaxation to determine the bulk ground-state energy per atom for each

structure. Of these relaxations, 227 converged to perovskite geometry under two or more
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consecutive combined volume-ionic relaxations. The ground-state energies of these 227

converged structures were then combined with the Materials Project database to calculate each

structure’s decomposition energy relative to the lowest-energy linear combination of

stoichiometrically equivalent decomposition products.

Table IV.2: Counts of PONs by geometric hull classification (“Inside geo. hull” and “Outside

geo. hull”) versus by stability class (“On Hull”, “Stable”, “Metastable”, and “Unstable”) derived from

energy-above-hull calculations on DFT ground-state energies. “On Hull” refers to a compound having

zero energy above the thermodynamic convex hull, not to being on the boundary of the geometric hull.

Stability Class Num. inside geo. hull Num. outside geo. hull All

On Hull (� = 0 meV/atom) 9 11 20

Stable (0 < � < 10 meV/atom) 27 38 65

Metastable (10 ≤ � < 25 meV/atom) 37 72 109

Unstable (� ≥ 25 meV/atom) 7 26 33

All 80 147 227

Based on the calculated energies above hull, we classify each material’s stability from a

DFT and thermodynamic standpoint. Figure IV.4 shows the results of energy-above-hull

calculations for a selected subset of cation pairs that are inside or near the geometric hull from

Figure IV.2. Table IV.2 shows the stability classifications of the geometric hull (Section IV.3.1)

versus the stability classifications obtained from DFT-based energy-above-hull calculations

(Section IV.3.3). Thermodynamic computations place the median energy above hull for

metastable inorganic crystalline materials at 15 meV/atom.12 However, for the subset of nitride

compounds, this median is 63 meV/atom, owing to the remarkable stability of the N2 molecule

and its strong triple bond. Because our PON structures contain only A–N, B–N, and O–N nitride

bonds, even if they are not triple bonds, we reason that some of these materials may still possess

metastability at energies above hull higher than the typical inorganic crystalline thresholds. To

focus our study on those compounds most likely to be synthesizable, we adopt conservative
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Figure IV.4: Predicted stability classes for selected PON structures inside or near the geometric hull.

Blue squares refer to structures on the thermodynamic convex hull, according to our DFT calculations.

Green circles, yellow triangles, and red X marks respectively refer to stable, metastable, and unstable

structures, based on decomposition energy ranges as defined in the text. The dotted black line is the

geometric hull from Figure IV.2, based on data from Li et al.31

cutoffs for defining stable, metastable, and unstable PONs. For an energy above hull �hull, we

define 0 < �hull < 10 meV/atom as stable, 10 meV/atom ≤ �hull < 25 meV/atom as metastable,

and �hull ≥ 25 meV/atom as unstable. �hull = 0 meV/atom signifies materials that are on the

thermodynamic convex hull. Figure IV.4 shows that a large number of stable materials and

materials on the thermodynamic convex hull fall within an approximate 0.95 ≤ C ≤ 1.07 and

0.375 ≤ ` ≤ 0.475 window, where C and ` are the Goldschmidt tolerance and octahedral factors,

respectively. This window extends outside of the geometric hull, indicating that there may be

several potentially promising materials not captured by the geometric hull. Among the

compounds predicted to have zero energy above hull are a few known to be synthesizable,

including SrNbO2N and LaTaON2
38–40 as well as LaNbON2, BaNbO2N, NdNbON2, NdTaON2,

SrTaO2N, and BaTaO2N.31
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DFT-derived thermodynamic design rules offer critical additional insight beyond that of

the simpler geometric hull. Of the 227 PON structures converged under DFT calculations for

which we obtained thermodynamic energies above the convex hull, 85 are classified stable or

on-hull, 33 are classified unstable, and the rest are classified metastable (see Table IV.2). For each

of the 118 stable, on-hull, and unstable materials, we determined whether the geometric hull

predicts that the material will form perovskite geometry (i.e., whether the material is plotted inside

the geometric hull in Figure IV.2). While our DFT-calculated stability classes do not necessarily

represent ground truth, the mismatch of geometric hull predictions with DFT-predicted stability

classes warrants concern. For example, the geometric hull predicts perovskite geometry for

stable/on-hull PONs and non-perovskite geometry for unstable PONs for only 52.5% of materials.

For individual stability classes, the geometric hull predicts perovskite geometry for 45.0% of

on-hull materials and 41.5% of stable materials, and non-perovskite geometry for 78.8% of

unstable materials. Overall, the geometric hull’s prediction of whether a cation chemistry prefers

perovksite geometry over other geometry correlates poorly with the calculated thermodynamic

stability of that cation chemistry when constrained to a perovskite oxynitride structure. We

conclude that in a search for stable PON compounds, the geometric hull approach can initially

help exclude unstable candidate materials, but will likely fail to identify many potentially stable

materials. Calculating the energy above the thermodynamic convex hull more clearly describes

the propensity for a PON solid to remain stable and the degree to which it resists decomposition

into thermodynamically competing material phases than if we were to rely on simpler, more

common structure rules such as the Goldschmidt tolerance and octahedral factors.

Figure IV.5 shows the decomposition enthalpy of each perovskite oxynitride structure

with a specific cation pair and the anion ordering for its stoichiometry. Several trends follow from
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Figure IV.5: Heat map showing energy above hull for different cation pairs. Blue, green, yellow, and

red, cells respectively indicate PON compounds classified as on-hull, stable, metastable, and unstable, based

on decomposition energy ranges as defined in the text. White cells indicate cation pairs that are predicted to

be highly unstable, not charge-balanced, or do not satisfy basic geometry requirements (A� > A�). The A-

and B-site cations on each axis are arranged in order of increasing nominal ionic radius.35

this plot. First, there are more stable or metastable ABO2N compounds than ABON2 compounds.

Of the 227 compounds converged under DFT relaxation, 156 are of stoichiometry ABO2N and 71

are of stoichiometry ABON2 (see Tables C.9 and C.10). The lower count of ABON2 compounds

arises from the fact that relatively fewer cation pairs both have geometrically preferred sizes and

122



sum to a +8 cationic charge. While 42.3% of the ABO2N compounds are classified as stable, only

26.8% of ABON2 compounds meet this threshold. The trend is reversed for metastable

compounds, with 43.0% of ABO2N and 59.2% of ABON2 compounds ranked metastable.

However, unstable compounds make up approximately equal percentages of each stoichiometry

class (14.7% and 14.1% for ABO2N and ABON2, respectively).

Second, perovskite stability generally increases as the size of the B-site cation decreases.

Many more perovskite oxynitride structures classified as stable or metastable appear on the left

sides of both heatmaps than the right sides, corresponding with smaller B-site cations. A recent

computational study of perovskite oxides identified a similar trend, predicting that the probability

of perovskite oxide formability, even across multiple cation charge configurations, increases when

the A-site cation is sufficiently larger than the B-site cation.41 This observation is consistent with

the distribution of points in Figures IV.2 and IV.4, in which the bulk of stable PON compounds

and PON compounds with zero energy above hull are concentrated at higher values of the

Goldschmidt tolerance factor (i.e., where A has a higher ionic radius compared to B).

Additionally, the study also found the effect to be enhanced for AIII cation pairs over AI and AII

cation pairs. Interestingly, our data show different trends, with stable or on-hull PONs dominated

by AII compounds (46.3% of all stable or on-hull), followed by AIII (36.3%), AI compounds

(12.5%), and finally AIV compounds (5.0%) (Tables C.11 and C.12). Stability appears to be

favored when the B-site cation has a more positive charge than the A-site cation does. This may be

explained by the need for the B-site cation to coordinate six negatively charged anions while the

12 ions coordinating the A-site cation include a mix of cations and anions. A less positive A-site

cation may also have a larger ionic radius, corresponding to the increased stability observed with

relatively smaller B-site cations.
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Third, perovskite oxynitride structures in which Re is the B-site cation are predicted to be

stable, with energies above hull of less than 23 meV/atom across all A-site cations and across both

perovskite oxynitride compositions considered. The present work predicts nearly all

Re-containing compounds to be stable, in agreement with the conclusion of Wang et al. that

Re-containing compounds represent a new class of potentially stable perovskite oxynitrides. A

few other material classes, while not as stable as the B = Re class of materials, are potentially

promising. Materials with B = Os are nearly all stable for ABO2N stoichiometry, and nearly all

metastable for ABON2 stoichiometry. Similarly, many compounds with B = W and B = Mo for

both stoichiometries are predicted to be metastable. These findings agree with a computational

study of ternary metal nitrides, which predicted many potentially stable metal nitrides not found in

the Inorganic Crystal Structure Database (ICSD).42 Among the ternary metal nitrides that study

proposed for inclusion in the ICSD are compounds containing Re, Os, and Ru, some of which

match in metal chemistry with the PONs proposed in this work. Of the stable and on-hull PONs in

the present work, 8 with B = Re, 8 with B = Os, and 4 with B = Ru match metal chemistries of

proposed stable ternary metal nitrides. If we include metastable PONs, there are 15 with B = Os

and also 7 with B = W. Given that the limit of metastability is higher for nitride-containing

materials than for inorganic crystalline materials generally, we hypothesize that even the

metastable PONs predicted in this work may yet contain synthesizable PON compounds.

Additionally, there are many stable and metastable materials of both ABO2N and ABON2

stoichiometries with A ∈ {Ce,Nd,Ca,La, Sr,Ba}. In particular, we predict that many A = La and

A = Nd compounds will be synthesizable, including B-site cations over a wide range of ionic radii.

As with the trends in B-site cation, some trends in A-site cation have connections to nitride

materials. We note the recent synthesis of some perovskite nitride materials with similar cation
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chemistries as those we predict to be stable in perovskite oxynitrides, specifically CeWN3– x,

CeMoN3– x, and LaWN3 perovskite nitrides.43,44 Synthesis of these nitrides often involves

thin-film deposition via sputtering in an atmosphere with high levels of reactive nitrogen or in the

presence of N plasma in order to avoid the incorporation of O into the nitride lattice.

Nevertheless, nitride crystals are known to release N anions from the lattice, which facilitates both

Mars-van Krevelen reaction mechanisms and the deactivation of nitride electrocatalysts.3 The

propensity for pure nitrides to oxidize may make this work’s perovskite oxynitride trends useful

for synthesizing perovskite nitrides. Appropriate nitride synthesis techniques could be used to

make stable or metastable perovskite nitrides with cation chemistry similar to the stable and

metastable PONs in this work.

We note that each PON may have other competing oxynitride polymorphs that may be

more stable. However, including these polymorphs in our energy-above-hull analysis could easily

double or triple our study’s computational cost as many of these structures do not exist in the

Materials Project database or similar databases. In addition, many of these oxynitride polymorphs

will have some degree of anion site symmetry and will thus require additional calculations to

consider possible anion orderings. We reiterate that our use of cell-volume and cell-shape

relaxations already allows us to consider non-cubic perovskite polymorphs. Additionally, we

omitted from energy-above-hull analysis any PON structure that relaxed out of perovskite

geometry. In making these decisions, we have focused on the potential for a PON to decompose

into oxide, nitride, or oxynitride crystals that already exist in the Materials Project database, even

as we acknowledge that other, more stable polymorphs might exist.

Our energy-above-hull calculations have combined 295 unique cation chemistries with a

prototypical optimal $0 anion ordering. 227 of the resulting geometry relaxations converged and
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were used in combination with data from the Materials Project database to calculate the per-atom

energy above the convex hull. In total, we find 85 stable compounds, 109 metastable compounds,

and 33 unstable compounds. In particular, we find that cation pairs with

A ∈ {La, Pb, Nd, Sr, Ba, Ca} and B ∈ {Re, Os, Nb, Ta} are likely to lead to stable or metastable

PON compounds. Counting both metastable and stable PONs in our study as possibly

synthesizable (totaling 194), our work may more than triple the number of PONs known to be

experimentally synthesizable (i.e., compared to the 68 compounds in Li et al.). The compounds

identified could represent new heteroanionic materials for industrial, energy, and environmental

materials applications.

IV.3.4 Analysis of electrochemical stability

Perovskite oxide materials have been proposed for a number of important electrochemical

reactions, such as the oxygen reduction, oxygen evolution, and hydrogen evolution reactions.45,46

Additionally, PON compounds are likely to catalyze surface reactions via the same types of

electrochemical Mars-van Krevelen mechanisms observed in perovskite oxides for oxygen

evolution45 and in metal nitrides for ammonia synthesis.3 Thus, understanding a PON’s

electrochemical stability in addition to its thermodynamic stability is necessary to determine the

PON’s practical usability as an electrocatalyst. Pourbaix diagrams help predict whether a certain

set of operating conditions—an operating pH, applied electrical potential—is capable of

maintaining the PON in its solid state rather than promoting decomposition to competing aqueous,

solid, or gaseous phases.47 For example, the oxygen evolution reaction in acidic media often

requires applied potentials of 2.0 V vs. RHE or higher for practical operation,48 many transition

metal nitrides (such as Mo, Fe, V, and Ni nitrides) are solid in acidic media only for potentials
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more negative than 0 V vs. SHE.49 Transition metal nitrides may have more stability as

acidic-media ammonia synthesis catalysts, where more negative applied potentials promote higher

surface coverage of protons.3 Additionally, one may generate stability processing diagrams, which

show regions of stability similar to a Pourbaix diagram, but in terms of two or more element

activities instead of an electrical potential.50,51 Stability processing diagrams help identify the

concentrations of species necessary to keep a phase stable. Beyond knowing a PON is

thermodynamically stable outside of solution, Pourbaix and stability processing diagrams can

help predict the conditions in which it will remain stable.

To this end, we compute multidimensional Pourbaix and stability processing diagrams to

understand the operating conditions under which two candidate PON compounds would remain in

a stable solid phase.29,52 Multicomponent Pourbaix diagrams have been used to study quarternary

systems such as metal oxychalcogenides.53 However, these diagrams are often constructed by

solving the Nernst equation to draw phase boundaries between competing phases, an approach

that cannot consider the free energy or concentration of each species individually. In contrast, our

computational Pourbaix diagrams are derived using a thermodynamic grand potential for each

species, which enables us to consider the energy contributions of both ion concentration and

chemical potential for all elements.28,54 To the best of our knowledge, this work represents the first

time this method has been applied to quaternary oxynitride systems.

We focus on two candidate PON compounds, CaReO2N and LaTaON2, which were

predicted in the previous step to have zero energy above the thermodynamic convex hull.

Figure IV.6 shows Pourbaix diagrams for these two compounds. For such quaternary systems, the

Pourbaix diagram has five dimensions: pH (linked to the chemical potential of O through water

equilibrium), the redox potential � , and the chemical potentials of N, A-site cations, and B-site

127



0

–2

‒4

‒6

‒8

2.0

1.5

1.0

0.5

0.0

– 0.5

‒ 1.0

‒ 1.5

‒ 2.0
0 2 4 6 8 10 12 14

pH

(a)

(c) (d)

0

–2

‒4

‒6

‒8

0

–2
‒4

‒6
‒8

‒4
‒3

‒2
‒1

0
1

2

0

–2

‒4
‒6

‒8
2

3
4

5
6

1
0

2.0

1.5

1.0

0.5

0.0

– 0.5

‒ 1.0

‒ 1.5

‒ 2.0
0 2 4 6 8 10 12 14

pH

(b)

Figure IV.6: Computational stability processing and Pourbaix diagrams for CaReO2N and

LaTaON2. Selected projections of the 5D phase diagram for (a, b) CaReO2N and (c, d) LaTaON2.
(a, c) Stability processing diagrams in terms of A- and B-site ion concentration and N chemical potential.
For simplicity, only regions corresponding to a solid oxynitride are shown, with other possible
decomposition products written outside these regions. Arrows indicate changes in N chemical potential
(with dashed arrows indicating the inside of a solid oxynitride region). (b, d) 2D Pourbaix projections of
the 5D phase diagram, in terms of � and pH. Potentials are given in V vs. SHE. The boxed compound
indicates a solid oxynitride phase. In all panels, neutral compounds are solid and ionic species are aqueous.

cations. The panels of Figure IV.6 show two- or three-dimensional slices of this five-dimensional

diagram. Note that standard Pourbaix diagrams are plotted at ion concentrations of

10−6 mol/L = 10−6 M, below the concentration at which a solid oxynitride might crystallize in

solution. In this work, we express the A- and B-site chemical potentials as concentrations in

Figure IV.6(a, c), and plot Figure IV.6(b, d) at a higher ion concentration of 10−2 M.
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Table C.13 contains the calculated standard Gibbs free energy of formation for each phase in

Figure IV.6(b, d).

Figure IV.6(a, c) illustrates the ion concentrations and N chemical potentials at which the

oxynitride remains solid, as well as other phases that compete at lower metal, O, and N chemical

potentials. For both CaReO2N and LaTaON2, stability is generally independent of the B-site ion

concentration but depends strongly on Δ`N, the value of the N chemical potential relative to

N2(g). For both the Ca–Re and La–Ta systems, higher N chemical potentials favor the formation

of a solid oxynitride phase over hydride or oxide species. In addition to decomposing to simpler

metal oxides, nitrides, hydrides, or ions, we also consider the possibility that the PON could

convert to its opposite composition (i.e., from CaReO2N to CaReON2 or from LaTaON2 to

LaTaO2N). In Figure IV.6(a), stability of the solid O2N PON is favored at higher Ca and Re

concentrations, but converts to its ON2 form at low Ca concentrations. Additionally, CaReO2N is

the preferred phase only for a narrow window of N chemical potentials near Δ`N ≈ 4.0 eV/atom.

However, in Figure IV.6(c) and over the same concentrations of A- and B-site cations, LaTaON2

is the only stable PON phase. The fact that both O2N and ON2 phases appear in Figure IV.6(a)

but not in Figure IV.6(c) can be rationalized by the interplay of each phase’s energy and

sensitivity to the N chemical potential. CaReON2 has an energy above hull of 0.40 meV/atom

(i.e., higher in energy than CaReO2N), but is also stabilized with increasing Δ`N more than

CaReO2N due to its higher N content. Thus, there exists a small CaReO2N region representing

the locus of operating conditions for which the lower energy above hull of CaReO2N outweighs

the stabilization of N-rich CaReON2 due to N chemical potential. In contrast, LaTaO2N is a full

6.45 meV/atom higher in energy than LaTaON2, and there are no operating conditions for which

LaTaO2N becomes lower in energy than LaTaON2. Overall, Figure IV.6(a, c) suggests that the
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formability of a solid PON phase is controlled primarily by Δ`N, with possible influence from

cation concentrations on whether that phase is an O2N or an ON2 phase.

Figure IV.6(b, d) shows that when a solid oxynitride phase is present, it forms generally

only under reducing and alkaline conditions. In particular, even at Δ`N = +2.5 eV/atom vs. N2(g),

solid CaReON2 would be formable only in very alkaline pH ≥ 12 environments. In contrast,

LaTaON2 at Δ`N = 0 eV/atom has a much wider stability region that extends into acidic

conditions, almost to pH = 4, but at the cost of requiring more negative applied potentials. Thus,

LaTaON2 might be synthesizable in alkaline, neutral, or slightly acidic environments.

Figure IV.6(a) shows that the formation of a Ca–Re PON is likely impossible in water, as

CaReON2 can be stabilized only for Δ`N ≳ 2.5 eV/atom (and even higher Δ`N for CaReO2N).

Note that even plasma-cracked atomic nitrogen yields a N chemical potential of only

Δ`N ≈ 1 eV/atom,55 which means it is highly improbable that an aqueous nitrogen precursor can

attain the necessary N chemical potential required to form solid CaReO2N. However, solid

LaTaON2 might be synthesized in an aqueous environment, as Figure IV.6(c) indicates stability

of the solid PON at a N chemical potential of only Δ`N = −1 eV/atom, suggesting that the solid

oxynitride might be stable in the aqueous state using nitrogen-rich precursors such as urea,56

ammonia,57 hydrazine,58 or melamine.59,60 Indeed, multiple experimental studies report successful

laboratory synthesis of LaTaON2 or LaTaO2N and confirm that this oxynitride does crystallize in

a perovskite structure.38,61 Despite the lack of established benchmarking for their aqueous

chemical potentials, such precursors have demonstrated efficacy in the synthesis of other nitrides

and oxynitrides,59,62 suggesting their potential utility as precursors for the synthesis of PONs.

Our electrochemical analysis shows that a solid PON compound having zero energy above

the thermodynamic hull according to DFT calculations may still require special operating
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conditions to be synthesizable or remain stable in aqueous solution. The energy above hull is

useful for quickly screening many PON candidate compounds. However, further stability analysis

via ab initio thermodynamics and experimental studies is needed to confirm the synthesizability

and long-term stability of a given PON compound under a certain set of operating conditions.

Tools such as many-component Pourbaix diagrams can focus high-throughput screening studies

on just those candidates that are possible to synthesize at all.

IV.4 Conclusion

We computationally investigate the thermodynamic stability and anion ordering of

156 ABO2N and 71 ABON2 perovskite oxynitride compounds using density functional theory

calculations and Materials Project data.21 We identify a prototypical anion ordering that is lowest

in energy on average across 16 cation chemistries and five charge configurations. This

prototypical anion ordering contains exclusively cis bonds connecting the B-site cation and the

minority-composition anions, similar to that of metal oxysulfides.14

Based on our screening calculations, we predict 85 PON compounds to be stable (i.e.,

energies above hull of 10 meV/atom or less), of which 8 have already been demonstrated stable

under laboratory conditions.31 These 85 stable compounds include PONs with

A ∈ {La, Pb, Nd, Sr, Ba, Ca} and B ∈ {Re, Os, Nb, Ta}. We predict that these PONs, in addition

to the class of Re-containing compounds,7 will also be experimentally stable.

We generate computational Pourbaix diagrams for the CaReO2N and LaTaON2 stable

candidate materials, which reveal that some materials with zero energy above hull still differ

significantly in the range of chemical potential conditions that allow for the PON compound to

remain solid. Specifically, a Ca–Re solid PON is likely not synthesizable under any practically
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accessible electrochemical conditions, characterized by an unphysically high required N chemical

potential. In contrast, LaTaON2 has a much wider region of operating conditions that could

potentially allow for synthesizability of the solid LaTaON2 PON in an alkaline, reducing

environment. Ab initio thermodynamics and experiments are necessary to verify the stability of

the proposed stable PONs in this study.

Our work has relevance beyond the question of whether a particular PON compound is

stable. Many of the stable and metastable PONs identified in our study may be useful for

electrocatalytic, photocatalytic, and photovoltaic applications. Additionally, the concept of

enumerating classes of potentially stable PON materials by A- and B-site cation could be used to

screen other compounds with similar compositional variability, such as double perovskites,

layered perovskites, and spinels.
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CHAPTER V

Conclusions and Further Work

V.1 Overall conclusions

The overall purpose of this dissertation is to further discovery of performant catalysts for

the electrocatalytic nitrate reduction reaction to ammonia. The pollution of water sources and

reservoirs with high levels of nitrate is a natural consequence of increasing human perturbation of

the global nitrogen cycle, requiring efficient removal of nitrate from water to avoid health and

environmental impacts. Electrocatalytic nitrate reduction can be an environmentally and

economically attractive way to accomplish this removal if sufficiently active, selective, and stable

electrocatalysts are discovered. This thesis seeks to explore material classes beyond pure

transition metals to discover performant NO3RR electrocatalysts, specifically examining metal

alloys, metal chalcogenides, and perovskite oxynitrides.

In Chapter II, we studied PtGRuH metal alloys of different compositions based on our

previous work suggesting that a Pt3Ru alloy was likely to catalyze the NO3RR at a high rate.1,2 By

experimentally and computationally studying Pt–Ru alloys with compositions ranging from

100% Pt to ~50% Pt, we confirm that Pt3Ru is approxiately the correct Pt–Ru composition to

maximize the turnover frequency for reduction of nitrate from solution, with the experimental

Pt78Ru22/C and Pt75Ru25/Pt(211) atomistic surface models both having the highest measured

NO3RR current density and calculated NO3
– consumption rates, respectively. PtGRuH/C alloys are

more active than pure Pt/C, with Pt78Ru22/C measured to be six times as active as Pt/C at
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0.1 V vs. RHE. All PtGRuH/C alloys also show high selectivity toward a single product

(ammonia), showing that Pt–Ru alloys can be selective as well as highly active. Both

experimentally and computationally determined NO3RR rates at 0.1 V vs. RHE show a local

maximum of nitrate consumption rate with alloy composition at ~25% Ru content. This local

maximum in activity with respect to composition occurs because ligand and strain effects due to

alloying on the surface tune the adsorption energies of hydrogen and nitrate to be neither too

strong nor too weak. The ~25% Ru composition also represents the point at which the elementary

step limiting the overall rate of reaction changes between nitrate dissociation and another step in

the mechanism. Ultimately, this study shows that tuning a metal alloy’s composition enables one

to control its overall NO3RR activity and selectivity through altering the strength with which key

species like NO3
– and H bind to the surface. Similar studies of composition could lead to design

guidelines and insights for alloys of different compositions.

In Chapter III, we examined the NO3RR performance of a metal chalcogenide catalyst,

RhGSH/C, in comparison to Pt/C and Rh/C. Specifically, we studied the nitrate reduction activity of

RhGSH/C, Pt/C, and Rh/C both with and without chloride ions present in solution to determine

whether RhGSH/C resists halide poisoning. Experimental steady-state current density

measurements show that RhGSH/C is more active towards NO3RR than both Pt/C and Rh/C.

However, RhGSH/C does not resist catalyst poisoning in the presence of Cl– ions, retaining only

about 60% of its original activity in the presence of 1 mM Cl– after 2 hr of electrolysis. The

susceptibility of RhGSH/C to chloride poisoning is in contrast to its halide poison resistance in

other electrochemical reactions3–10 and shows that an electrocatalyst’s resistance to poisoning

from a certain species may vary widely across reactions. Experimental kinetics measurements

suggest that the rate-limiting step is dissociation of NO3
∗ mediated by a proton on the surface (i.e.,
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H∗ + NO3
∗ −→ NO2

∗ + HO∗). DFT modeling of this dissocation reaction on model pristine and

S-defected Rh2S3(001), Rh3S4(100), and Rh17S15(100) surfaces, as well as Pt(211) and Rh(211)

step sites, predict the lowest dissociation barrier for a Rh3S4(100) surface with a S vacancy,

making this surface a candidate for the active site. Calculations of Cl– and NO3
– adsorption

energies on all surfaces suggest that RhGSH surfaces do not break the unfavorable scaling

relationship common to transition metals that correlate stronger NO3
– adsorption (and thus faster

NO3RR rates) with stronger Cl– adsorption (and thus more susceptibility to chloride poisoning).

The fact that S-defected Rh3S4(100) is computationally predicted to have both the highest NO3RR

rate and strongest adsorption of Cl– is consistent with experimental observations showing that

RhGSH/C is both more active towards NO3RR than Rh/C, yet not immune to chloride poisoning.

Overall, this study shows that poison resistance is not necessarily an innate characteristic of an

electrocatalyst that persists across different reactions. Nevertheless, the fact that RhGSH does

exhibit some poison resistance, and that this resistance might be sufficient at Cl– concentrations

lower than 1 mM or made stronger by engineering of the RhGSH surface or its defects, suggests

that the family of RhGSH and related metal chalcogenide catalysts may yet have utility in the

remediation of nitrate-laden water streams containing halide ions.

Finally, in Chapter IV, we investigated the stability of metal perovskite oxynitride (PON)

catalysts as a function of cation chemistry and anion ordering. Although this chapter does not

directly investigate the nitrate reduction activity or selectivity of PON materials, understanding

electrocatalyst stability is an essential and understudied part of catalyst discovery. To this end, we

examined 156 ABO2N and 71 ABON2 single perovskite oxynitrides and identified the trends in

cation chemistry and anion ordering that lead to stability against decomposition to competing

solid phases. Our screening calculations identify 85 PONs with an energy above hull of
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10 meV/atom or less, and eight of these compounds have already been synthesized in the

experimental literature.11 Common among these 85 stable PONs are cation pairs with

A ∈ {La, Pb, Nd, Sr, Ba, Ca} and B ∈ {Re, Os, Nb, Ta}. In agreement with similar computational

work,12 we predict that Re-containing PONs are an important new class of potentially stable

materials. DFT models of the PON crystal and composition-constrained structure enumeration13

were used to study all possible anion orderings for a 20-atom PON supercell for both ABO2N and

ABON2 compositions. A single anion ordering that is broadly stable across many cation pairs was

identified and is characterized with a high degree of M–B–M cis bonding, where M is a

minority-composition cation within the PON composition. Computational Pourbaix diagrams

generated for CaReO2N and LaTaON2, two PONs with less than 10 meV/atom above the

thermodynamic convex hull, reveal that only LaTaON2 is predicted to be synthesizable under

practical laboratory conditions. This finding is supported by reports of experimentally synthesized

LaTaON2 in the literature.14,15 This chapter shows the importance of considering ion ordering

when screening solid materials for stability and could be extended to other materials that have a

high degree of tunability, such as double or layered perovskites and spinels. Additionally, we see

that high-throughput screening studies for electrocatalysts can benefit from an additional filtering

step that focuses on only the compounds that remain stable under target reaction conditions.

V.2 Possible directions of future research

For reasons of computational and experimental tractability, studies in Chapters II–IV are

necessarily limited in scope. An obvious future research direction for each of these studies is to

examine similar catalysts within each material family (i.e., Pt–M alloys or MxSy metal

chalcogenides, where M is a metal other than Ru or Rh, respectively). Additionally, many of the

140



Traditional path

Machine-learning-assisted path

DFT geometry 

optimization
Nudged elastic 

band

Microkinetic 

modeling

Slab + adsorbate 

geometry

Binding 

energies

Reaction 

barriers

Activity, 

selectivity 

estimates

Expensive Very Expensive
Moderately 

Cheap

ML geometry 

optimization

Adsorbate 

scaling, BEP 

relationships

Volcano plot 

evaluation

Binding 

energies

Reaction 

barriers

Activity, 

selectivity 

estimates

Cheap Very Cheap Very Cheap

Train ML model 

as surrogate 

DFT

Learn scaling, 

BEP 

relationships

Learn volcano 

plot surface

Figure V.1: Comparison of first-principles-only and machine-learning-assisted workflows for rapidly
screening a pool of untested catalyst models. Adapted from Ref. (19) with permission. Creative Commons
CC BY.

computational approaches and DFT screening techniques applied in these chapters can be

extended or accelerated using machine learning (ML) models.

V.2.1 Machine learning for computational catalysis

Using machine learning (ML) as a surrogate for the results from DFT calculations and

microkinetic models can help accelerate the discovery of highly active and selective NO3RR

electrocatalysts.16–18 Traditional evaluation of catalyst figures of merit (e.g., intuition-guided

experiments or DFT calculations on a few catalysts at a time) are far too slow to screen a catalyst

space of potentially millions of possible materials. However, ML promises to accelerate this

process by providing ways to more cheaply evaluate a potential catalyst’s figures of merit.

Figure V.1 shows how ML can be used a surrogate calculator to accelerate some common tasks in

a catalyst screening study. Supervised and unsupervised learning are subfields of ML. While

unsupervised learning can help detect patterns in data, supervised learning models learn

correlations between sets of inputs (called featured) and outputs (called labels) within a training

141



data set to gain the ability to predict what output should result from a new input. Supervised ML

is common in scenarios where ML models are trained to act as surrogate DFT calculators, a

scheme which can estimate adsorption energies approximately 103 times faster than the analogous

DFT calculation. In this scheme, a supervised ML model learns how to predict a adsorption

energy given the geometry of an adsorbed slab. If trained on enough data, such a model could

screen a large catalyst space by rapidly predicting whether a adsorption energy falls within a

window known to lead to high catalyst activity, and do so in a fraction of the time required for

DFT calculations to screen the same space. This approach can greatly accelerate the search for a

performant NO3RR catalyst.

To train a supervised ML model to predict adsorption energies, one typically establishes a

training data set containing the results of many DFT calculations. The input variable is the atomic

geometry, and the output variable is the adsorption energy. The atomic geometry consists of the

3D coordinates and identities of all the atoms in a system, but is often encoded using a

featurization scheme to make this geometry easier for a ML model to learn. Some featurization

schemes include the Gaussian Approximation Potential (GAP) and Smooth Overlap of Atomic

Potentials (SOAP) representations.20,21 ML models using SOAP with GAP are able to learn

complex quantum mechanical phenomena and this combination is regarded as one of the best

methods for training ML models on atomistic models.22 Creating the training data set usually

requires performing many DFT calculations in order to capture a sufficient example of how the

DFT calculator behaves for different catalyst systems. Software packages such as the GASpy,

Fireworks, and Atomate Python packages help automate the combinatorial calculation of

potentially thousands of adsorption energies of multiple adsorbates across multiple facets of many

catalyst surfaces.17,23,24 Such packages have been used to generate training data set for CO and H
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adsorption energies on bimetallic alloys,17 NOx
∗ energies on Cu alloys for nitrate-to-ammonia

reduction25 and, more recently, the OC20 dataset of 1.28 million adsorption energies of various

C-, N-, and O-containing adsorbates on metal alloy surfaces from the Materials Project database.26

While the resulting ML models’ transferrability from one class of catalyst surfaces to

another is still being improved,27 the predictive power and potential of such models represents a

clear opportunity to extend the research done in Chapters II–IV. In addition to study-specific

future research directions, I will also discuss how ML can be incorporated into future experiments

and calculations.

V.2.2 High-throughput screening of alloys for nitrate reduction

In Chapter II, we focused on a single family of Pt–Ru alloys that differ only by

composition, and only for compositions with Ru content up to 52%. A next obvious step would be

to extend the comparison of NO3
– and H adsorption energies and NO3

– dissociation barriers to

bimetallic alloys generally. Tran et al.28 built on our work in Chapter II to accomplish such a

study, using our microkinetic model in combination with the machine-learning models from the

Open Catalyst 2020 (OC20) project26 to quickly calculate nitrate reduction rates for 59930

bimetallic alloys. Here, the availability of ML models (such as the DimeNet++, SchNet, and

crystal graph29 convolutional neural network models) pre-trained to predict an adsorbate

adsorption energy from a catalyst’s atomistic geometry enables researchers to very quickly

compute for a variety of metal alloy surfaces the N and O adsorption energies that are the inputs to

our microkinetic model.

However, this approach is based on our conclusion that a microkinetic model derived for

pure transition metals accurately enough describes the kinetics of metal alloys. While we justified
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this use for first approximation of NO3RR rates on a few Pt–Ru surface alloys on a FCC(211)

facet, extending a screening study to alloys of radically different surface types, chemistries, or

materials classes may benefit from an approach that also efficiently updates the microkinetic

model being used to calculate nitrate reduction rates. The microkinetic model is constructed from

linear adsorbate scaling30 and Brónsted–Evans–Polanyi (BEP)31 relationships that describe the

rate constants of each elementary step in the NO3RR reaction mechanism. These relationships are

themselves derived from calculations of adsorption energies of reactants, intermediates, and

products on the possible catalyst surfaces under consideration, as well as from transition state

calculations of each elementary step on each catalyst surface to estimate each elementary step’s

forward and backward barriers. In addition to ML models that predict the DFT energy of an

atomic geometry, the OC20 project contains ML models trained to predict the atomic forces of a

system. Thus, OC20 models could accelerate not just DFT geometry relaxations (which establish

linear adsorbate scaling relationships), but also transition state calculations (which establish BEP

relationships). Large-scale screening studies with access to OC20 models that cheaply predict

DFT results could recalculate the linear adsorbate scaling and BEP relationships and thus the

microkinetic model for the exact catalyst surfaces under study. Recalculating the microkinetic

model for each broad class of catalysts studied may improve the accuracy of each catalyst’s

predicted NO3RR rate.

Additionally, some simple changes to the handling of linear adsorbate scaling and BEP

relationships could improve the quality of the microkinetic models constructed. While adsorbate

scaling and BEP relationships are typically linear with a positive slope, they need not be

constrained to this simple form. For example, adsorbate scaling relationships may have a negative

slope32 or may be nonlinear. Because scaling relationships usually involve three or fewer
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independent variables, the linear regressors used to establish these relationships from calculated

adsorption energies and reaction barriers could be replaced with a cheaply trainable nonlinear

regressor, such as a support vector machine regressor or a random forest regressor. Ensembles of

ML models, such as a boosted random forest, could also be trained on not just the roughly linear

shape of a scaling relationship, but also its deviation from linearity. Using ML models that yield

better accuracy than an ordinary least squares regressor may improve the predictions made by the

microkinetic model and thus help a screening study converge more quickly or more confidently

towards a particular catalyst that performs best for a reaction.

V.2.3 Metal chalcogenides for poison-resistant nitrate reduction

Chapter III explored the performance of RhGSH/C as a poison-resistant NO3RR

electrocatalyst. The finding that RhGSH/C was not as resistant to chloride poisoning as we

anticipated motivates the continued search for a material that resist halide poisoning during

NO3RR. Some goals for future research include engineering metal chalcogenide materials to

more favorably break scaling relationships, verifying the proposed reaction mechanisms using

targeted phase synthesis and spectroscopy, and engineering the surface to use less precious metal.

One disappointing finding of our study was that the proposed active site unfavorably

followed the same linear adsorbate scaling relationship as pure transition metals, such that it is

simultaneously the most active site for NO3RR and the most likely to be poisoned by Cl– . Future

research should seek electrocatalysts that more favorably break this scaling relationship, such that

the catalyst binds chloride much more weakly than it does nitrate (i.e., has computed nitrate and

chloride binding energies corresponding to a point above the blue line in Figure III.5(a)).

Pristine RhGSH surfaces do favorably break this relationship, but bind nitrate too weakly to achieve
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an appreciable NO3RR rate. The fact that introducing S vacancies in pristine RhGSH surfaces

changes whether those surfaces favorably break the pure transition metal scaling relationship

suggests that more extensive surface or defect engineering may be the key to breaking this scaling

relationship more fortuitously. We investigated only single S vacancies in our RhGSH surfaces, but

future research could investigate whether single metal vacancies, multiple vacancies, isolated

vacancies, or colocated vacancies lead to sustained NO3RR activity while suppressing Cl–

adsorption. Beyond the ease of simulating such scenarios in DFT calculations, existing

experimental approaches may help engineer and measure sulfur vacancies in Rh suldies and other

metal sulfides. For example, S vacancies can be introduced into MoS2 and CoMoS2 using a

hydrothermal synthesis process with hydrochloric acid at concentrations of 12 to 18 mM.33

Variation of acid concentration or the use of different acids as etching agents may help control the

amount of vacancies introduced. The number of S vacancies in a metal sulfide surface could be

measured by carefully controlled reaction of the surface with external S sources that heal the

vacancies. In particular, bis(trifluoromethane) (TFSI) has been found to heal the S vacancies in

monolayered MoS2 and WS2, with TFSI dissociating to produce S atoms that fill surface

vacancies.34 The effluent of such a reaction could be probed with mass spectrometry or gas

chromatography techniques are used to quantify the amount of S incorporated into the surface.

S vacancy engineering and measurement should be combined with the exploration of different

types of metal sulfide surfaces, such as those with a greater fraction of metal–sulfide edge

sites.35,36 Such studies may be key to favorably breaking the nitrate–chloride scaling relationship.

Another recommended extension of our work in Chapter III is to verify our proposed

active site (S-defected Rh3S4(100)) and understand the particular NO3RR reaction mechanism

occuring on RhGSH/C. While one may computationally model NO3RR activity on the Rh2S3(001),
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Rh3S4(100), and Rh17S15(100) facets separately, experimentally synthesized RhGSH/C catalyst is a

mixture of all three phases and our study could not experimentally resolve which phase or surface

contributed most to the observed NO3RR activity. Additionally, while we argued for a H-assisted

nitrate dissociation mechanism on RhGSH based on our computational finding that the highest

computed nitrate reduction TOF occurred under this mechanism, further experimental work is

needed to verify this mechanism. To test whether the Rh3S4(100) facet is the active site, future

work should focus on selectively synthesizing this facet in varying fractions and measuring

whether the NO3RR TOF scales in proportion to the fraction of Rh3S4(100). Surface-enhanced

Raman spectroscopy or X-ray absorption spectrocopy conducted under NO3RR reaction

conditions are necessary to understand the catalyst microstructure. To test whether the active

mechanism is actually our proposed H-assisted nitrate dissociation mechanism, future experiments

may use electron paramagnetic resonance to detect O or H radicals, or isotopic labeling studies to

detect the degree to which H∗ facilitates nitrate dissociation via protonation of NO3
∗.

A possible area in which ML can enhance future work is in the modeling and simulation of

surface defects. For reasons of computational tractability, our work examined only single

S vacancies. The location of the S vacancy was chosen by manually removing a single S atom

from the surface at a time and running a DFT geometry optimization to calculate the energy of

defect formation. While many ML models for computational catalysis predict binding energies or

ground-state electronic energies from an atomic geometry, it may be helpful to train a ML model

to predict the energy of defect formation given an atomic geometry and the defect as features.

Unlike large, heterogeneous training data sets that span catalyst surfaces of many compositions

and facets, training data sets for a series of defect formations may be much cheaper to generate.

Successive defect formations involve the removal of a single atom at a time from the existing

147



atomic geometry, so each defect system for the same surface shares largely the same electron

density, which should in principle enable successive DFT geometry optimizations to converge

more quickly than those of completely different catalyst surfaces. A ML model that can quickly

predict the energy of defect formation can be used to find the number or type of defects most likely

to occur on a surface, the types of surface most likely to form defects, and the proximity of defects

to each other. Such insights can inform researcher whether defected surfaces should be considered

as potential contributors to observed reactivity (as appears to be the case with RhGSH surfaces), the

extent to which a surface might participate in a Mars-van Krevelen mechanism, and the change in

surface topology that might be expected when defects form under reaction conditions.

V.2.4 Discovering stable perovskite oxynitrides

In Chapter IV, we explored ways to efficiently address the large combinatorial question of

which perovskite oxynitrides are most stable. Some opportunities to improve research in this area

include validating our screening process, extending our methodology to perovskite derivatives,

and improving the efficiency with which computational Pourbaix diagrams can be generated.

The screening process in that study assumed that cation chemistry and anion ordering both

affected PON stability in ways that were independent enough to be decoupled and addressed

separately. We justified such decoupling to keep computational costs maneagable for the scope of

our study, but future work should verify whether this approach is appropriate. In particular, future

research might relax the decision to select only a single anion ordering as representatively lowest

in energy for all cation chemistries and cation pairs. While the $0 anion ordering in our study is

lowest or second-lowest in energy for 11 of the 16 representative cation pairs with which it was

paired, it reaches as far as the sixth-lowest in energy for the remaining cation pairs. Instead of
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using the $0 anion ordering globally, one might instead select the lowest-energy anion ordering by

charge configuration and composition, leading to some PONs being constructed with the $1, $2,

or even $6 anion orderings. Additionally, one might take the top- and bottom-five-ranked anion

orderings from this study and study how their ranking varies with A- and B-site cation, at least for

a subset of the A- and B-site cations in this study. Results from these calculations would help

evaluate the validity of our original approach of decoupling cation chemistry and anion ordering.

Assuming that our methodology of decoupled contributions to PON stability is valid,

future research should apply similar methodology to perovskite-like materials or perovskite

derivatives. Clear candidates for an anion-ordering-sensitive screening study include double and

layered perovskites, as well as spinels and other heteranionic materials generally. Double or

multiple perovskites have the potential for cation ordering in addition to anion ordering, which

vastly expands the space of possible materials but also increases the number of materials that must

be considered. Small-scale computational experiments to determine the degree to which different

classes of ordering can be decoupled as they were in tis study are recommended, as well as

algorithms to exploit structure symmetry.37

With complex heteroanionic materials that are nevertheless highly regular in structure, ML

models may help efficiently explore the large design space. Instead of featurization schemes that

operate on arbitrary 3D atomic geometry, one might featurize a single heteroanionic material by

composition, some transformation of the geometries of the cation and anion orderings, some

descriptor representing any polyhedral tilts present, and some descriptor of the symmetry

reduction available based on the cation and anion orderings used. With a featurization scheme

that is more domain-specific and focused than those for 3D atomic geometry, a resulting ML

model may predict a material’s energy above the thermodynamic convex hull more accurately
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than traditional ML models trained on atomic geometry. ML models built for such large material

spaces may benefit from active machine learning, a technique which during ML training

strategically adds to the training data set the data points that will most improve the model’s

accuracy or domain of applicability.38

Finally, a critical avenue for future research into PON and heteroanionic material stability

for electrochemical applications is automating the creation of computational Pourbaix diagrams.

Our study generated Pourbaix diagrams for only two candidate PON materials because the current

methodology for generating a computational Pourbaix diagram that considers ion concentrations

and chemical potentials for a quarternary system requires one to manually converge the equations

governing the diagram. However, the finding from those two diagrams that not all PON

candidates predicted to have zero energy above hull will be stable under electrochemical

conditions makes the generation of Pourbaix diagrams for any candidate PON essential as part of

the screening process to decide which PONs should receive the time and resources necessary for

experimental synthesis and characterization. Future work should focus on preconditioning or

increasing the stability of the numerical optimization algorithms used to converge the Pourbaix

diagram equations so that Pourbaix diagrams can be generated quickly and with minimal manual

intervention. The generation of Pourbaix diagram is the last step to be automated in order to make

the PON discovery screening process in our work fully autonomous, and automation of the full

screening pipeline would enable the study of many more classes of ordered heteroanionic

materials. Ultimately, a robust screening pipeline will converge to a list of the most promising

ABO2N and ABON2 PONs, which would then be synthesized and further studied experimentally.
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V.2.5 Technoeconomics and balancing catalyst activity, selectivity, and stability

The holy grail of catalysis is finding a catalyst that is highly active for a reaction of choice,

highly selective towards desired products and reactants, and highly stable under reaction

conditions. However, such a tall order may not be realistic, and many catalysts in practical use

today do not fulfill all three of these figures of merit. From the perspective of materials science,

arriving at an electrocatalyst that is simultaneously active, selective, and stable for a certain

reaction could be a matter of finding an optimal material from the potentially millions of possible

electrocatalysts, creating a new material with the desired properties, or modifying an existing

material to enhance its properties. Many ML studies in the context of electrocatalyst materials

focus on the deductive approach of training ML models to predict the material properties of an

existing large set of potential materials, and then filtering that material set to obtain only the

materials with desired properties.12,17,18,28 However, the utility of such predictions relies on the

fidelity of the ML models used to calculate material properties. For example, the DFT-calculated

adsorption energies of key intermediates are often treated as a surrogate for activity, leading to

ML models that simulate DFT calculations.26 To rapidly screen materials by selectivity or

stability, more intuition and knowledge of the chemical environment and reaction mechanism

needs to be incorporated into ML studies. Some efforts to accomplish this are underway. The

Open Catalyst Project26,27 includes ML models for performing structure relaxation in addition to

simply predicting the DFT ground-state electronic energy. Such models may enable accelerated

transition state calculations that could be used to rapidly construct and refine microkinetic models

for a certain reaction across a class of catalysts. In combination with active machine learning

approaches to efficiently explore a large dataset of potential catalyst materials,38 such ML models

could more effectively filter catalyst materials by selectivity towards a certain reactant or product.
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Similar computational improvements could be made to the prediction of electrocatalyst stability

under reaction conditions. As discussed earlier, one such avenue is improving the algorithms used

to create computational Pourbaix diagrams for many-component systems like perovskite

oxynitrides.39 For the many electrochemical reactions that happen in aqueous solution, cheap and

rapid prediction of aqueous electrochemical stability would be a boon to ML materials searches.

Other metrics of stability could also be investigated, such as theory and algorithms to predict

stability in organic solvents. Of course, even ML materials searches without these enhanced filters

often reduce a list of thousands or millions of materials to just a few,28 and it is conceivable that

one might not find any materials that simultaneously meet all activity, selectivity, and stability

requirements. ML practictioners should consider building models that predict continuous

numerical metrics for activity, selectivity, and stability so that a materials search could use

multivariate, nonlinear optimization to find the best materials candidates, even if no candidate

satisfies all catalyst figures of merit.

While a purely materials-centric perspective might focus on optimizing one or more

properties of an electrocatalyst material, perhaps a more relevant way to address balancing the

catalyst figures of merit is technoeconomics. Realistically, implementation cost is often the most

important catalyst figure of merit, and includes both capital expenses (the one-time costs of

equipment or materials such as reactors and plant equipment) and operating costs (continually

incurred costs, such as for consumable supplies and electricity). The issue of balancing the

catalyst figures of merit then often becomes an issue of balancing capital and operating costs. For

example, one may undertake extensive experimental and computational effort to design a metal

sulfide catalyst with very high NO3RR activity and very high resistance to halide poisoning. Such

an effort will likely increase the cost of the final catalyst, increasing the capital cost required to
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build a NO3RR plant. However, such a catalyst will need to be purchased less often (i.e., will

become less of an operating cost). A more Cl– -resistant catalyst may also eliminate the capital

cost of a dechlorination step that would otherwise be required to remove Cl– from the feed stream

to avoid poisoning a regular Rh sulfide or Rh catalyst. It may also be cheaper to avoid the capital

costs associated with Cl– -resistant catalysts and use a catalyst that, while more easily poisoned by

Cl– , is inexpensive to replace periodically. With high enough future value discount rates,

converting the cost of a catalyst from an upfront capital cost to an operating cost amortized and

discounted over the expected lifetime of the plant may change the priorities of activity, selectivity,

and stability. Along with reports of new catalyst materials, technoeconomic studies of catalyst

performance are important to guiding exploration of the electrocatalyst material space and to

ensuring that valuable findings are translated to application instead of being confined to the

academic literature.40 The construction of technoeconomic analyses is an area in which machine

learning could prove useful and for which a sizable amount of data already exists. Historical data

of macroeconomic financial metrics may help establish predictions for future discount rates and

raw material costs. Projects to aggregate microeconomic data on the prices of chemical plant

equipment, electricity, and reagents can also refine ML predictions of capital and operating costs

for a certain electrochemical process. The emergence of graph machine learning models, which

operate on graphs of nodes with directed or non-directed edges,41 may also prove useful in

correlating the topology of an electrochemical plant to the yield of a desired product, the

properties of electrocatalysts used, and the reaction conditions under which an electrolysis reactor

is maintained. Together, these tools can help inform the direction of fundamental electrocatalyst

research using trends in market data, past electrochemical plant design strategies, and historical

chemical plant performance. While materials science is somewhat agnostic to which catalyst
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figure or figures of merit are optimized, technoeconomic insights can clarify which metrics should

be prioritized and which can be ignored.
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APPENDIX A

Supporting Information for PtRu Study

Note

This chapter is adapted with permission from the Supporting Information (SI) document of
Wang, Z. et al. Increasing Electrocatalytic Nitrate Reduction Activity by Controlling Adsorption through
PtRu Alloying, Journal of Catalysis 2021, 395, 143–154, doi: 10.1016/j.jcat.2020.12.031.
Copyright 2021 by Elsevier Inc.

A.1 Brief summary of alloys for nitrate reduction reaction

Table A.1: Summary of different alloys previously investigated for NO3RR. Only catalysts with
normalized current densities measured are reported.

Alloys Conditions
Current
Density

Normalization
Technique

Faradaic
Efficiencies

Reference

Cu50Ni50
−0.1 V vs. RHE in

1 M KOH + 0.1 M KNO3
80 mA/cm2 Capacitance >95% NH3 [1]

Cu–Zn
ca. −0.6 V vs. SHE in

1 M KOH + 0.1 M NaNO3
−3 mA/cm2 Geometric 92−97% NH3 [2]

PtRh
0.155 V vs. RHE in

0.5 M H2SO4 +
0.01 M NO3

–
−115 `A/cm2 Hupd and CO

stripping
N/A [3]

Sn-modified
Pt, Pd, Pt–Pd

0.01 V vs. RHE in
0.1 M HClO4 +
0.1 M NaNO3

−32 mA/cm2 Hupd N/A [4]

Ag/Au
ca. −0.25 V vs. SHE in

0.1 M HClO4 +
5 mM NaNO3

−1 mA/cm2 Geometric N/A [5]

Pt78Ru22
0.05 V vs. RHE in

1 M H2SO4 + 1 M NaNO3
−55 `A/cm2 Hupd and Cuupd 93–98% NH3 This work

a Naming convention for each alloy reported based on how it is written in the original reference.
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A.2 Synthesis and characterization details

A.2.1 NaBH4 reduction synthesis

Multiple traditional synthesis techniques such as wet-impregnation and incipient wetness

were explored to make PtGRuH nanoparticles. Ultimately, a modified NaBH4 technique resulted in

the most reproducible particle size and activity compared with commercial catalysts and therefore

was used to synthesize all catalysts reported in this work.6 A summary of the main steps to

produce PtGRuH/C is shown in Figure A.1.

Figure A.1: Overview of NaBH4 synthesis procedure to make PtGRuH/C catalysts. Different concentrations
of H2PtCl6 and RuCl3 were used to vary the composition of the alloys in the NaBH4 solution. After stirring
the solution for two hours, the remaining catalyst was centrifuged at 3000 rpm for 8 min before washing
with Millipore water. The recovered material was dried overnight at 80 ◦C in ambient air.

A.2.2 XAFS measurements and data processing

X-ray absorption near edge structure (XANES) and extended X-ray absorption fine

structure (EXAFS) measurements were taken at the Sector 20 bending-magnet beam line of the

Advanced Photon Source at Argonne National Laboratory. For the Ru  edge the harmonic

rejection mirror was set to 3.9 mrad, whereas for Pt !3 edge it was 4.1 mrad. Catalyst samples

were measured in transmission mode at the Pt !3 edge and Ru  edge. The `(�) data was

processed using the ATHENA software with a Fourier cutoff of 'bkg = 1.0 Å and a : range from 3

to 16 Å
−1

.7 Structural parameters were derived from the experimental data using FEFF9

theoretical standards as input to the ARTEMIS software.8,9
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The spectra were obtained by merging two scans of each catalyst. The raw data obtained at

the Pt !3 edge is presented in Figure A.2. Because the raw signal of the bulk Pt foil was much

higher, the actual values have been scaled by a factor of 0.5 in the ' and : space to aid visual

comparison. Based on the XANES spectra at the Pt !3 edge in Figure A.2(a), the white line

intensity for the PtGRuH/C catalysts compared to the bulk metallic Pt foil show that these samples

were slightly oxidized. These surface oxides were expected and were reduced under

electrochemical pretreatment conditions prior to catalyst use.

Figure A.2: Unadjusted raw XAFS spectra for PtGRuH/C catalysts at the Pt !3 edge as (a) normalized
XANES spectra (also shown in Figure II.1(b) of the main text), (b) EXAFS in the : space, (c) magnitude
of the ' space (also shown in Fig. 1(a) of the main text), and (d) the imaginary ' space. The black lines
represent the measured spectra for the Pt foil, which has been rescaled by a factor of 0.5 in the : and '
spaces. Each of the colors represent different compositional ratios of Pt and Ru catalyst.
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The measured spectra and fittings for the Pt foil and each of the five compositions of the

PtGRuH/C are shown in Figures A.3 and A.4. First, the edge onset energy (�0) was defined for the

Pt foil and set accordingly for spectra of all alloys. Next, the background signal for the data was

removed by fitting the pre-edge and post-edge data to a linear function and subtracting out. After

processing the data, fitting paths were generated using FEFF9 software and structure coordinates

from Materials Project. For improved convergence and optimization tests in FEFF9, the

COREHOLE card was varied during XANES calculations. The default setting is based off of the

Final State Rule (FSR), which may over overestimate the strength of the core-hole interaction and

exclude the core-hole mixing effect for !-shell metals.10,11 To overcome this problem, the random

phase approximation (RPA) was used in the XANES calculations of the Pt–Pt, Pt–O, and Pt–Ru

paths. The use of RPA over FSR improved the fit in the first shell and j error.

EXAFS fittings were conducted with Pt–Pt, Pt–O, and Pt–Ru paths generated in FEFF9.

First, the Pt foil was fitted by setting the coordination number to 12, which is the expected value of

bulk Pt. The set amplitude and �0 were found to be 0.915 ± 0.02 and 5.55 ± 0.2 eV, respectively.

Tabulated fittings and errors for the bond distance, coordination number, and f2 values are

presented in Table A.2. For comparison, Pt100/C was fitted with and without the Pt–Ru path.

Although the coordination number of the Pt–Ru path on Pt100/C was ~0.5, it increased the j error

compared to fitting Pt100/C without the Pt–Ru path.
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Figure A.3: Measured and fitted EXAFS spectra for (a, b) Pt foil, (c, d) Pt100/C, and (e, f) Pt90Ru10/C in '
and : space, respectively. The experimental data is presented as the solid lines, whereas the dashed lines
represent the fits. Paths for the Pt foil only include Pt–Pt, whereas the PtGRuH/C curves include Pt–Pt,

Pt–O, and Pt–Ru paths fitted with an R range of 1 to 3 Å and a k range of 3 to 15 Å
−1

.

161



Figure A.4: Measured and fitted EXAFS spectra for (a, b) Pt78Ru22/C, (c, d) Pt63Ru37/C, and
(e, f) Pt48Ru52/C in the '- and : space, respectively. The experimental data is presented in the solid lines,
whereas the dashed lines represent the FEFF fits. Paths include Pt–Pt, Pt–O, and Pt–Ru fitted with an R

range of 1 to 3 Å and a k range of 3 to 15 Å
−1

.
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The total coordination number (CN) from the Pt–Pt and Pt–Ru paths ranges from 6 to 9 for

all the samples. From established relationships between metal nanoparticle size and first shell

CN,12,13 these values correspond to nanoparticles between 1.5–5 nm, which is within the range of

XRD calculations and TEM imaging (Table A.3). Nanoparticle sizes estimated from CN are

lower than sizes extracted from TEM images, which may arise because the CN from EXAFS

fittings estimates of size exclude the oxide layer around each nanoparticle, as only the metal–metal

bonds of the metallic core are counted.

The raw data obtained at the Ru  edge is presented in Figure A.5. Because the raw

signal of the Ru foil is much higher than that of the alloy catalysts, the values have been scaled by

a factor of 0.5 in the ' space to aid visual comparison. The spectral measurements taken at the Ru

 edge have low signal, thus we did not extract Ru–Ru and Ru–O information from ARTEMIS.

Based on the XANES spectra at the Ru  edge in Figure A.5(a), the white line intensity of the

PtGRuH/C catalysts suggests oxidation compared with the bulk Ru foil. These surface oxides are

expected for metallic nanoparticles because the experiment was conducted ex-situ. The amount of

oxidation increases as the bulk Ru alloy content increases, which we attribute to Ru being more

easily oxidized than Pt.
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Figure A.5: Unadjusted raw XAFS spectra for PtGRuH/C catalysts at the Ru  edge as (a) normalized
XANES spectra, (b) in the : space, (c) magnitude of the ' space, and (d) the imaginary ' space. The black
lines represent the measured spectra for the Ru foil, which has been rescaled by a factor of 0.5 in the : and
' spaces. Each of the colors represent different compositional ratios of Pt and Ru catalyst.

A.2.3 X-ray diffraction calculations

The average size of the synthesized nanoparticles was calculated using Scherrer’s equation:

g =
 _

V cos \
(A.1)

where g is the average size of the crystalline particles,  is the shape factor (0.89), _ is the

wavelength of the X-ray (1.54056 Å), V is the full width of the peak at half maximum, and \ is the

Bragg angle of the peak. Error bars were determined by using the standard deviation across four

different Pt diffraction peaks. The average particle sizes from XRD were compared with the
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average particle sizes measured from TEM images (Table A.3). The particle sizes from both

characterization techniques agree within error for all studied catalysts.

Table A.3: Particle sizes from XRD using Scherrer equation, TEM, and EXAFS from first shell Pt–metal
coordination number.

Catalyst XRD particle size (nm) TEM particle size (nm) EXAFS particle size (nm)

Pt100/C 3.5 ± 0.6 —

1.5–5.0 for all catalysts
Pt90Ru10/C 5.0 ± 1.0 4.3 ± 1.4

Pt78Ru22/C 5.7 ± 1.0 4.0 ± 1.1

Pt62Ru37/C 3.2 ± 0.7 3.9 ± 1.0

Pt48Ru52/C 4.7 ± 1.3 3.6 ± 0.9

A.2.4 Additional TEM imaging

Under 1.5 million times magnification, the crystal lattice of the nanoparticles in

Pt78Ru22/C is observed (Figure A.6). The amorphous gray shape in the lower half of the image is

the carbon support and the lighter gray top half is the Cu grid used for the microscopy experiment.

The black spheres and ovals are the alloy nanoparticles, ranging from 3–5 nm in diameter.

Figure A.6: TEM image of Pt78Ru22/C at 1.5 million magnification.
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A.2.5 Additional details on Hupd and Cuupd experiments

To perform the Hupd experiments, the PtGRuH/C catalysts were first pretreated by cycling

from hydrogen evolution to Pt oxidation (-0.17 to 1.23 V vs. RHE) at least 50 times or until the

CVs were stable. This pretreatment ensures that surface oxides are reduced before taking

measurements. CV scans between 0.08 and 1.23 V vs. RHE were used to obtain Hupd peaks

(Figure A.7(a)) after compensating for 85% of the solution resistance (blue). Only 85%

compensation is used to avoid oscillations in the potentiostat controller often seen when using

higher compensation percentages. A slanted baseline double layer charge from the carbon support

was measured at 0.35 V vs. RHE and subtracted from the total charge from the hydrogen

desorption region.14 The estimated charge density of desorbing a monolayer of H from a Pt surface

(210 `C/cm2) was used to calculate the ECSA. Additional baseline experiments were performed

on the carbon support without metal present (Figure A.7(b)) to show that no Cu desorbed from

the carbon upon operating under the same conditions used for Cuupd for the supported catalysts.

For the Cuupd measurements, the scan ranges were kept the same as Hupd and 2 mM CuSO4

was added into the solution. The first Cu desorption peak at ~0.3 V vs. RHE corresponds to bulk

Cu stripping, and the smaller peaks that follow from 0.3–0.8 V vs. RHE correspond to a

monolayer of Cu stripping from the catalyst surface.15 The charges obtained from Cu stripping

were subtracted by the double layer baseline obtained in the Hupd experiments in the absence of

Cu2+ ions in the solution. To further ensure that the Cuupd total charge was only from the stripping

of a monolayer of Cu, experiments were performed to determine the appropriate deposition

potential. The electrodes were first polarized at 1.0 V vs. RHE for two minutes so that no Cu ions

remained on the surface. Deposition potentials from 0.28–0.48 V vs. RHE were applied for 100

seconds to deposit a monolayer of Cu2+ on the surface before applying a linear voltammetric scan
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(LSV) at 100 mV/s from the deposition potential to 1.0 V vs. RHE. The ratio of copper to

hydrogen stripping charge as a function of the deposition potential is shown for Pt100/C in

Figure A.7(c). Baseline LSVs conducted at the same starting potential with different scan rates on

commercial PtRu/C showed minimal effect on the Hupd and Cuupd ECSA (Figure A.7(d)).

Figure A.7: Electrochemical surface area measurements. All Hupd and Cuupd experiments are performed in
0.1 M H2SO4 and 0.1 M H2SO4 + 2 mM CuSO4, respectively. (a) Hupd (blue) and Cuupd (orange)
experiments of Pt100/C at 100 mV/s scan rate. The peak at 0.3 V vs. RHE represent bulk Cu stripping,
whereas the smaller peaks from ~0.4–0.8 V vs. RHE is the Cuupd region (highlighted box). (b) Hupd CV
and Cuupd LSV baseline on Vulcan carbon at 100 mV/s scan rate. (c) A ratio of copper underpotential
deposition desorption charge (&Cu) and hydrogen underpotential desorption charge (&H) on Pt100/C was
used to the find the deposition potential for a monolayer of adsorbed Cu. �dep is the applied deposition
potential for 120 seconds. (d) Hupd and Cuupd ECSAs at varying scan rates for commercial PtRu/C.

Under the assumption that copper atoms adsorb on the electrode surface at the same sites

as the hydrogen atoms, the ratio of copper and hydrogen charge was expected to be two on the Pt

nanoparticles. 0.42 V vs. RHE was determined as the potential for adequate formation of a Cuupd
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monolayer without interference from bulk Cu. At deposition potentials lower than

0.42 V vs. RHE, the charge ratio is greater than two, meaning that bulk Cu could still be adsorbed

to the surface. There was a loss in charge above 0.42 V vs. RHE, indicating that the

underpotential monolayer is not fully formed. This deposition potential of 0.42 V was used to

measure the Cuupd of all PtGRuH/C materials (Figure A.8(a–e)).

Figure A.8: Baseline Hupd CVs in 0.1 M H2SO4 and corresponding Cuupd LSV in 0.1 M H2SO4 and
2 mM CuSO4 at 100 mV/s for (a) Pt100/C, (b) Pt90Ru10/C, (c) Pt78Ru22/C, (d) Pt63Ru37/C, (e) Pt48Ru52/C.
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The measured ECSA from Hupd and Cuupd techniques are presented in Table A.4. The

commercial Pt/C and PtRu/C both had higher ECSA compared to the synthesized materials

despite having the same metal loading. This may arise because the commercial catalysts had

higher dispersion, therefore a smaller average particle size calculated from XRD. The ECSA of

synthesized PtGRuH/C ranged from 0.2–0.4 cm, regardless of measurement technique. The

difference between the ECSAs of Hupd and Cuupd increases as the Ru content increases because

more than one hydrogen binds to Ru active sites. The Cuupd approach eliminates the over counted

sites because only one Cu atom adsorbs per Ru site.

Table A.4: Measured electrochemical active surface area from Hupd and Cuupd technique for commercial
and synthesized PtGRuH/C catalysts.

Catalysts Hupd (cm2) Cuupd (cm2)

Pt/C – commercial 0.94 0.94
PtRu/C – commercial 0.71 0.51

Pt100/C 0.36 0.36
Pt90Ru10/C 0.22 0.22
Pt78Ru22/C 0.25 0.2
Pt63Ru37/C 0.35 0.29
Pt48Ru52/C 0.34 0.22

A.2.6 XPS experiments and data processing

X-ray photoelectron spectroscopy (XPS) was conducted using a Kratos Axis Ultra X-ray

photoelectron spectrometer. While keeping the analysis chamber at 1 × 10−9 torr, a

monochromatic Al X-ray source (10 mA and 12 kV) was used with a pass energy of 12 eV and

step size of 1 eV. Collected spectra were calibrated by positioning the C(1B) peak at 248.8 eV.

Survey scans ranged from 600–0 eV while the narrow scans were performed between 370–300 eV

and 510–450 eV for Pt 43 and Ru 3?, respectively (Figure A.9). The resulting Pt 43 and Ru 3?
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peaks were fitted with the Shirley-type background with the CasaXPS software.16 The relative

compositions were determined by integrating the peaks and normalized by the relative sensitivity

factor for Pt 43 and Ru 3?.

Figure A.9: X-ray photoelectron spectra shown for (a) Pt/C and (b) Ru/C. The signal intensity from these
regions represent the amount of Pt and Ru on the surface of the material.

The data from Table A.5 is plotted in Figure II.3(b) and shows that the surface Ru at%

from XPS correlates with the bulk Ru at% obtained from ICP–MS. At lower Ru loading, the bulk

and surface concentrations are more similar than that at higher Ru loading.

Table A.5: Comparison between bulk Ru at% determined from ICP–MS and surface Ru at% determined
from Ru XPS intensity. The naming convention of the catalysts are based on the bulk at% of the metals.

Catalyst Bulk Ru at% Surface Ru at% Ru XPS Intensity

Pt100/C 0 0 0
Pt90Ru10/C 10 12 2932.6
Pt78Ru22/C 22 25 6221.5
Pt63Ru37/C 37 55 17172.6
Pt48Ru52/C 52 58 18634.2
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A.3 Additional activity testing results

A.3.1 Comparison between commercial and synthesized catalysts

The intrinsic activities of commercial Pt/C and PtRu/C were comparable to those of the

synthesized Pt100/C and Pt48Ru52/C samples, respectively (Figure A.10). These experiments

show that catalysts synthesized under different conditions yield similar intrinsic activities and that

our method of normalization accounts for different size particles that result from different batches

of catalyst. For comparison between catalysts of similar compositions, using either Hupd or Cuupd

for site normalization would yield similar comparative results between the commercial and

synthesized catalyst. This is because the ratio to convert Hupd to Cuupd active sites are

approximately the same. In Figure A.10, the commercial catalysts have higher ECSA despite

having the same bulk metal loading wt% as the synthesized material, which likely results from

higher dispersion and lower particle size. However, normalization using Hupd accounts for these

differences, thus yielding similar intrinsic normalized current densities between commercial and

synthesized catalysts. These commercial catalysts were not explicitly used in the kinetic studies to

avoid comparison between catalysts of significantly different particle sizes, due to the reported

structure sensitivity of nitrate reduction.17
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Figure A.10: Comparison of current densities between synthesized catalysts and their commercial
counterparts. The activities were tested in 1 M H2SO4 + 1 M NaNO3 and currents were normalized by Hupd.

A.3.2 Stability of Ru/C

We evaluated the activity of commercial Ru/C under the same conditions as that of the

PtGRuH/C catalysts. The CV scans did not show Ru redox peaks due to the low loading of Ru on

the support. Instead, there was substantial Ru leaching into the solution during pretreatment in

1 M H2SO4. From Figure A.11(a), the onset potential for oxygen evolution occurs at

~1.4 V vs. RHE in the first cycle. Continued cycling slowly strips away Ru from the catalyst into

the acidic electrolyte solution leading to an increase in the oxidation onset potential. Unlike the

Pt/C (Figure A.11(b)), which displays Hupd peaks that are indicative of hydrogen adsorbing and

desorbing from the surface of the metal after 50 pretreatment cycles, Ru/C displays no metal

peaks and all of the current is attributed to the carbon support.

For comparison, the last three Hupd CVs of PtGRuH/C catalyst after 50 cycles of

pretreatment are included in Figure A.12, which show the stability of the material before
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Figure A.11: Cyclic voltammetry of commercial Ru/C in 1 M H2SO4 for (a) Scanning at 100 mV/s, cycles
in the oxidation region over time shows an increase in oxidation onset potential. (b) Comparison of Ru/C
with Pt/C after 50 electrochemical pretreatment cycles showing little to no Faradaic activity for Ru/C,
which is attributed to Ru leaching into the electrolyte solution.

steady-state experiments. No CVs were performed after the experiment because the presence of

nitrate in the solution alters the CV scans.
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Figure A.12: Last three cycles of Hupd CVs in 1 M H2SO4 before steady-state measurements for
(a) Pt100/C, (b) Pt90Ru10/C, (c) Pt78Ru22/C, (d) Pt63Ru37/C, and (e) Pt63Ru37/C.

A.4 Electrocatalyst and electricity cost comparisons

As a step towards comparing different possible NO3RR electrocatalysts, we examined the

cost of studied catalysts and their activity to estimate the cost of the materials for a given reaction

rate of NO3RR. Figure A.13(a) compares the intrinsic activities of commercial Pt/C, Rh/C, and

synthesized Pt78Ru22/C at four different operating potentials. Pt78Ru22/C was selected because it

was the most active alloy identified. When comparing between the pure metals, Rh/C outperforms
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Pt/C, which is supported by literature.18 Although the intrinsic activity of Pt78Ru22/C is less than

that of Rh/C, the cost to purchase sufficient electrocatalyst to convert 1 mole of NO3
– per hr using

Pt78Ru22/C is half that of using Rh/C at either 0.05 or 0.1 V vs. RHE (Figure A.13(b)). This

analysis assumed 50% fractional exposure, that is, half of the electrocatalyst atoms are available

for NO3RR. The cost differential is because of the high cost of Rh, valued over 30 times more

than Ru on a mass basis (Table A.6). Although Pt costs ~10 times less than Rh, the Pt/C is at least

~3 times more expensive for NO3RR because of lower activity.

Figure A.13: Technoeconomic comparison of Pt/C, Rh/C, and Pt78Ru22/C. (a) The current densities for
commercial Pt/C, Rh/C, and synthesized Pt78Ru22/C catalysts reported at four different applied potentials.
The electrolyte solution consisted of 1 M H2SO4 + 1 M NaNO3. The measured currents were all
normalized via Hupd of the active sites. (b) Metal cost to purchase sufficient catalyst to convert 1 mole of
NO3

– per hour based on activity of catalysts at 0.05 V vs. RHE and 0.1 V vs. RHE. To perform this
analysis, a fractional exposure of 0.5 was assumed. Metal prices per oz are shown in Table A.6.

Table A.6: Cost of Rh, Pt, and Ru as of April 28, 2020.19–21

Metal Cost ($/oz)

Rhodium (Rh) 8200
Platinum (Pt) 763.67

Ruthenium (Ru) 270
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Another major component of evaluating the economics of different NO3RR

electrocatalysts is the cost of electricity, which will depend on the overvoltage required and the

Faradaic efficiency of a given electrocatalyst. At an industrial electricity price of $0.07/kWh, a

0.1 V increase in overvoltage is equivalent to between 1 to 5 cents of additional cost per kilogram

product.22 Additionally, running the reaction at potentials more negative than 0 V vs. RHE results

in hydrogen evolution, decreasing the amount of NO3RR product formed. The electricity cost per

ton of producing NH4NO3 from NO3RR on both the Pt/CF and Pt78Ru22/CF (with “CF” denoting

carbon felt and assuming oxygen evolution as the oxidation reaction) is less than that of a recently

published Ti catalyst, due to the lower overpotential required on the Pt-based catalysts

(Table A.7). The electricity cost using any of these electrocatalysts and the specified conditions is

less than the current commercial price of NH4NO3.23 However, Ti is much cheaper than Pt-group

metals, and therefore a full technoeconomic analysis must be performed to determine which

systems are more economically viable.

Table A.7: Electricity cost of converting NO3
– to NH4NO3 using different electrocatalysts. This analysis

assumes the cost of industrial electricity to be $0.07/kWh and the annual NH4NO3 consumption to be
608,268 tons/yr. Overpotential refers to the NO3RR overpotential. The counter reaction is assumed to be
oxygen evolution with 0.4 V overpotential. No resistance or mass transport overpotentials are assumed here.

Catalyst Overpotential (V) Faradaic Efficiency (%) Electricity Cost ($/ton NH4NO3)

Pt/CF 0.72 98 $293
Pt78Ru22/CF 0.72 94 $305
Ti (ref.24) 1.82 82 $600

Current cost from
USDA data (ref.23)

— — $511.00
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A.5 NO3RR activity at different applied potentials

The current densities normalized by Hupd and Cuupd at 0.05, 0.075, and 0.1 V vs. RHE are

presented in Figure A.14(a, b, c), respectively. Catalysts tend to have higher current densities

with more negative applied potentials, with 0.05 V vs. RHE showing the greatest reduction

currents for Pt78Ru22/C at −55 `A/cm2 when normalizing intrinsic activity by the ECSA from

Cuupd. This current density is ~20 times greater than the activity of Pt100/C.
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Figure A.14: Measured current densities for PtGRuH/C from Figure II.4(a) at (a) 0.05 V, (b) 0.075 V, and
(c) 0.1 V vs. RHE as normalized to both Hupd and Cuupd active sites. Steady-state measurements were
conducted in 1 M H2SO4 + 1 M NaNO3. Each potential is applied for 5 min with RDE rotation of
2500 rpm.
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A.6 Additional computational details

A.6.1 Generating the model PtGRuH random surface alloys

Experimental surface composition analysis (Figure II.3(b)) of the PtGRuH catalysts reveal

that Ru surface concentrations are close to the target bulk compositions for each catalyst. To

model the effect of PtGRuH surface composition on nitrate reduction, a random surface alloying

approach was used to generate PtGRuH surfaces. This approach begins with a 3 × 4 × 4 supercell of

the Pt(211) lattice and randomly assigns each atom in the topmost layer to be either Pt or Ru

(Figure A.16). The decision to use random surface layer alloys supported on Pt(211) instead of

searching the optimal PtGRuH structure for each composition using methods such as cluster

expansion25,26 is motivated by computational tractability and simplicity, because here we are only

seeking qualitative trends in binding energies and activation barriers. The Ru atoms deep within

the Pt subsurface will contribute far weaker ligand and strain effects to the catalyst properties than

surface Ru atoms do. As shown herein, these random surface alloy models capture qualitative

activity trends compared with experiment measurements. The random assignment creates atomic

compositions of the top layers ranging from 0 to 50 at% Ru, which corresponds approximately to

the five PtGRuH experimental catalysts. Surface alloy models up to 100 at% Ru at the surface and a

Ru(211) slab were also created for further study, although such alloy catalysts may not be stable

under reaction conditions due to Ru phase segregation and leaching.

A.6.2 Initial, transition state, and final geometries for CI–NEB calculations

For each NEB calculation, the initial image was the relaxed geometry of NO3
∗ at its

optimal [O–O]-chelating binding position on the third ridge of each FCC(211) material. The final

endpoint was formed by assuming an elementary step in which one of the basal O atoms migrates
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to a neighboring bridge site up or down the third ridge, following which the remaining NO2

fragment rotates downward into a [N–O]-chelating position. Figure A.15 shows the initial,

transition state, and final images for each CI–NEB calculation performed to calculate the

activation barrier for nitrate-to-nitrite dissociation.
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Figure A.15: Initial, transition state, and final geometries for CI–NEB calculations for each surface model.
Electronic energies are relative to the initial state. Solid black lines denote the boundary of the periodic
supercell.
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Figure A.15: (continued) Initial, transition state, and final geometries for CI–NEB calculations for each
surface model. Electronic energies are relative to the initial state. Solid black lines denote the boundary of
the periodic supercell.
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A.6.3 Models of the random surface alloys

The random surface alloy (s-PtGRuH) models, as well as Rh(211) and Ru(211) are shown in

Figure A.16.

Figure A.16: Top views of the supercells of the PtGRuH(211) surfaces, as well as Rh(211) and Ru(211) for
comparison. Each surface is FCC(211), so that the rightmost column of atoms is the highest in the z

direction (normal to the surface). Teal = Ru, grey = Pt, dark teal = Rh.

A.6.4 Renderings of adsorption on the model PtGRuH alloys

The N atom prefers to adsorb in hollow sites, but also in locations that maximize its

coordination with surface Ru atoms (Figure A.17). N prefers a FCC or HCP hollow site between

the middle and rightmost ridges of the FCC(211) surface, but will also adsorb strongly in a hollow

site between the left and middle ridges if that is the only location where a Ru atom is available

(e.g., see s-Pt92Ru8).

Like N, the O atom prefers adsorption locations that maximize its coordination with

surface Ru atoms (Figure A.18). Atomic O also prefers bridge and hollow sites on the rightmost
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Figure A.17: Nitrogen atom adsorption on the PtGRuH alloys. The strongest N binding energy is reported
for each PtGRuH composition in eV, as well as Rh(211) and Ru(211) for comparison. Black solid lines
denote the supercell. Teal = Ru, grey = Pt, blue = N, dark teal = Rh.

ridge for many but not all surface compositions. However, O will also adsorb strongly in a hollow

site if this site increases its coordination to Ru atoms.

NO3
– adsorption free energies were predicted at 298.15 K using a thermodynamic cycle27

to avoid error in predicting ion energies using periodic DFT calculations. For NO3
– binding, only

sites in which NO3
– binds in an [O–O]-bidentate chelating fashion to two consecutive atoms on

the same vertical FCC(211) ridge were considered. We tested such binding positions only for the

middle and rightmost ridges, as our preliminary studies indicated that binding on the leftmost

(lowest) ridge is unfavorable. For all surfaces, NO3
– prefers to bind on the rightmost (highest)

ridge and to as many Ru atoms on that ridge as possible at once (Figure A.19). For example, for

s-Pt75Ru25, NO3
– binds to a Pt–Ru pair of surface atoms even though a Pt–Pt pair of surface
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Figure A.18: Oxygen atom adsorption on the PtGRuH alloys. The strongest O binding energy is reported
for each PtGRuH composition in eV, as well as Rh(211) and Ru(211) for comparison. Teal = Ru, grey = Pt,
red = O, dark teal = Rh.

atoms is available. Similarly, for s-Pt33Ru67 and s-Pt17Ru83, NO3
– binds to a Ru–Ru pair even

though a Ru–Pt ensemble is available.

On pure Pt(211) facets (denoted as s-Pt100), H prefers an atop site at the top ridge

(Figure A.20). As Ru surface atoms become available, H prefers to adsorb at sites near the top

ridge and which increase the coordination of H with Ru. For most sites, H adsorbs at a bridge

position in the top ridge with at least one Ru atom in its first coordination sphere. For surfaces

where Ru is available only in the bottom ridge (e.g., s-Pt92Ru8 and s-Pt83Ru17), H adsorbs at a

position between the top ridge and the bottom ridge immediately next to it, such that it is as close

to a Ru atom as possible.
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Figure A.19: NO3
– adsorption on PtGRuH alloys. The strongest NO3

– binding energy is reported for each
PtGRuH composition in eV, as well as Rh(211) and Ru(211) for comparison. Teal = Ru, grey = Pt, blue = N,
red = O, dark teal = Rh.

Figure A.20: Hydrogen adsorption on PtGRuH alloys. The strongest H binding energy is reported for each
PtGRuH composition in eV, as well as Rh(211) and Ru(211) for comparison. Teal = Ru, grey = Pt,
yellow = H, dark teal = Rh.
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A.6.5 Sampling of adsorbate binding energies

Figure A.21: N, O, H, and NO3
– binding energies sampled on the PtGRuH alloys, Ru(211), and Rh(211).

Each point represents an adsorption calculation, and the solid lines track the strongest binding energies as a
function of alloy composition. Electronic binding energies are reported at 0 K (except for NO3

– binding
free energies, which are reported at 298.15 K using a thermodynamic cycle as discussed above).

A.6.6 Binding energies of NO3
– on PtGRuH surface alloys, Rh(211), and Ru(211)

The data in Figure A.22 shows the strongest binding free energies for NO3
– found on each

PtGRuH(211) surface, as well as Rh(211) and Ru(211). For the PtGRuH alloys, the sites with

strongest nitrate binding energies cluster into three groups based on how nitrate is bound: Group 1

containing s-Pt100, s-Pt92Ru8, and s-Pt83Ru17 where nitrate binds to Pt–Pt sites; Group 2

containing s-Pt75Ru25, s-Pt58Ru42, and s-Pt50Ru50 where nitrate binds to Pt–Ru sites; and Group 3

containing s-Pt33Ru67, s-Pt17Ru83, and s-Ru100 where nitrate binds to Ru–Ru sites. Although this

grouping is artificial because in reality a distribution of Pt–Pt, Pt–Ru, and Ru–Ru sites are present

on alloy surfaces, it displays the general trend that nitrate adsorption strength increases as the

number of Ru atoms bound to nitrate increases. The Pt–Pt sites are most abundant at low Ru

188



concentrations, whereas as Ru concentration increases the number of Ru–Pt and Ru–Ru sites on

the surface is expected to increase. Thus, PtGRuH surfaces with more Ru should have stronger

nitrate binding energies, on average.

Figure A.22: Strongest DFT-predicted binding free energies of NO3
– on PtGRuH surface alloys, Ru(211),

and Rh(211). Each inset shows a representative example of the adsorption motif for each cluster of binding
energies. Color Legend: Teal = Ru, grey = Pt, red = O, blue = N. Binding free energies are reported at
298 K and 0 V vs. RHE.

Some of the model alloys (s-Pt17Ru83 and s-Ru100) adsorb nitrate more strongly than

Ru(211). Here, the Ru(211) surface was generated by optimizing the lattice constant of FCC Ru,

whereas all the model alloys surfaces (including s-Pt17Ru83 and s-Ru100) are FCC(211) surfaces

constrained to the Pt lattice constant, which is slightly larger than that of Ru. Thus, the alloy

surface atoms are under a slight biaxial tensile strain, which raises the average d-band center of

the surface with respect to the Fermi level,28 increasing the overall adsorbate-surface bonding

interaction. In reality an alloyed surface would have a different lattice constant between that of its

constituent metals. Nonetheless, strain effects have a much smaller perturbation on the nitrate

binding energy than change in adsorption site (i.e., from interacting directly with a Pt atom to a Ru

atom) and the qualitative trends match with experiment.
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A.6.7 Mean-field microkinetic modeling

To study the competition between surface reactions and rationalize the experimentally

observed composition dependence of the observed NO3RR rate, we performed mean-field

microkinetic modeling with degree-of-rate-control fitting. We used the MKMCXX software

package29 (version 2.7.0) with a modeling protocol similar to that used in our previous study.30

Specifically, we calculated the overall turnover frequency with respect to nitrate ion consumption

and the degree of rate control factor for all elementary steps 0.1 V vs. RHE. Table A.8 shows the

19 elementary steps considered in the microkinetic model. These steps were taken from our prior

study,30 where the effects of applied potential on the reaction thermodynamics and activation

barriers were modeled using the computational hydrogen electrode31 and Butler–Volmer

formalism,32 respectively.

For the adsorption and desorption reactions of NO, N2, N2O, and H2O, and NH3, rate

constants were estimated by the Hertz–Knudsen (HK) equation. For HK reactions, the binding

energy of each component was calculated from N and O binding energies through the adsorbate

scaling relations. All other reactions were modeled using the Arrhenius equation. For Arrhenius

reactions, forward and backward pre-exponential factors were assumed to be 1013 s−1 and the

forward and backward barriers were calculated from N and O binding energies using BEP

relations. See the MKMCXX input files in our GitHub repository

(https://github.com/goldsmith-lab/ptru-alloy-no3rr-activity) for more information.

The simulations were constructed over a grid of O and N binding energies, each ranging

from −700 kJ/mol to −200 kJ/mol in increments of 10 kJ/mol. For each pair of O and N binding

energies (i.e., each grid point in the simulation), a microkinetic model was constructed by
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Table A.8: Elementary reactions considered in the mean-field microkinetic model.

ID Reaction

(A1) NO3(aq) + ∗ −→←− NO3
∗ + e–

(A2) H+(aq) + e– + ∗ −→←− H∗

(A3) 2 H∗ −→←− H2(g) + 2 ∗

(A4) NO3
∗ + ∗ −→←− NO2

∗ + O∗

(A5) NO2
∗ + ∗ −→←− NO∗ + O∗

(A6) NO∗ + ∗ −→←− N∗ + O∗

(A7) N∗ + N∗ −→←− N2
∗ + ∗

(A8) NO∗ + NO∗ −→←− N2O∗ + O∗

(A9) N2O∗ + ∗ −→←− N2
∗ + O∗

(A10) O∗ + H+(aq) + e– −→←− OH∗

(A11) OH∗ + H+(aq) + e– −→←− H2O∗

(A12) H2O∗ −→←− H2O(l) + ∗

(A13) NO∗ −→←− NO(g) + ∗

(A14) N2
∗ −→←− N2(g) + ∗

(A15) N2O∗ −→←− N2O(g) + ∗

(A16) N∗ + H+(aq) + e– −→←− NH∗

(A17) NH∗ + H+(aq) + e– −→←− NH2
∗

(A18) NH2
∗ + H+(aq) + e– −→←− NH3

∗

(A19) NH3
∗ −→←− NH3(g) + ∗

calculated HK and Arrhenius parameters for that pair of binding energies, and the rate equations

were integrated to a simulation time of 1012 s, until the calculation diverged, or until each surface

coverage changed by an absolute value of no more than 10−12. Any points for which at least one

activation barrier was predicted to be unphysical (e.g., negative) were excluded from calculation.

The remaining points form the roughly triangle-shaped envelope seen in Figure A.23 and in the

other microkinetics plots.

Figure II.5(a) in the main text shows the volcano plot (where the turnover frequency is

defined as the consumption rate of NO3
– (aq) normalized by site count) for random surface alloys

with surface compositions of up to 50 at% Ru for comparison with experiment. The same figure is
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reproduced in Figure A.23, but with additional surface alloys at higher Ru compositions shown.

The calculated points for s-Ru100, s-Pt17Ru83, and s-Pt33Ru67 fall outside the envelope for the

volcano contours. This issue occurs because volcano contours are drawn only within the envelope

of N and O binding energies for which adsorbate scaling and BEP relationships predict positive

activation energies. The fact that some points fall outside of this envelope shows limitations30 of

the adsorbate scaling and BEP relationships at very exothermic N and O binding energies.

However, the trend shows that there is a certain level of Ru content in the surface that correlates to

a high TOF, and levels of surface Ru that are too high or too low correspond to lower activities.

Future studies that include more metals and alloys and more detailed microkinetic modeling of

NO3RR are needed to refine the theoretical volcano plot.

Figure A.23: Theoretical volcano plot at 0.1 V vs. RHE showing nitrate reduction activity of PtGRuH ,
Pt(211), Ru(211), and the Pt3Ru(211) point from our previous study.30 The predicted N and O binding
energies from this work are overlaid on a map of catalyst turnover frequency (TOF) as a function of N and
O binding energies from previous work.30

The magnitude of the current density from Figure II.5(b) is replotted as a function of the

surface Ru at%. Since the theoretical calculations only explored the change in surface
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composition of Pt and Ru, the experimental current densities from RDE measurements as a

function of surface Ru at% aligns closer to the predicted TOFs. However, we can more accurately

extract bulk Ru at% from ICP–MS than surface Ru at% from XPS. Thus, the bulk at% was used as

the naming convention and compositional structure of the alloys.

Figure A.24: Comparison between the log (TOF / s-1) values calculated from microkinetic modeling and
the magnitude of the current densities obtained via RDE experiments at 0.1 V vs. RHE as a function of
surface Ru at%. Active sites are detected and normalized by Cuupd.

The degree-of-rate-control factor33 (DRC) was calculated for each elementary reaction for

each grid point. |DRC| ≈ 0 typically indicates that a reaction has weak control over the overall

rate; |DRC| ≳ 1 indicates strong control. For our study, DRC values were clipped to the range

[−2.0, 2.0] and non-numeric DRC values (e.g., NaNs, infinite values) were excluded from the

results. These results appear in Figure A.25.

Figure A.25 suggests that nitrate dissociation tends to dominate the overall reaction rate

when O and N binding energies are both more positive than −4.5 eV. When O and N binding

energies are both very negative, interconversion of N2
∗ and N∗ are predicted to control the overall

rate. In another region, with very strong O binding energy but moderate N binding energy, NH2
∗
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hydrogenation is predicted to control the overall rate. Although only the modeled bulk Pt3Ru(211)

alloy falls close to the boundary of this region, this step being rate-determining is more consistent

with the ammonia production we observe experimentally at higher Ru alloy content. At regions of

very negative N binding energy and moderate or more positive O binding energy, the adsorption

and desorption of aqueous H+ and gaseous H2 dominate the rate. There also is a region in which

NO2
∗ dissociation strongly controls the overall rate along the upper left edge of the contour

envelope (high N binding energies at moderate O binding energies), but no modeled catalyst falls

within this region.

Experiments show that maximum NO3RR current density is achieved at 0.1 V vs. RHE

when using a Pt75Ru25/C catalyst. Our DRC results in Figure A.25 help rationalize this

observation. For the five regions mentioned above in which a single elementary step controls the

overall reaction rate, the s-Pt75Ru25 point lies at or very close to the boundary of each region.

DRC analysis also predicts that none of the other elementary steps becomes rate-limiting at the N

and O binding energies of s-Pt75Ru25. These results suggest that s-Pt75Ru25 exhibits near-optimal

N and O binding energies for which no single elementary step in the mechanism is rate-limiting.

Under these conditions, one would expect the overall reaction rate to reach a local maximum,

which rationalizes the observation that Pt75Ru25/C produces the highest NO3RR current density of

all the PtGRuH catalysts.
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Figure A.25: Campbell degree-of-rate-control factor for all elementary steps as a function of O and N
binding energies at 0.1 V vs. RHE. The Pt3Ru(211) point from our previous work30 is shown for
comparison. All computed DRC values were clipped to the range [−2.0, 2.0]. White regions outside each
envelope indicate O and N binding energies for which at least one surface reaction barrier is unphysical
(negative).
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A.7 Selectivity Measurements

Ion chromatography measurements do not show significant changes in the nitrate

concentration over the course of four hours for PtGRuH/C (Figure A.26). Pt100/CF shows the

largest decrease in nitrate concentrations over time, which can be attributed to higher metal

loading during the catalyst preparation on the carbon felts, resulting in a higher ECSA.

Figure A.26: Concentration of nitrate as a function of time during electrolysis at applied potential of
0.1 V vs. RHE in 0.1 M HNO3 for the five synthesized catalysts. The error bars indicate the propagated
error obtained from measurement and sampling variability.

The Faradaic efficiencies (FE) and total charge (in C) of the PtGRuH/CF towards NH4
+ over

seven hours at an applied potential of 0.1 V vs. RHE are shown in Figure A.27(a, b), respectively.

Two hours into the reaction, Pt100/CF has consistently reached above 98% FE. The FE of the

PtGRuH/CF seems to plateau at above 90% after five hours. The increase in the measured Faradaic

efficiency over time can be attributed to different possible factors. Because the measurements are

performed in a batch reactor with a porous electrode surface, diffusion limitations may delay the

transport of the products to the bulk solution such that it takes time for steady state to be reached.
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Additionally, it is possible that some intermediates are forming on the surface but reacting slowly,

which result in high Faradaic efficiency towards ammonia only once the intermediates have

sufficient time to react. To calculate the FE reported in the main text, we averaged the last three

timepoints in the experiment when the FE towards NH3 was consistent over time.

Figure A.27: Performance of PtGRuH/CF over a seven-hour reaction. (a) Faradaic efficiency of PtGRuH/CF
towards NH3 over seven hours at applied potential of 0.1 V vs. RHE. (b) Total charge of PtGRuH/CF during
the reaction.
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APPENDIX B

Supporting Information for Rh Sulfide Study

Note

This chapter is adapted with permission from the Supporting Information (SI) document of
Richards, D. et al. Electrocatalytic Nitrate Reduction on Rhodium Sulfide Compared to Pt and Rh in the
Presence of Chloride, Catalysis Science and Technology 2021, 11, 7331–7346, doi: 10.1039/D1CY01369F.
Copyright 2021 by The Royal Society of Chemistry.

B.1 Electrochemically active surface area determination for Rh/C, Pt/C, and RhGSH/C

All reported current densities are normalized to the electrochemically active surface area

(ECSA) of the catalyst. For Rh and Pt, we estimate ECSA using hydrogen underpotential

deposition (Hupd). The hydrogen adsorption or desorption charge is used with the known charge

per metal surface.1 For materials incapable of Hupd, such as non-Pt-group metals or metal sulfides

such as RhGSH, currents often are normalized to geometric area. However, geometric surface area

normalization is inappropriate for normalizing the activity of high surface area or porous

materials such as nanoparticles or felts, which can have geometric surface areas that are orders of

magnitude smaller than the ECSAs.

B.1.1 Comparison of Hupd and capacitance-based ECSA models

Though two prior studies showed limited charge in the Hupd region for rhodium sulfide

(RhGSH),2,3 we did not detect Hupd peaks on RhGSH/C (Figure B.1). Therefore, the Hupd charge

cannot be used to compare the RhGSH/C activity with the activity of Pt/C and Rh/C. Instead, we
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measure the double-layer capacitance in the non-Faradaic region to determine the total surface

area (catalyst plus carbon support) using a specific capacitance which is then used to estimate the

surface area of the RhGSH nanoparticles.4 The nanoparticles are modeled as a cube with five

exposed sides and one side in contact with the carbon support. X-ray diffraction (XRD) is used to

measure the average crystallite size of the particles and this value is used as the cube side length

(see Section B.1.2 for XRD analysis).5 We refer to this method as the “capacitance-and-XRD”

method. This method accounts for variations in the amount of catalyst deposited onto the glassy

carbon disk from run to run and allows us to compare RhGSH/C to Rh/C and Pt/C on an even basis.

Figure B.1: Hydrogen underpotential deposition currents for 30 wt% Pt/C in 1 M HClO4 and
20 wt% Rh/C and 30 wt% RhGSH/C in 1 M H2SO4. All measurements taken in de-aerated solution under a
N2 blanket. The scan rate was 50 mV/s for each material. A Pt wire counter electrode and Ag/AgCl
reference electrode were used.
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An example calculation using the capacitance-and-XRD method is shown below for Pt/C

deposited onto glassy carbon:

ECSA (Pt) = � × 1 cm2

20 `F
× 1 m2

1 × 104 cm2
× 1 gcat

250 m2
× 0.3 gPt

1 gcat

× 1 cm3

21.45 gPt

× 1021 nm3

1 cm3
× 5(2.2 nm)2
(2.2 nm)3

(B.1)

where � is the total capacitance of the deposited catalyst and carbon support in `F. The specific

capacitance of the Vulcan XC-72 carbon support is approximated as 20 `F/cm2,6 the mass per

area of Vulcan XC-72 carbon is 250 m2/g, the metal loading is 30 wt% of Pt on Vulcan carbon,

the density of Pt is 21.45 g/cm3, and each nanoparticle is approximated as a cube with five faces

showing and side lengths equal to the average size of the nanoparticle as determined by XRD

(2.2 nm). If for a particular deposition of a sample there is, for example, 10% more catalyst

exposed to the electrolyte, the capacitance will be 10% higher, and will be normalized out by this

method.

The average ECSAs of Rh/C and Pt/C, and RhGSH/C from the geometric area, Hupd, and

capacitance-and-XRD method are shown in Table B.1. These averages are determined from the

ECSA values from ink depositions used for steady-state NO3RR current measurements in

Figure III.2 of the main text. The ECSA values for Pt/C and Rh/C through the Hupd and

capacitance-and-XRD method are similar, and both 5–9 times larger than the geometric area,

highlighting both the importance of measuring ECSA and the relative accuracy of the

capacitance-and-XRD technique.

The lack of observable Hupd charge for RhGSH/C in Figure B.1 suggests that the RhGSH/C

is not simply reduced to form metallic Rh/C. The ECSA of RhGSH/C for the samples is comparable
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Table B.1: Geometric area, Hupd ECSA, crystallite size from the Scherrer equation analysis of XRD, and
capacitance-and-XRD ECSA for Rh/C, Pt/C, and RhGSH/C supported nanoparticles. The projected area of
the glassy carbon rotating disk was used for the geometric area. The “Relative difference” column is
calculated by subtracting the capacitance-and-XRD ECSA by the Hupd ECSA and normalizing to the Hupd

ECSA for each ink deposition.

Catalyst
Geometric
Area (cm2)

Hupd ECSA
(cm2)

XRD
Crystallite
Size (nm)

Capacitance
& XRD
ECSA
(cm2)

Relative
difference

Rh/C 0.196 1.02 ± 0.10 2.3 ± 0.4 1.56 ± 0.43 −0.53

Pt/C 0.196 1.47 ± 0.21 2.2 ± 0.1 1.74 ± 0.24 −0.18

RhGSH/C 0.196 N/A 12 1.02 ± 0.11 N/A

to that of Rh/C (Table B.1). Based on the similar ECSA, if RhGSH/C was metallic Rh under

reaction conditions, the Hupd current would be visible.
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B.1.2 X-Ray diffraction of RhGSH/C, Pt/C, and Rh/C for crystallite sizes

X-ray powder diffraction was used to estimate the crystallite sizes of Rh/C, Pt/C, and

RhGSH/C. The diffraction patterns are shown in Figure B.2. The powder XRD patterns were

collected using a PANalytical Empyrean diffractometer operating at 45 kV and 40 mA ranging

from 10◦ to 90◦ for Rh/C and RhGSH/C and 30◦ to 90◦ for Pt/C with a 0.008◦ step size. No

metallic Rh is observed in the RhGSH/C sample, in agreement with our cyclic voltammetry results.

The Scherrer equation was used to determine the mean crystallite size g in nm:

g =
 _

V cos \
(B.2)

where  is the shape factor (0.9), W is the X-ray wavelength (Cu K-U has a wavelength of

0.15405 nm), V is the line broadening at the full width half max of the peak in radians, and \ is the

Bragg angle of the peak in radians.

The average crystallite size from the two highest intensity diffraction peaks for Rh and Pt

is taken as the catalyst’s approximate particle size. The Rh/C particle size is 2.3 ± 0.4 nm

approximated from the (111) peak at 41◦ and (200) peak at 47◦. The Pt/C particle size is

2.2 ± 0.1 nm using the (111) peak at 40◦ and (200) peak at 46◦. The standard deviation reported is

from the particle sizes from the two peaks. The RhGSH/C particle size is 12 nm approximated

from the peak at 52◦.
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Figure B.2: XRD spectra of (a) 20 wt% Rh/C, (b) 30 wt% Pt/C, and (c) 30 wt% RhGSH/C. Peaks used for
estimating the crystallite sizes are marked with an asterisk (*).

B.1.3 Transmission electron microscopy for particle size distribution

Transmission electron microscopy (TEM) was used to find the particle size distribution for

30 wt% RhGSH/C and 20 wt % Rh/C. TEM was performed on a JOEL 2010F electron microscope

operating with 200 kV accelerating voltage. Samples were prepared by dispersing a small amount

of catalyst powder in Millipore water and dropping on a gold grid. TEM images for RhGSH/C are

shown in Figure B.3. TEM images for the 20 wt% Rh/C are included in Ref. 7. Since we

normalize the Rh/C activity to the ECSA measured using Hupd, the accuracy of the particle size

from the XRD crystallites does not affect the reported current density. For RhGSH/C, we normalize
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the currents to the ECSA estimated using the XRD crystallite size, but could also use the particle

sizes from TEM. If we use the average particle size from TEM micrographs (9.8 nm, Figure B.3)

instead of from XRD (12 nm), the calculated ECSA would increase by < 20% and decrease the

reported current density accordingly. Though the RhGSH/C activity would decrease as a result of

using this TEM particle size, RhGSH/C would still be more active than Rh/C. However, when

trying to estimate the total number of surface sites from a distribution of particle sizes, it is more

accurate to weight each nanoparticle by the number of atoms present, rather than weighting a

small and large nanoparticle equally.

Figure B.3: Particle size distribution from TEM for 30 wt% RhGSH/C from three micrographs (two shown
here). The red scale bar indicates 20 nm in the micrograph. Histogram bins: [5,6], (6,7], (7,8], (8,9],
(9,10], (10,11], (11,12], (12,13], and > 13.

B.2 Analysis of electrolyte and rotation rate effects for NO3RR on Rh/C and RhGSH/C in

1 M HNO3

In the main text, nitrate reduction measurements on Rh/C and RhGSH/C were taken with

sodium nitrate added to sulfuric acid (1 M H2SO4 + 1 M NaNO3) to distinguish the background

current (H2SO4 only) from the nitrate reduction current (Figure III.2 and Figure B.22) and to
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measure the ECSA in the supporting electrolyte more accurately. We also measure considerable

reduction currents on RhGSH/C and Rh/C in 1 M HNO3 (Figure B.4), but because we are unable to

measure a background current nor measure the ECSA in the supporting electrolyte of interest, we

do not focus on pure nitric acid electrolyte in the main text. At 2500 rpm, the reduction currents

on both RhGSH/C and Rh/C are more negative in 1 M HNO3 (Figure B.4) than in 1 M H2SO4 +

1 M NaNO3 (Figure III.2) which could be due to unwanted surface interactions (site blocking) of

spectator ions (Na+, HSO4
– , SO4

2– ), faster kinetics of nitrate reduction from nitric acid compared

to the nitrate anion, issues with the inability to subtract the background current, or inaccuracies in

the surface area measurements. In 1 M HNO3, the ECSAs were measured in a separate electrolyte

and then the electrode was transferred to 1 M HNO3 for kinetic measurements, rather than adding

sodium nitrate without moving the electrode as explained in the main text.

When adding chloride to the nitric acid solution, the current density decreased (open

diamonds in Figure B.4), similar to the effect observed in the sulfuric acid with sodium nitrate in

Figure III.2. Though the NO3RR currents are greater for both Rh/C and RhGSH/C in 1 M HNO3

than in 1 M H2SO4 + 1 M NaNO3, when 1 mM chloride is added the current densities become

approximately the same in both electrolytes. This is rationalized by similar site blocking of

chloride in both solutions. For NO3RR in 1 M H2SO4 + 1 M NaNO3 at 0.1 V vs. RHE, there may

be site blocking by spectator anions and when chloride is added to the solution, the chloride will

adsorb to the surface and block additional sites and displace the more weakly bound ions. In

1 M HNO3, there are no spectator ions to occupy sites until chloride is added. On these surfaces it

makes sense that once a strongly bound anion like chloride is added to solution there would be

similar site blocking for this surface reaction.
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Figure B.4: NO3RR on Rh/C (black circles) and RhGSH/C (purple circles) in 1 M HNO3 at 0.1 V vs. RHE
at various rotation rates. The data points shown are averages of two individual measurements which were
each taken following the procedure in Section III.2.3 of the main text. Open diamonds represent the
current density after 1 mM chloride was added. Smaller, light purple circles represent individual
measurements on RhGSH/C.

The rotation rate was observed to affect the current density of nitrate reduction at

0.1 V vs. RHE in 1 M HNO3 (Figure B.4) and 1 M H2SO4 + 1 M NaNO3 on Rh/C and RhGSH/C.

The rotation rate effects for NO3RR on Pt/C were not distinguishable from overall measurement

error. For both Rh/C and RhGSH/C, the current densities at 0 rpm were more negative (higher rates)

than at 2500 rpm. At low rotation rates the local surface concentration of nitrate will be lower

than in the bulk due to the reaction at the electrode surface depleting nitrate, and higher rotation

rates will minimize this concentration gradient. Although typically a lower concentration of the

reactant at the surface reduces the reaction rate, we see the opposite effect here. We attribute this

to a negative reaction order in nitrate at 1 M nitrate. At high concentrations of nitrate (> 0.1 M),

on Pt the reaction order is less than 0 for nitrate meaning that the reaction would be faster when

nitrate concentrations are lower.8 As Rh adsorbs nitrate more strongly than Pt, we believe this to

be the case here as well. Thus, greater reduction current at low rotation rates could be due to the
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decrease in the local concentration of nitrate near the electrode surface, causing an increase in the

rate for Rh/C and RhGSH/C. In the main text, we report current densities at 2500 rpm because,

though it is not the rotation rate with the most negative NO3RR current at 0.1 V, it is the rotation

rate where the concentration of species at the surface most closely matches the bulk solution.

B.3 Detection of nitrate, nitrite, and ammonium

Nitrate (NO3
– )

For NO3
– , 10 `L from the aliquot at each time point was diluted to 3 mL with Millipore

water then 1 mL of that solution was further diluted to 3 mL. The absorbance was detected at

220 nm and compared to a nitric acid calibration (Figure B.5(a)).

Nitrite (NO2
– )

For NO2
– , a color reagent was prepared by adding 100 mL of 85% H3PO5 (85%, ACROS

Organics) and 10 g sulfanilamide (≥ 98%, Fisher Chemical) to 800 mL of distilled water.

1 g N-(1-naphthyl)-ethylenediamine dihydrochloride (≥ 98%, Sigma Aldrich) was added to the

color reagent solution, mixed, and diluted to 1 L. 0.3 mL from aliquots at each time point were

adjusted to a pH of 7 using 1 M NaOH and then diluted to 1 mL with Millipore water. 0.04 mL of

the prepared color reagent was added to the aliquot dilution, mixed, and left covered for 30 min.

The absorbance for nitrite was measured at 543 nm and compared to sodium nitrite standards in

0.1 M HNO3 (Figure B.5(b)).

Ammonium (NH4
+)

For NH4
+ quantification, a 0.25 mL aliquot from each time point was pH adjusted by

adding 1 M NaOH solution until pH = 12 reached and diluted to 1 mL using Millipore water.
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122 `L of 5 wt% sodium salicylate solution (99.5%, Sigma Life Science), 27.3 `L of

1 wt% sodium nitroprusside dihydrate (≥ 99%, Sigma-Aldrich), and 40 `L of sodium

hypochlorite solution (4–4.99%, Sigma-Aldrich) were added to the diluted aliquot sequentially,

stirred, and left covered for 40 min. The NH4
+ peak appeared around 650 nm and concentrations

were determined using a calibration curve prepared from ammonium chloride calibration

standards in 0.1 M HNO3 (Figure B.5(c)).

Figure B.5: UV–Vis absorbance calibration curves prepared for quantifying (a) nitrate, (b) nitrite, and
(c) ammonium. The nitrate calibration curve is for a set of standards prepared by diluting 0.1 M HNO3.
The nitrite calibration curve was prepared by diluting 25 mM NaNO2 (with a background of 0.1 M HNO3).
The ammonium calibration curve was prepared by diluting 15 mM NH4Cl (with a background of
0.1 M HNO3). For NO2

– and NH4
+, a baseline measurement of only 0.1 M HNO3 was subtracted from the

absorbance measurements.

The Faradaic efficiency was calculated by taking the number of moles of ammonia

produced multiplied by 8 moles of electrons per mole of ammonia, multiplying by Faraday’s

constant, and dividing by the total charge passed during the measurement.

B.4 Calculating adsorption free energies of NO3
– , H+, and Cl–

B.4.1 Calculating the Gibbs energy of NO3
– adsorption

The Gibbs energy of nitrate adsorption at 0 V vs. SHE (Δ�NO3
(� = 0 V vs. SHE)) was

computed using a thermodynamic cycle to include solvation and temperature effects, while

210



avoiding the explicit DFT calculation of a nitrate anion in the aqueous phase.9,10 For this

correction, all tabulated values correspond to standard conditions (298.15 K, 1 bar). We use the

generalized computational hydrogen electrode model (CHE)11 to compute the potential-dependent

adsorption free energy of nitrate, Δ�NO3
. The adsorption of nitrate to a catalyst surface is:

NO3
−(aq) + ∗ −→←− NO3

∗ + e− (B.3)

Figure B.6 illustrates the thermodynamic cycle used to obtain Δ�NO3
, which breaks the

adsorption process into three steps:

(1) The formation of liquid HNO3 from its aqueous ion constituents, denoted as

Δ�assoc(HNO3).

(2) The vaporization of liquid HNO3 to form gaseous HNO3, denoted as Δ�vap(HNO3).

(3) The dissociative adsorption of gaseous HNO3 to surface-adsorbed NO3
∗ and 1

2 H2 on a bare

metal surface (in vacuum), denoted as Δ�diss–ads(NO3
∗). At 0 V vs. SHE and pH = 0, 1

2 H2

is equilibrated with aqueous H+ + e−.

Table B.2: Gibbs energies of formation used to calculate Δ�assoc(HNO3) and Δ�vap(HNO3). Values taken
from the CRC handbook.12 Tabulated at 298.15 K and 1 bar.

Quantity kJ/mol eV

Δ� 5 (H+ (aq)) 0 0

Δ� 5 (NO3
− (aq)) −111.3 −1.153

Δ� 5 (HNO3 (l)) −80.7 −0.836

Δ� 5 (HNO3 (g)) −73.5 −0.762
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Figure B.6: Thermodynamic cycle used for calculation of Gibbs energy of nitrate adsorption at
0 V vs. SHE. Adapted from Calle–Vallejo and coworkers.9 Values were retrieved from the CRC
handbook12 and the JANAF Thermochemical Tables.13 The Gibbs energies of formation needed to
calculate Δ�assoc(HNO3) and Δ�vap(HNO3) are given in Table B.2.

The energy of forming HNO3 from its aqueous ions is:

Δ�assoc(HNO3) = Δ� 5 (HNO3(l)) − Δ� 5 (NO3
−(aq)) − Δ� 5 (H+(aq))

= −0.836 eV − (−1.153 eV) − 0 eV = 0.317 eV (B.4)

The energy required to vaporize HNO3 to HNO3(g) is:

Δ�vap(HNO3) = Δ� 5 (HNO3(g)) − Δ� 5 (HNO3(l)) = −0.762 eV − (−0.836 eV)

= 0.075 eV (B.5)

The term Δ�diss–ads(NO3
∗) is defined as:

Δ�diss–ads(NO3
∗) = �NO3

∗ + 1

2
(�H2

+ Δ�H2
− )Δ(H2

)(g)

− �∗ − (�HNO3
+ Δ�HNO3

− )Δ(HNO3
)(g) (B.6)
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where �8 denotes a DFT-computed electronic energy and Δ�8 and Δ(8 represents enthalpic and

entropic ideal-gas corrections (Table B.3), respectively, required to convert the electronic energies

of the gaseous species i to standard conditions. Ultimately, the Gibbs energy of nitrate adsorption

is:

Δ�NO3
(� = 0 +) = Δ�diss–ads(NO3

∗) + Δ�vap(HNO3) + Δ�assoc(HNO3) (B.7)

The Gibbs energy of nitrate adsorption as a function of applied potential E (vs. SHE) within the

CHE framework is:10

Δ�NO3
= Δ�NO3

(� = 0 V) − �� (B.8)

Table B.3: Thermodynamic parameters used to correct gas-phase molecular DFT energies, taken from the
JANAF thermodynamic tables.13 All parameters are with respect to the reference state )ref = 298.15 K and
% = 1 bar.

Quantity H2(g) HNO3(g) Cl2(g)

) 298.15 K 298.15 K 298.15 K

� ()) 0.000 kJ/mol 0.000 kJ/mol 0.000 kJ/mol

� (0 K) −8.467 kJ/mol −11.780 kJ/mol −9.181 kJ/mol

(()) 130.680 J/mol-K 266.400 J/mol-K 223.079 J/mol-K

((0 K) 0.000 J/mol-K 0.000 J/mol-K 0.000 J/mol-K

Δ� − )Δ( (kJ/mol) −30.495 kJ/mol −67.647 kJ/mol −57.330 kJ/mol

Δ� − )Δ( (eV) −0.316 eV −0.701 eV −0.594 eV

B.4.2 Dependence of adsorption Gibbs energies of Cl– and H+ on applied potential

The generalized CHE model was used to model the effect of applied potential on the

adsorption free energies of Cl∗ and H∗.14 This model gives a thermodynamic approximation of the

change in adsorption free energy that occurs in the aqueous phase at an applied potential

compared to the gaseous phase with no applied potential. At standard conditions, H2 molecules at
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the surface of the solution are in equilibrium with dissolved protons and electrons at the Fermi

level of the metal electrode.15

1

2
H2(g) −−⇀↽−− H+(aq) + e− [standard conditions] (B.9)

At equilibrium, the Gibbs energies of the species are related by a reaction quotient and a potential

shift:

�H+ + �e− =
1

2
�H2 (g) + ') ln

[

0H+0e−√
0H2

]

− =� (� − �◦(H2))

=
1

2
�H2 (g) − ') (ln 10) (pH) − =� (� − 0 V vs. SHE) (B.10)

where �8 is the Gibbs energy of species 8 and 08 is the dimensionless thermodynamic activity.

These activities are referenced to a concentration of 1 mol/L (which for protons implies pH = 0)

and 1 bar (for gaseous species). � is the applied cell potential, �◦(H2(g)) = 0 V vs. SHE is the

standard redox potential for the 1
2 H2(g) −−⇀↽−− H+(aq) + e– equilibrium, and = is the number of

electrons transferred. Here, we have assumed activity coefficients of unity, and = = +1 for proton

reduction.

The formalism for the CHE model is intuitively extended to other aqueous adsorbates

formed from dissociation of a gaseous dimer.15 For the adsorption of Cl– , the pertinent

equilibrium reaction is

1

2
Cl2(g) + e− −−⇀↽−− Cl−(aq) [standard conditions] (B.11)

and the corresponding shift in Gibbs energy is given by

214



�Cl− − �e− =
1

2
�Cl2 (g) + ') ln

[

0Cl−

0e−
√
0Cl2

]

− =� (� − �◦(Cl2))

=
1

2
�Cl2 (g) − ') ln 0Cl− − =� (� − 1.36 V vs. SHE) (B.12)

where we again assume activity coefficients of unity, but here = = −1 and we use the reduction

potential of the chlorine redox couple, �◦(Cl2) = 1.36 V vs. SHE.

Using the CHE, the adsorption free energy of hydrogen (Δ�H) as a function of potential to

a site * at pH = 0 is:

Δ�H = �H∗ − �∗ −
1

2
�H2 (g) + �� = Δ�H(� = 0 V) + �� (B.13)

≈ [�H∗ + ΔZPEH∗] − �∗ −
1

2
�H2 (g) + �� (B.14)

where ΔZPEH∗ is the zero-point energy correction for H adsorbed on the surface, and where we

have assumed that the enthalpic and entropic contributions to the Gibbs energy of adsorbed H are

small compared to those of gaseous H2. Also, the Gibbs energy of the bare slab is assumed to

have negligible difference from the bare slab’s electronic energy (�∗ ≈ �∗). The adsorption

energy of Cl– at [Cl−] = 1 mol/L as a function of applied potential (Δ�Cl) is modeled as:

Δ�Cl = �Cl∗ − �∗ −
1

2
�Cl2 (g) − � (� − �◦(Cl2))

= �Cl∗ − �∗ −
1

2
�Cl2 (g) − � (� − 1.36 V)

= Δ�Cl(� = 0 V) − �� (B.15)

where �Cl∗ is the Gibbs energy of adsorbed chloride. We neglect rotational and translational free

energy contribution for adsorbed species and include zero-point corrections only for �H∗ , thus we
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assume that �Cl∗ ≈ �Cl∗ . We did not treat solvation of metal surfaces or the RhGSH surfaces with

either explicit or implicit solvation methods. We note that the JANAF thermochemical data for

gas-phase species is based on available experimental data (such as spectroscopic constants).13

B.5 DFT benchmarking tests

B.5.1 Metal surface benchmarking

Several calculation parameters were benchmarked using a ?(3 × 1) supercell of the

Ag(211) surface, with a single N atom adsorbed at the middle surface atom (Figure B.7).

Benchmarking included altering DFT calculation parameters and geometric properties of the base

slab model. The parameters tested include: (1) the plane-wave energy cutoff; (2) the k-point grid

density; (3) the Gaussian smearing parameter f; (4) the surface cell size; (5) the total number of

layers in the slab; (6) thickness of the vacuum layer in the I direction; (7) the effect of spin

polarization; and (8) the choice of dipole corrections in the G, H, and I directions. Spin

polarization was included for all calculations. Dipole corrections were converged only in the I

direction for all calculations.

The data in Figure B.8 shows benchmarking results for the cut-off parameters. Based on

the results in Figure B.8(a–f), a plane-wave cutoff of 400 eV, a 6 × 6 × 1 k-point grid, a Gaussian

smearing constant of f = 0.05 4+ , and a vacuum thickness of 15 Å are chosen. These choices

offer a balance between accuracy and computational tractability. Based on Figure B.8(d–e), there

is no clear convergence pattern for the parameters tested. To keep the number of atoms in the

supercell computationally tractable, 3 × 4 × 4 FCC(211) supercells with four layers of atoms are

chosen. To maintain consistency between metal and RhGSH calculations, the settings identified via
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Figure B.7: Prototype Ag(211) surface with a single adsorbed N atom used for metal surface
benchmarking calculations.

benchmarking on Ag(211) were used for both metal and RhGSH surface calculations, except for the

k-point grid, which was 3 × 3 × 1 for RhGSH surfaces.
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Figure B.8: Benchmarking results on the Ag(211) surface (with the chosen setting indicated by a bold
black circle) for (a) the plane-wave energy cutoff; (b) k-point grids of density " × " × 1, where " ranges
from 3 to 10; (c) the Gaussian smearing parameter f, (d) FCC(211) supercell sizes of
3 · floor("/3) × " × 4, where " ranges from 3 to 5 and floor(·) rounds its argument down to the nearest
integer; (e) the total number of layers in the slab; and (f) the thickness of the vacuum layer in the I direction.
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B.6 Selection of stable RhGSH surface terminations

The structures of Rh2S3, Rh3S4, and Rh17S15 phases are such that different surface

terminations of a given facet result in different stoichiometries of atoms exposed to the surface.

This leads to different surface chemistry depending on which termination is used for further

calculations (Figure B.9), unlike that of pure face-centered cubic (FCC) metals.

Figure B.9: Comparison of termination cuts for an FCC(111) surface and a Rh17S15(100) surface.

The stable surface terminations were searched by computing atom-normalized surface

energies of symmetric surfaces for Rh2S3(001), Rh3S4(100), and Rh17S15(100). The metric used

for surface termination searching is an atom-normalized version of the normal surface energy

metric for symmetric slabs:16

W

=∗
=

1

2�

(

�∗
=∗
− �bulk

=bulk

)

(B.16)

where W/=∗ is the surface energy per surface atom, 2� is the combined geometric area of the top

and bottom faces of the slab supercell, and �∗/=∗ and �bulk/=bulk are the DFT-predicted electronic

energies per atom of the slab supercell and bulk primitive cell, respectively. Atom-normalized
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electronic energies were used for comparison because the bulk primitive has a fixed number of

atoms, whereas the number of atoms in each generated termination may vary to keep the

termination symmetric between the top and bottom surfaces. Thus, atom-normalized electronic

energies yield a fairer comparison of which termination surface is lowest in energy relative to the

bulk material. The 1/(2�) factor indicates calculation of a surface energy from a symmetric

termination. Keeping both the top and bottom surfaces symmetric is a more accurate way to

measure the cost of creating a surface from a bulk structure.17 The atom-normalized surface

energies and the minimum-energy surface terminations appear in Figure B.10.
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Figure B.10: Side views of the three RhGSH facets (Rh2S3(001), Rh3S4(100), and Rh17S15(100)) studied.
(a) The most stable predicted surface terminations. (b) The second most stable predicted surface
terminations. The corresponding surface energies are given. Color legend: Teal = Rh; Yellow = S.
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B.7 DFT-predicted geometries

B.7.1 Bulk cell dimensions

Table B.4 shows the lattice constants and cell angles of the sulfide and Pt bulk structures

used to derive catalyst surfaces. Lattice constant calculation was done using a 10× 10× 10 k point

grid for Pt (FCC) and a 4 × 4 × 4 k point grid for the sulfide crystals, in accordance with a

:10 ≈ :21 ≈ :32 ≥ 24 rule of thumb.

Table B.4: Lattice constants (Å) and cell angles (degrees) for each of the bulk structures used in the study.

Composition 0 1 2 U V W

Rh2S3 6.085 6.242 8.617 90 90 90

Rh3S4 10.564 10.958 6.352 90 107.978 90

Rh17S15 10.085 10.085 10.085 90 90 90

Pt (FCC) 4.002 — — 90 90 90

B.7.2 Sampling of adsorption sites on transition metal surfaces

For both the transition metal and Rh sulfide surfaces, we extensively sampled the surface

for possible adsorption sites. We used the AdsorbateSiteFinder module within the Pymatgen18

Python library to enumerate all possible single adsorption sites (for H+ and Cl– adsorbates) and

all nearby pairs of single adsorption sites (for NO3
– ).

For the six transition metal catalysts consider (Au, Ag, Cu, Pd, Pt, and Rh), we used the

FCC(211) step surface. We chose this surface based on our previous computational work, which

showed that a microkinetic model for nitrate reduction built on data from FCC(211) step surfaces

successfully reproduced key experimental trends.10 This shows that the choice of the FCC(211)

surface is a valid one for obtaining computational data that mirrors experimental results.

Although previous literature has identified step surfaces as more active than terrace surfaces,9,19
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we extensively sampled adsorption energies on symmetrically district adsorption sites on this

surface to ensure that we calculated binding energies at the most active site on the FCC(211)

surface. These sites are shown in Figure B.11.

Figure B.11: Location of adsorption sites sampled on metal FCC(211) surfaces. Atom key: teal = metal,
white = adsorption site.

B.7.3 Adsorption energies and predicted binding geometries

Figure B.12 shows the adsorption site geometries of the strongest predicted free energy

for Cl– , H+, and NO3
– on RhGSH model surfaces. The predicted hydrogen adsorption energies for

Rh2S3(001), Rh3S4(100), and Rh17S15(100) agree well with a prior study.20 We show the

adsorption sites geometries for the strongest predicted free energy for Cl– , H+, and NO3
– on

S-defected RhGSH model surfaces in Figure B.13.

223



Figure B.12: Adsorption sites where Cl– , H+, and NO3
– bind the strongest on pristine RhGSH facets

(Rh2S3(001), Rh3S4(100), and Rh17S15(100)). The caption underneath each image indicates the adsorbate,
the bulk composition of the RhGSH slab, and the electronic binding energy with its BEEF–vdW uncertainty
in kJ/mol calculated at 298.15 K and 0 V vs. SHE. Teal = Rh, yellow = S, green = Cl, white = H, red = O,
indigo = N.
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Figure B.13: Adsorption sites where Cl– , H+, and NO3
– bind the strongest on S-defected RhGSH facets

(Rh2S3(001), Rh3S4(100), and Rh17S15(100)). The caption underneath each image indicates the adsorbate,
the bulk composition of the RhGSH slab, and the electronic binding energy with its BEEF–vdW uncertainty
in kJ/mol calculated at 298.15 K and 0 V vs. SHE and pH = 0. Teal = Rh, yellow = S, green = Cl,
white = H, red = N, indigo = O, purple = S defect location.
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B.7.4 Transition state geometries

The initial, transition state, and final geometries for the NO3
∗ −→ NO2

∗ + O∗ and NO3
∗ +

H∗ −→ HNO3
∗ −→ NO2

∗ + HO∗ nudged-elastic-band calculations appear in Figures B.14–B.17.
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Figure B.14: Initial, transition state, and final geometries for direct nitrate reduction (NO3
∗ −→ NO2

∗ +O∗)
on pristine Rh2S3(001), Rh3S4(100), Rh17S15(100), and Rh(211) surfaces. Energies are relative to the
initial state for each surface.
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Figure B.15: Initial, transition state, and final geometries for direct nitrate reduction (NO3
∗ −→ NO2

∗ +O∗)
on S-defected Rh2S3(001), Rh3S4(100), Rh17S15(100) surfaces. Energies are relative to the initial state for
each surface.
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Figure B.16: Initial, transition state, and final geometries for H-assisted nitrate reduction
(NO3

∗ + H∗ −→ HNO3 −→ NO2
∗ + HO∗) on pristine Rh2S3(001), Rh3S4(100), Rh17S15(100), and Rh(211)

surfaces. Energies are relative to the initial state for each surface.
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Figure B.16: (continued) Initial, transition state, and final geometries for H-assisted nitrate reduction
(NO3

∗ + H∗ −→ HNO3 −→ NO2
∗ + HO∗) on pristine Rh2S3(001), Rh3S4(100), Rh17S15(100), and Rh(211)

surfaces. Energies are relative to the initial state for each surface.
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Figure B.17: Initial, transition state, and final geometries for H-assisted nitrate reduction
(NO3

∗ + H∗ −→ HNO3 −→ NO2
∗ + HO∗) on S-defected Rh2S3(001), Rh3S4(100), Rh17S15(100) surfaces.

Energies are relative to the initial state for each surface.

231



B.8 Charge from cyclic voltammograms with nitrate and chloride on Pt and Rh

Like chloride, nitrate also adsorbs on the surface of Rh and Pt in what appears to be a

charge transfer process (Eq. (III.2)). Using cyclic voltammograms in the Hupd region with

different concentrations of nitrate,10 the anodic charge on Pt and Rh changes with nitrate

concentration (Figure B.18(a)). On Rh, the charge decreases with increasing nitrate

concentration, mirroring the behavior with chloride concentration (Figure B.18(b)). On Pt, the

charge increases at low concentrations of nitrate and decreases at concentrations greater than

0.1 M NO3
– , also mirroring the behavior with Cl– concentration on Pt. This additional anodic

charge must come from an additional charge transfer reaction, indicating nitrate adsorption

involves an electron transfer. For Pt and Rh, the potential region where chloride is adsorbed is the

same in which nitrate adsorbs and nitrate reduction occurs.8,21,22

Figure B.18: The charge (&) of the anodic scan from 0.05 to 0.4 V vs. RHE on a Pt RDE in 1 M HClO4

and Rh wire in 1 M H2SO4 with (a) 0.3 mM to 0.3 M NO3
– (reproduced with permission from Ref.10) or

(b) 1 mM to 1 M Cl– relative to the charge at the same potentials without nitrate or chloride (&0). Data in
(b) is reproduced from Figure III.3(c).
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B.9 Coverage model and computational CVs

A Langmuir adsorption isotherm is used to analyze the competitive adsorption between

hydrogen and chloride on Pt and Rh (Section III.3.2() of the main text) and to rationalize the

change in Hupd charge in the experimental cyclic voltammograms (CVs) when chloride is added to

the electrolyte (Figure III.3(a–b)). To construct computational CVs, we use the predicted

adsorption free energy (Δ�8) of each species 8 and the applied potential (�) to calculate the

coverage (\8) using adsorption equilibrium expressions. For the system with just hydrogen and

chloride, the Langmuir isotherm considers two species which achieve an adsorption–desorption

equilibrium while competing for active sites (indicated by *), as shown in Eqs. (B.17) and (B.18)

where  8 (�) is the potential-dependent equilibrium constant for the adsorption/desorption

reaction of the species indicated, � is Faraday’s constant, Δ�H and Δ�Cl are as defined in

Eqs. (B.13) and (B.15), ' is the ideal gas constant, and ) is the temperature. [H+]0 and [Cl−]0

are the concentrations of each species in the solution. For Eqs. (B.17) and (B.18) we refer to the

adsorption reactions in Eqs. (III.1) and (III.1), respectively. The site balance includes the

coverage of hydrogen and chloride and the remaining active sites (Eq. (B.19)).

 H(�) = exp

(

−Δ�H

')

)

= exp

(

−Δ�H(� = 0 V) + ��
')

)

=
\H

[H+]0\∗
(B.17)

 Cl(�) = exp

(

−Δ�Cl

')

)

= exp

(

−Δ�Cl(� = 0 V) − ��
')

)

=
\Cl

[Cl−]0\∗
(B.18)

1 = \∗ + \H + \Cl (B.19)

The equilibrium constants, and thus adsorbate coverages, are each a function of the applied

potential. The coverages can be expressed as a function of potential and concentration, as shown
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in Eqs. (B.20–B.22).

\Cl =
 Cl(�) [Cl−]0

1 +  H(�) [H+]0 +  Cl(�) [Cl−]0
(B.20)

\H =
 H(�) [H+]0

1 +  H(�) [H+]0 +  Cl(�) [Cl−]0
(B.21)

\∗ =
1

1 +  H(�) [H+]0 +  Cl(�) [Cl−]0
(B.22)

Once the coverage of each species is known as a function of applied potential, computational

cyclic voltammograms were approximated by time differentiation of each coverage:

9theo,8 = =�
d#8

dC
= =4f

d\8

d�

d�

dC
(B.23)

where #8 is the number of sites with species 8 adsorbed, = is the number of electrons needed to

adsorb/desorb from a single surface site (with positive sign when desorption reduces the adsorbed

species and negative sign when desorption oxidizes it), 4 is the charge of an electron, f is the

areal dispersion of surface sites (1.5 × 1015 sites/cm2 geometric area), d\8/d� is the derivative of

the coverage in Eqs. (B.20–B.22), and d�/dC is the CV scan rate. The derivatives may be

approximated by finite differences. For example, the average current density for the desorption of

a monolayer of H∗ over a potential window of 0.2 V at a scan rate of 100 mV/s would be:

9theo,H∗ = =4f
d\H

d�

d�

dC
≈ =4fΔ\H

Δ�

Δ�

ΔC

=
1 e−

1 atom Pt
× 1.602 × 10−19 C

1 e−
× 1.5 × 1015 atom Pt

1 cm2
× 1

0.2 V
× 0.1 V

s

= 0.12 mA/cm2 (B.24)

Theoretical coverages for hydrogen and chloride between 0.05–0.4 V vs. RHE for Rh(211)

and Pt(211) surfaces are shown in Figure B.19(a–b). The integrals of the coverages were used to
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create computational CVs for desorbing hydrogen and adsorbing chloride on these surfaces

(Figure B.19(c–d)). Qualitatively comparing the experimental CVs on a Rh wire with adding

chloride (Figure III.3(a)) and the computational CVs on Rh(211) where we set [H+] to 1 M then

increase the chloride concentration (Figure B.19(c)), the theoretical current for Rh(211) is close

to zero at concentrations above 10−6 M Cl– , whereas for the Rh wire the measured current is still

significant even at 0.1 M Cl– . The difference between the experimental and computational CVs

may be because the saturation coverage of chloride experimentally is less than one monolayer and

in experimental results we study polycrystalline surfaces and calculations are only on the (211)

surfaces.23 In the application of the adsorption isotherm, we have assumed that chloride can block

all available sites in the computational model which would cause the current from hydrogen

adsorption to be lower at even small chloride concentrations.

For the Pt CVs in Figure III.3(b) and Figure B.19, the relative charges between

0 to 0.4 V vs. RHE are due to chloride adsorbing on the surface as hydrogen is desorbing from the

surface. In the computational Pt(211) CV, there is a shift in the peak in anodic current towards

more negative potentials at higher chloride coverages. This shift in current is less obvious in the

experimental CVs on the Pt RDE due to the two characteristic Pt Hupd peaks but the accumulation

of charge across the potentials also indicates that the charge is transferred at more negative

potentials on the Pt RDE with increasing chloride concentrations.

The Langmuir adsorption model was expanded to include hydrogen, nitrate, and chloride

species competing for the same active surface sites (Eqs. (III.1–III.3)). We assume for simplicity

that each molecule adsorbs only to one site, although NO3 binds to two sites.24 Using Eqs. (B.17),

(B.18), (B.25), and (B.26), we fully describe the adsorption thermodynamics of all species in the
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Figure B.19: Theoretical coverage plots generated using the Langmuir adsorption model for (a) Rh(211)
and (b) Pt(211). These coverage plots are used to calculate the computational CVs for (c) Rh(211) and
(d) Pt(211). Solid and dashed lines indicate the hydrogen and chloride coverages at each concentration,
respectively.

system.

 NO3
(�) = exp

(

−Δ�NO3

')

)

= exp

(

−Δ�NO3(� = 0 V) − ��
')

)

=
\NO3

[NO3
−]0\∗

(B.25)

1 = \∗ + \H + \Cl + \NO3
(B.26)
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In Eqs. (B.27–B.30), the coverages as a function of potential and concentration from

Eqs. (B.20–B.22) are adjusted to include the contribution from nitrate.

\Cl =
 Cl(�) [Cl−]0

1 +  H(�) [H+]0 +  Cl(�) [Cl−]0 +  NO3(�) [NO3
−]0

(B.27)

\H =
 H(�) [H+]0

1 +  H(�) [H+]0 +  Cl(�) [Cl−]0 +  NO3(�) [NO3
−]0

(B.28)

\NO3
=

 NO3(�) [NO3
−]0

1 +  H(�) [H+]0 +  Cl(�) [Cl−]0 +  NO3(�) [NO3
−]0

(B.29)

\∗ =
1

1 +  H(�) [H+]0 +  Cl(�) [Cl−]0 +  NO3(�) [NO3
−]0

(B.30)

The coverages of hydrogen, nitrate, and chloride on Rh(211) and Pt(211) are shown in

Figure III.4 for potentials between 0.05–0.4 V vs. RHE with 1 M H+, 1 M NO3
– , and Cl–

concentrations of 0 M, 10−10 M, and 10−9 M.

B.10 Microkinetic models for nitrate reduction

Four rate laws for nitrate reduction were considered to understand the effects of chloride

on the reduction rate. The model approximating the rate-determining step (RDS) as the

dissociation of nitrate to nitrite via adsorbed hydrogen most closely matched our experimental

observations and is written in Section III.2.7 of the main text and referred to here as model 1

(M1). Reactions from Section III.2.7 are rewritten below, where ∗ represents an active site or

adsorbed species. All four rate laws begin with the same adsorption steps.

H+(aq) + ∗ −−⇀↽−− H∗ (III.1)

NO3
−(aq) + ∗ −−⇀↽−− NO3

∗ + e− (III.2)

Cl−(aq) + ∗ −−⇀↽−− Cl∗ + e− (III.3)
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The equilibrium constants  H,  NO3
, and  Cl as defined in Eqs. (B.17), (B.18),

and (B.25), respectively, correspond to the reactions in Eqs. (III.1), (III.2), and (III.3) and are a

function of potential. Following hydrogen, nitrate, and chloride adsorption, we modeled four rate

laws. The rates predicted from the four models are presented in Figure B.20 from

0 to 0.4 V vs. RHE for Rh(211) and 0 to 0.6 V vs. RHE for Pt(211). The rate from M1 is also in

Figure III.4 in the main text.

Microkinetic model 1 (M1)—H-assisted nitrate reduction

The rate equation for M1 is given in Eqs. (III.10) and (III.11) when Eqs. (III.1–III.3) are

considered in quasi-equilibrium, Eq. (III.9) is considered irreversible and rate determining, and

the reactions in Eqs. (III.6) and (III.7) are assumed to be infinitely fast. The rate constant :9 is

the rate constant for the forward reaction of Eq. (III.9), \8 is the coverage of species i, and

[NO3
−]0, [H+]0, and [Cl−]0 are the concentrations of each species in the solution. M1 is the

microkinetic model we use throughout the main text. We do not know the value of the rate

constant :9 so we plot the rate in Eq. (III.11) divided by :9 in Figure B.20.

H∗ + NO3
∗ −→←− NO2

∗ + HO∗ (RDS) (III.9)

HO∗ −→ products (infinitely fast) (III.6)

NO2
∗ −→ products (infinitely fast) (III.7)

rateM1 = :9\NO3
\H (III.10)

=
:9 NO3

 H [NO3
−]0 [H+]0

(1 +  H [H+]0 +  NO3
[NO3

−]0 +  Cl [Cl−]0)2
(III.11)

Alternatively, if we consider the reaction in Eq. (B.31) as the RDS following

quasi-equilibrated adsorption of nitrate and hydrogen, we attain a rate law identical to
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Eqs. (III.10) and (III.11) except with :S31 as the rate constant instead of :9. Due to the similar

dependence on nitrate and hydrogen coverages, the rate law for the formation of adsorbed HNO3

is only distinguished from the rate law for the formation of adsorbed NO2 and HO by the rate

constant of the RDS.

H∗ + NO3
∗ −→←− HNO3

∗ + ∗ (RDS) (B.31)

HNO3
∗ −→ products (infinitely fast) (B.32)

Microkinetic model 2 (M2)

The second microkinetic model (M2) considers Eqs. (B.32) and (B.33). In M2, the

reaction of adsorbed nitrate and a proton to form adsorbed nitric acid (Eq. (B.33)) is assumed to

be the RDS and irreversible. The rate equation for M2 is given in Eq. (B.34), where :S33 is the

rate constant for the forward reaction of Eq. (B.33). We do not know the value of the rate constant

:S33, so when we model M2 from 0 to 0.6 V vs. RHE we normalize to :S33 at 0 V vs. RHE (e.g.,

at 0.2 V vs. RHE, the rate from Eq. (B.34) is divided by the value of :S33 at 0 V vs. RHE). We

approximate the voltage dependence of this rate constant using the Butler–Volmer equation with a

symmetry coefficient of 0.5.

H+(aq) + NO3
∗ + e− −→←− HNO3

∗ (RDS) (B.33)

HNO3
∗ −→ products (infinitely fast) (B.32)

rateM2 = :S33\NO3
[H+]0 =

:S33 NO3
[NO3

−]0 [H+]0
1 +  H [H+]0 +  NO3

[NO3
−]0 +  Cl [Cl−]0

(B.34)
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Microkinetic model 3 (M3)—direct nitrate reduction

The third microkinetic model (M3) considered Eqs. (III.4–III.7). In M3, we consider

nitrate dissociation to adsorbed nitrite and adsorbed O (Eq. (III.4)) as the RDS and the reduction

of adsorbed oxygen and nitrite to other products (Eqs. (III.5–III.7)) is infinitely fast. The rate

equation for M3 is given in Eq. (B.35), where :4 is the rate constant for the forward reaction in

Eq. (III.4). :4 was previously calculated10 on Pt(211) and Rh(211) as 0.2 and 3400 s−1,

respectively.

NO3
∗ + ∗ −→←− NO2

∗ + O∗ (RDS) (III.4)

O∗ + H∗ −→←− HO∗ (infinitely fast) (III.5)

HO∗ −→ products (infinitely fast) (III.6)

NO2
∗ −→ products (infinitely fast) (III.7)

rateM2 = :4\NO3
\∗ =

:4 NO3
[NO3

−]0
(1 +  H [H+]0 +  NO3

[NO3
−]0 +  Cl [Cl−]0)2

(B.35)

Microkinetic model 4 (M4)

The fourth microkinetic model (M4) considers Eqs. (III.4–III.7) and the rate law was

determined by assuming Eqs. (III.4) and (III.5) are irreversible in the forward direction. In this

model only, we included adsorbed oxygen in the active site balance. A pseudo-steady state

assumption was made for the coverage of oxygen to solve for the rate equation. The rate equation

for M4 is given in Eq. (B.36). :4 and :5 are the forward rate constants of the reactions in

Eqs. (III.4) and (III.5). Along with :4, :5 was previously calculated using DFT10 on Pt(211) and
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Rh(211) as 14.5 and 23700 s−1, respectively.

NO3
∗ + ∗ −→←− NO2

∗ + O∗ (irreversible) (III.4)

O∗ + H∗ −→←− HO∗ (irreversible) (III.5)

HO∗ −→ products (infinitely fast) (III.6)

NO2
∗ −→ products (infinitely fast) (III.7)

rateM4 = :4\NO3
\∗ =

:4 NO3
[NO3

−]0
[

1 +  H [H+]0 +  NO3
[NO3

−]0 +  Cl [Cl−]0 +
:4 NO3

[NO3
−]0

:5 H [H+]0

]2
(B.36)

The nitrate reduction rates as a function of potential as predicted by the four rate laws are

shown in Figure B.20, with M1 best matching the experimental trends observed on Pt/C in this

work. For Pt(211) shown in Figure B.20(e–h), M1 most closely captures what we observe

experimentally, where nitrate reduction has a maximum in current between 0 and 0.4 V vs. RHE

and when chloride is added, NO3RR is inhibited. M2 inaccurately predicts that Pt would not have

nitrate reduction above 0.1 V vs. RHE. M3 and M4 are very similar for their prediction of NO3RR

on Pt(211) (Figure B.20(g–h) and Figure B.21) and both predict that NO3RR will be greatest at

potentials more positive than 0.4 V, which does not match what we experimentally observe on Pt

(Figure III.2). For all four models, Rh(211) (Figure B.20(a–d)) shows a maximum in predicted

nitrate reduction rate near 0.1 V vs. RHE which is caused by the desorption of hydrogen allowing

for an increase in nitrate coverage at this potential. The amount the rate is suppressed by chloride

is dependent on the model, though all modeled rates are similarly affected by chloride.
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Figure B.20: Microkinetic models for nitrate reduction considering the adsorption of nitrate, hydrogen,
and chloride with different rate-determining steps on Rh(211) (a–d) and Pt(211) (e–f). In all models for
both Rh(211) and Pt(211), the proton and nitrate concentration in solution is 1 M and only the
concentration of chloride is increasing. The concentration of chloride is labeled in panels (a) and (e) as
0 M (black), 10−10 M (teal), and 10−9 M (orange). The data in panels (a) and (e) are shown in Figure III.4.
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Figure B.21: Zoomed-in view of microkinetic models (a) M3 and (b) M4 for nitrate reduction on Pt(211)
from Figure B.20(g–h). The proton and nitrate concentration in solution is 1 M and only the concentration
of chloride is increasing. The concentration of chloride is 0 M (black), 10−10 M (teal), and
10−9 M (orange).
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B.11 Baseline steady-state currents (with and without NaNO3) on RhGSH/C, Rh/C, and Pt/C

Figure B.22: Steady-state current densities for (a) 30 wt% RhGSH/C, (b) 20 wt% Rh/C, and
(c) 30 wt% Pt/C in the supporting electrolyte (open circles) and with 1 M NaNO3 (filled circles). Currents
for RhGSH/C are normalized to the capacitance-and-XRD-estimated area. Currents for Rh/C and Pt/C are
normalized to Hupd-determined ECSA. Measurements were taken at 2500 rpm at each potential with
85% IR compensation.

B.12 RhGSH/C and Rh/C NO3RR Faradaic efficiency to ammonia

Ammonium was measured as the major nitrate reduction product of RhGSH/C and Rh/C at

0.1 V vs. RHE in 0.1 M HNO3 (Figure B.23(a)). The nitrate Faradaic efficiency to ammonium

on Rh/C did not significantly change when 1 mM chloride was present (Figure B.23(b)), which

we postulate arises because chloride only blocks the active site of Rh/C for NH4
+ production and

does not change the product distribution or reaction mechanism. NO2
– was not detected for the

reduction experiment with or without chloride. The total amount of ammonium produced is lower

in the presence of chloride proportionally to the decrease in current. NO3
– could not be

quantified in the presence of Cl– due to overlapping UV absorbance wavelengths. The

concentration of nitrate in the solution did not change significantly over the experiment time of

6 hours (Figure B.23(c)).
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Figure B.23: (a) Faradaic efficiency towards ammonium for Rh/C and RhGSH/C at 0.1 V vs. RHE. The
results from three experiments for each catalyst are shown. Electrolysis time was 6 hours for each
experiment. The average Faradaic efficiency towards NH4

+ was 92.5 ± 1.3% for Rh/C and 67.3 ± 0.1% for
RhGSH/C. (b) FE towards ammonium and total ammonium produced for Rh/C at 0.1 V vs. RHE in
0.1 M HNO3 (black) and 0.1 M HNO3 + 1 mM NaCl (blue). For Rh/C without chloride, the error bars for
the measurements without chloride are the standard deviation from the average of the three separate
experiments shown in panel (a). Conversion measurements with chloride were performed once.
(c) Concentration of nitrate and ammonium as detected by colorimetry/UV–Vis spectrophotometry for one
of the RhGSH/C NO3RR measurements over 6 hours. Measurements were taken in N2-sparged 0.1 M HNO3

and the catalysts were deposited on carbon felt as described in the Methods. Stirring at 400 rpm with a stir
bar was used to decrease mass transfer limitations.

B.13 Comparison to previous reports of the effect of chloride on NO3RR on Pt and Rh

The effect of chloride on NO3RR current has been shown for Pt and Rh at pH 0. In

Figure B.24, the percent nitrate reduction current remaining when Cl– is added is shown for our

measurements and from those reported in literature. Experimental conditions are given in

Table B.5 for the data in Figure B.24.

The decrease in nitrate current in the presence of chloride is similar between the different

studies for Pt and Rh. For Rh (Wasberg and Horányi26 and this work), the percent change in

current is similar across the studied potential range (0.05–0.2 V vs. RHE). Assuming nitrate

reduction occurs as a Langmuir–Hinshelwood surface reaction between adsorbed nitrate and

hydrogen, we attribute this decrease in activity to chloride adsorption beginning at negative

potentials on Rh and limiting available surface sites in the potential range studied. The chloride is
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Figure B.24: Literature reports of the current density for NO3RR activity on polycrystalline Pt and Rh
from Horányi and Rizmayer25 and Wasberg and Horányi26, respectively, in different concentrations of
chloride were extracted and normalized to the current density in the absence of chloride as a function of
potential. Percent activity with Cl– is also shown for Pt/C and Rh/C data from this work from
Figure III.2(a). Other differences in experimental conditions between data series are summarized in
Table B.5. Open data points represent cited works and closed data points are from this work. Circles and
squares are used for Rh and Pt, respectively.

present on the surface and decreases the available surface sites for nitrate and hydrogen to adsorb

and react. For Pt, the percent NO3RR activity decreases for both Ref. (25) and this work show that

the NO3RR rate is more affected by chloride at more positive potentials. We attribute this

decrease in activity to the onset of chloride adsorption in the studied potential range, where at

0.05 V the surface has a negligible coverage of chloride and as the potential increases the chloride

coverage increases and thus inhibits NO3RR.

There are a few differences in experimental conditions to consider when comparing this

work with the results from Refs. (25, 26), namely that the nitrate concentrations are different and

the results from literature may be in the mass-transport-limited regime. In our measurements on

Rh/C and Pt/C, we use 2500 rpm to minimize mass-transfer effects. The results on Rh from

Ref. (25) are taken using a low stirring rate and are likely in the mass-transfer-limited regime, and
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Table B.5: Experimental conditions for nitrate reduction measurements on Pt and Rh with chloride shown
in Figure B.24.

Electrode (Ref.) [NO3
−] (M) [Cl−] (M)

Supporting
Electrolyte

Rotation/Stir
Rate (rpm)

Pt (Horányi and
Rizmayer25)

0.015 10−3 1 M H2SO4 N/A

Rh (Wasberg and
Horányi26)

0.114
3 × 10−4,
1.3 × 10−2 1 M H2SO4 N/A

Pt/C (this work) 1.0 10−3 1 M HClO4 2500 rpm

Rh/C (this work) 1.0 10−3 1 M H2SO4 2500 rpm

therefore nitrate reduction inhibition by chloride could be lower than reported due to

mass-transport limitations. Ref. (26) does not indicate that stirring or rotation was used, so we can

assume that there are mass-transport limitations present.
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B.14 NO3RR on Pt/C and Rh/C with different chloride concentrations

Figure B.25: The percent nitrate reduction current from the reduction currents in 1 M H2SO4 +
1 M NaNO3 on Pt/C (green) and or 1 M HClO4 + 1 M NaNO3 on Rh/C (black) with and without Cl– at
0.15 V for 0.001–0.1 M Cl– .
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B.15 H+ and Cl– adsorption energies on transition metals, pristine RhGSH, and S-defected

RhGSH surfaces

Figure B.26: Adsorption free energies at 0 V vs. SHE and 298.15 K for Cl– and H+ on pure metals (blue
circles), pristine RhGSH surfaces (red triangles), and S-defected RhGSH surfaces (black squares). Error bars
are BEEF–vdW uncertainties.27
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B.16 Computed kinetic and thermodynamic parameters for NO3RR on RhGSH

Table B.6: Computed kinetic and thermodynamic parameters for nitrate reduction on Rh3S4(100),
Rh17S15(100), Rh2S3(100), and Rh(211). Adsorption energies are from Figures III.5 and B.26. Activation
barriers are from Figure III.6 as described in the main text.

Surface Direct H-assisted

�0

kJ mol−1
:4/s−1 Δ�NO3

kJ mol−1

�0

kJ mol−1
:9/s−1 Δ�NO3

kJ mol−1

Δ�H

kJ mol−1

Rh(211) 75.46 1 × 10−2 -1.44 — — -1.44 -15.39

Pristine
Rh3S4(100)

38.52 1 × 105 107.42 70.47 1 × 10−1 107.42 -18.64

Pristine
Rh17S15(100)

162.38 1 × 10−17 103.66 82.66 1 × 10−3 103.66 18.64

Pristine
Rh2S3(100)

132.19 1 × 10−12 93.74 117.95 1 × 10−9 93.74 36.28

S-defected
Rh3S4(100)

27.78 1 × 107 6.21 147.37 1 × 10−14 6.21 -6.65

S-defected
Rh17S15(100)

127.15 1 × 10−11 45.22 63.97 1 × 100 45.22 -30.5

S-defected
Rh2S3(100)

120.19 1 × 10−10 63.88 87.66 1 × 10−4 63.88 14.52
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B.17 Calculated TOFs with 10
−9 M chloride poisoning

Figure B.27 shows computed TOF values assuming trace (10−9 M) chloride

concentrations. It is the same methodology as Figure III.7 in the main text, but with chloride

included in the model. The decrease in TOF when including chloride (by comparing

Figures III.7 and B.27) is generally largest for Rh3S4(100) and Rh17S15(100), which tend to bind

chloride the strongest. Generally, pristine sulfide surfaces are not affected as they bind chloride

very weakly. For S-defected sulfide surfaces, both Rh3S4(100) and Rh17S15(100) show sharp

declines in activity. For S-defected Rh2S3(100), the TOF declines near � = 0.4 V vs. RHE rather

than reaching a plateau as it did in the chloride-free case. Rh(211) also shows a lower TOF with

chloride present, as expected. The computed TOF for Rh(211) in Figure B.27(a) is the same as

that shown in Figure B.20(c) above, just on a log plot here.

251



Figure B.27: Computed potential-dependent TOFs for pristine (a, c) and S-defected (b, d) surfaces,
assuming a direct (a, b) or H-assisted (c, d) reaction mechanism. For all TOF calculations, we assume
[NO3]0 = 1 M, [H+]0 = 1 M, and [Cl−]0 = 10−9 M.
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APPENDIX C

Supporting Information for the Perovskite Oxynitride Thermodynamics and Anion

Ordering Study

Note

This chapter is adapted with permission from the Supporting Information (SI) document of
Young, S. et al. Thermodynamic Stability and Anion Ordering of Perovskite Oxynitrides, Chemistry of

Materials 2023, doi: 10.1021/acs.chemmater.3c00943. Copyright 2023 by American Chemical Society.

C.1 Enumeration of cation pairs within the geometric hull

We used a database1 of Shannon ionic radii to enumerate cation pairs meeting certain

criteria. The Shannon ionic radii database includes calculated ionic radii for many elements and

for a variety of oxidation states and spin states. When selecting A and B elements and the

particular ionic radii to use, we required the following criteria:

• The charges on A and B must add to +7 for ABO2N or to +8 for ABON2.

• A and B generally include s-, d-, and p-block metal elements and exclude radioactive
elements. The exact elements included are shown in Figure C.1.

• A and B may not be the same element.

• The coordination numbers of A and B must be 12 and 6, respectively.

Table C.1 contains the resulting list of all 351 cation pairs studied. In Table C.1, cation pairs for

which DFT geometry relaxation converged and for which decomposition energy information is

available in the Materials Project database have corresponding energy-above-hull (�hull) and
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H He

Li Be B C N O F Ne

Na Mg Al Si P S Cl Ar

K Ca Sc Ti V Cr Mn Fe Co Ni Cu Zn Ga Ge As Se Br Kr

Rb Sr Y Zr Nb Mo Tc Ru Rh Pd Ag Cd In Sn Sb Te I Xe

Cs Ba La

Ce Pr Nd Pm Sm Eu Gd Tb Dy Ho Er Tm Yb Lu

Hf Ta W Re Os Ir Pt Au Hg Tl Pb Bi Po At Rn
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37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54

55 56 57
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72 73 74 75 76 77 78 79 80 81 82 83 84 85 86

87 88 89

90 91 92 93 94 95 96 97 98 99 100 101 102 103

104 105 106 107 108 109 110 111 112 113 114 115 116 117 118

Figure C.1: Elements used to enumerate our set of cation pairs. All blue-shaded elements were
considered for both A and B cations to form cation pairs. Other elements were not considered.

stability class information displayed. “Distance from geo. hull” is the Euclidean distance from

each point on the structure map to the closest edge of the geometric hull in Figure IV.2. The

“Raw DFT energy” �raw is the ground-state electronic energy of the converged 20-atom supercell,

extrapolated to f = 0, where f is the Gaussian smearing constant. “Corrected DFT energy

(MP2020)” �corr is the energy corrected by the Materials Project 2020 correction scheme, which

allows one to combine Materials Project data done under both GGA and GGA +* schemes.2 The

cohesive energy �coh is the MP2020-corrected energy of each PON relative to its bulk elemental

constituents. For each element within each PON, we identified the computed entry for that

element with the lowest per-atom energy in the Materials Project database, and used these
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computed entries to adjust the PON energy as follows:

�coh = �ABO2N − 4�A − 4�B − 8�O − 4�N, or (C.1)

�coh = �ABON2
− 4�A − 4�B − 4�O − 8�N (C.2)

where �A, �B, �O, and �N are per-atom energies and �ABO2N or �ABON2
is the energy for the

20-atom PON supercell. Table C.2 shows the energies and Materials Project IDs used to calculate

cohesive energies. We define 0 < �hull < 10 meV/atom as stable,

10 meV/atom ≤ �hull < 25 meV/atom as metastable, and �hull ≥ 25 meV/atom as unstable.

�hull = 0 meV/atom indicates materials that are on the thermodynamic convex hull (“On Hull”).

During our work on this paper, the version of the Materials Project database we used for this work

was marked as legacy, and has been moved to https://legacy.materialsproject.org/.

257

https://legacy.materialsproject.org/


T
a
b
le

C
.1

:
L

is
t

o
f

a
ll

ca
ti

o
n

p
a
ir

s
en

u
m

er
a
te

d
fo

r
th

is
st

u
d
y.

C
om

po
si

tio
n

A
B

To
le

ra
nc

e
fa

ct
or

O
ct

ah
ed

ra
l

fa
ct

or
D

is
ta

nc
e

fr
om

ge
o.

hu
ll

�
ra

w
(e

V
)

�
co

rr
(e

V
)

�
co

h

(m
eV

/a
to

m
)

�
hu

ll

(m
eV

/a
to

m
)

St
ab

ili
ty

cl
as

s

A
B

O
2
N

B
a2+

A
u5+

1.
08

3
0.

41
1

0.
06

29
–1

01
.2

9
–1

08
.2

3
–3

79
.6

1
38

.0
9

U
ns

ta
bl

e
A

B
O

2
N

B
a2+

B
i5+

0.
98

7
0.

54
8

0.
05

37
–1

14
.6

5
–1

21
.5

9
–9

24
.7

6
25

.4
3

U
ns

ta
bl

e
A

B
O

2
N

B
a2+

C
r5+

1.
12

9
0.

35
4

0.
13

68
–1

37
.8

5
–1

52
.7

9
–9

31
.6

9
20

.6
0

M
et

as
ta

bl
e

A
B

O
2
N

B
a2+

Ir
5+

1.
08

3
0.

41
1

0.
06

29
—

—
—

—
—

A
B

O
2
N

B
a2+

M
o5+

1.
06

1
0.

44
0

0.
02

68
–1

41
.2

3
–1

60
.9

8
–8

61
.9

7
6.

14
St

ab
le

A
B

O
2
N

B
a2+

N
b5+

1.
04

6
0.

46
2

In
hu

ll
–1

64
.7

1
–1

71
.6

5
–2

18
4.

79
0.

00
O

n
H

ul
l

A
B

O
2
N

B
a2+

O
s5+

1.
08

0
0.

41
5

0.
05

83
–1

49
.9

4
–1

56
.8

8
–1

22
1.

08
6.

51
St

ab
le

A
B

O
2
N

B
a2+

Pt
5+

1.
08

3
0.

41
1

0.
06

29
–1

20
.8

5
–1

27
.7

9
–7

98
.2

6
20

.7
0

M
et

as
ta

bl
e

A
B

O
2
N

B
a2+

R
e5+

1.
07

8
0.

41
9

0.
05

38
–1

62
.1

6
–1

69
.1

0
–1

58
8.

91
0.

00
O

n
H

ul
l

A
B

O
2
N

B
a2+

R
h5+

1.
09

4
0.

39
7

0.
08

11
–1

28
.2

8
–1

35
.2

2
–9

16
.2

7
17

.5
0

M
et

as
ta

bl
e

A
B

O
2
N

B
a2+

R
u5+

1.
08

6
0.

40
8

0.
06

74
–1

41
.3

3
–1

48
.2

7
–1

18
1.

29
7.

89
St

ab
le

A
B

O
2
N

B
a2+

Ta
5+

1.
04

6
0.

46
2

In
hu

ll
–1

75
.0

6
–1

82
.0

0
–2

35
1.

24
0.

00
O

n
H

ul
l

A
B

O
2
N

B
a2+

Tc
5+

1.
06

7
0.

43
3

0.
03

57
–1

52
.7

0
–1

59
.6

4
–1

53
2.

68
0.

00
O

n
H

ul
l

A
B

O
2
N

B
a2+

V
5+

1.
10

0
0.

39
0

0.
09

03
–1

45
.3

3
–1

59
.0

7
–1

41
9.

59
12

.7
3

M
et

as
ta

bl
e

A
B

O
2
N

B
a2+

W
5+

1.
05

6
0.

44
7

0.
01

78
–1

45
.8

0
–1

70
.4

9
–6

68
.0

8
11

.1
6

M
et

as
ta

bl
e

A
B

O
2
N

C
a2+

A
u5+

0.
98

6
0.

41
1

0.
00

72
—

—
—

—
—

A
B

O
2
N

C
a2+

B
i5+

0.
89

8
0.

54
8

0.
02

89
—

—
—

—
—

A
B

O
2
N

C
a2+

C
r5+

1.
02

8
0.

35
4

0.
07

62
–1

39
.7

9
–1

54
.7

3
–1

01
2.

56
23

.8
0

M
et

as
ta

bl
e

A
B

O
2
N

C
a2+

Ir
5+

0.
98

6
0.

41
1

0.
00

72
–1

38
.4

3
–1

45
.3

7
–1

10
7.

53
12

.9
4

M
et

as
ta

bl
e

A
B

O
2
N

C
a2+

M
o5+

0.
96

6
0.

44
0

In
hu

ll
–1

42
.2

4
–1

61
.9

9
–8

96
.7

1
10

.1
5

M
et

as
ta

bl
e

A
B

O
2
N

C
a2+

N
b5+

0.
95

1
0.

46
2

In
hu

ll
–1

65
.6

4
–1

72
.5

8
–2

21
5.

61
1.

29
St

ab
le

A
B

O
2
N

C
a2+

O
s5+

0.
98

3
0.

41
5

0.
00

36
–1

52
.4

4
–1

59
.3

8
–1

33
0.

02
4.

80
St

ab
le

A
B

O
2
N

C
a2+

Pt
5+

0.
98

6
0.

41
1

0.
00

72
–1

22
.4

1
–1

29
.3

5
–8

60
.0

8
22

.8
2

M
et

as
ta

bl
e

A
B

O
2
N

C
a2+

R
e5+

0.
98

1
0.

41
9

In
hu

ll
–1

63
.7

0
–1

70
.6

4
–1

64
9.

67
0.

00
O

n
H

ul
l

A
B

O
2
N

C
a2+

R
h5+

0.
99

6
0.

39
7

0.
02

31
–1

30
.7

7
–1

37
.7

1
–1

02
4.

40
17

.5
7

M
et

as
ta

bl
e

A
B

O
2
N

C
a2+

R
u5+

0.
98

8
0.

40
8

0.
01

08
–1

43
.7

3
–1

50
.6

7
–1

28
5.

02
6.

85
St

ab
le

A
B

O
2
N

C
a2+

Ta
5+

0.
95

1
0.

46
2

In
hu

ll
–1

76
.2

8
–1

83
.2

2
–2

39
6.

12
1.

07
St

ab
le

A
B

O
2
N

C
a2+

Tc
5+

0.
97

1
0.

43
3

In
hu

ll
–1

54
.4

2
–1

61
.3

6
–1

60
2.

47
0.

00
O

n
H

ul
l

A
B

O
2
N

C
a2+

V
5+

1.
00

1
0.

39
0

0.
03

17
–1

46
.1

2
–1

59
.8

6
–1

44
3.

33
14

.3
9

M
et

as
ta

bl
e

A
B

O
2
N

C
a2+

W
5+

0.
96

1
0.

44
7

In
hu

ll
–1

47
.2

0
–1

71
.8

9
–7

22
.1

1
15

.7
1

M
et

as
ta

bl
e

A
B

O
2
N

C
d2+

A
u5+

0.
97

5
0.

41
1

0.
00

72
—

—
—

—
—

C
on

tin
ue

d
on

ne
xt

pa
ge

258



T
a
b
le

C
.1

:
(c

o
n
ti
n
u
e
d
)

L
is

t
o
f

a
ll

ca
ti

o
n

p
a
ir

s
en

u
m

er
a
te

d
fo

r
th

is
st

u
d
y.

C
om

po
si

tio
n

A
B

To
le

ra
nc

e
fa

ct
or

O
ct

ah
ed

ra
l

fa
ct

or
D

is
ta

nc
e

fr
om

ge
o.

hu
ll

�
ra

w
(e

V
)

�
co

rr
(e

V
)

�
co

h

(m
eV

/a
to

m
)

�
hu

ll

(m
eV

/a
to

m
)

St
ab

ili
ty

cl
as

s

A
B

O
2
N

C
d2+

B
i5+

0.
88

8
0.

54
8

0.
02

89
–9

7.
11

–1
04

.0
5

–2
50

.3
3

24
.9

8
M

et
as

ta
bl

e
A

B
O

2
N

C
d2+

C
r5+

1.
01

6
0.

35
4

0.
07

09
–1

18
.0

2
–1

32
.9

6
–1

42
.7

7
30

.7
5

U
ns

ta
bl

e
A

B
O

2
N

C
d2+

Ir
5+

0.
97

5
0.

41
1

0.
00

72
–1

17
.4

0
–1

24
.3

4
–2

74
.7

2
15

.2
9

M
et

as
ta

bl
e

A
B

O
2
N

C
d2+

M
o5+

0.
95

5
0.

44
0

In
hu

ll
–1

20
.6

8
–1

40
.4

2
–3

6.
94

12
.0

7
M

et
as

ta
bl

e
A

B
O

2
N

C
d2+

N
b5+

0.
94

1
0.

46
2

In
hu

ll
–1

43
.7

9
–1

50
.7

3
–1

34
1.

61
6.

38
St

ab
le

A
B

O
2
N

C
d2+

O
s5+

0.
97

2
0.

41
5

0.
00

36
–1

30
.7

2
–1

37
.6

6
–4

62
.7

1
8.

38
St

ab
le

A
B

O
2
N

C
d2+

Pt
5+

0.
97

5
0.

41
1

0.
00

72
–1

01
.4

7
–1

08
.4

1
–3

1.
56

24
.6

7
M

et
as

ta
bl

e
A

B
O

2
N

C
d2+

R
e5+

0.
97

0
0.

41
9

In
hu

ll
–1

41
.2

5
–1

48
.1

9
–7

45
.9

3
3.

19
St

ab
le

A
B

O
2
N

C
d2+

R
h5+

0.
98

5
0.

39
7

0.
02

16
–1

10
.0

7
–1

17
.0

1
–2

08
.0

6
19

.0
9

M
et

as
ta

bl
e

A
B

O
2
N

C
d2+

R
u5+

0.
97

7
0.

40
8

0.
01

08
—

—
—

—
—

A
B

O
2
N

C
d2+

Ta
5+

0.
94

1
0.

46
2

In
hu

ll
–1

54
.6

9
–1

61
.6

3
–1

53
5.

45
6.

76
St

ab
le

A
B

O
2
N

C
d2+

V
5+

0.
99

0
0.

39
0

0.
02

89
—

—
—

—
—

A
B

O
2
N

C
d2+

W
5+

0.
95

0
0.

44
7

In
hu

ll
–1

25
.4

4
–1

50
.1

4
14

7.
12

14
.6

2
M

et
as

ta
bl

e
A

B
O

2
N

C
e3+

C
o4+

1.
00

6
0.

38
2

0.
04

05
–1

49
.6

8
–1

63
.1

7
–1

22
9.

02
24

.1
3

M
et

as
ta

bl
e

A
B

O
2
N

C
e3+

C
r4+

0.
99

6
0.

39
7

0.
02

31
–1

68
.2

0
–1

83
.1

4
–1

64
6.

51
12

.0
0

M
et

as
ta

bl
e

A
B

O
2
N

C
e3+

Fe
4+

0.
97

8
0.

42
2

In
hu

ll
–1

54
.9

9
–1

70
.9

5
–1

22
2.

47
23

.0
0

M
et

as
ta

bl
e

A
B

O
2
N

C
e3+

H
f4+

0.
92

0
0.

51
2

In
hu

ll
—

—
—

—
—

A
B

O
2
N

C
e3+

Ir
4+

0.
95

9
0.

45
1

In
hu

ll
—

—
—

—
—

A
B

O
2
N

C
e3+

M
n4+

1.
00

6
0.

38
2

0.
04

05
–1

64
.2

7
–1

77
.8

9
–1

54
8.

26
15

.9
6

M
et

as
ta

bl
e

A
B

O
2
N

C
e3+

M
o4+

0.
94

7
0.

46
9

In
hu

ll
–1

63
.2

7
–1

83
.0

1
–1

16
1.

06
21

.3
6

M
et

as
ta

bl
e

A
B

O
2
N

C
e3+

N
b4+

0.
93

3
0.

49
1

In
hu

ll
–1

80
.1

5
–1

87
.0

9
–2

15
4.

28
17

.7
4

M
et

as
ta

bl
e

A
B

O
2
N

C
e3+

N
i4+

1.
03

3
0.

34
6

0.
08

52
–1

38
.2

8
–1

55
.3

8
–9

24
.8

7
29

.6
3

U
ns

ta
bl

e
A

B
O

2
N

C
e3+

O
s4+

0.
95

6
0.

45
5

In
hu

ll
—

—
—

—
—

A
B

O
2
N

C
e3+

Pb
4+

0.
89

2
0.

55
9

0.
03

97
—

—
—

—
—

A
B

O
2
N

C
e3+

Pd
4+

0.
96

3
0.

44
4

In
hu

ll
–1

33
.3

0
–1

40
.2

4
–7

96
.6

4
60

.6
6

U
ns

ta
bl

e
A

B
O

2
N

C
e3+

Pr
4+

0.
86

2
0.

61
3

0.
09

58
—

—
—

—
—

A
B

O
2
N

C
e3+

Pt
4+

0.
95

9
0.

45
1

In
hu

ll
—

—
—

—
—

A
B

O
2
N

C
e3+

R
e4+

0.
95

6
0.

45
5

In
hu

ll
—

—
—

—
—

A
B

O
2
N

C
e3+

R
h4+

0.
97

1
0.

43
3

In
hu

ll
–2

6.
26

–3
3.

20
49

88
.0

3
34

9.
89

U
ns

ta
bl

e
A

B
O

2
N

C
e3+

R
u4+

0.
96

1
0.

44
7

In
hu

ll
—

—
—

—
—

A
B

O
2
N

C
e3+

Sn
4+

0.
92

9
0.

49
8

In
hu

ll
–3

4.
04

–4
0.

98
39

29
.6

7
29

6.
97

U
ns

ta
bl

e

C
on

tin
ue

d
on

ne
xt

pa
ge

259



T
a
b
le

C
.1

:
(c

o
n
ti
n
u
e
d
)

L
is

t
o
f

a
ll

ca
ti

o
n

p
a
ir

s
en

u
m

er
a
te

d
fo

r
th

is
st

u
d
y.

C
om

po
si

tio
n

A
B

To
le

ra
nc

e
fa

ct
or

O
ct

ah
ed

ra
l

fa
ct

or
D

is
ta

nc
e

fr
om

ge
o.

hu
ll

�
ra

w
(e

V
)

�
co

rr
(e

V
)

�
co

h

(m
eV

/a
to

m
)

�
hu

ll

(m
eV

/a
to

m
)

St
ab

ili
ty

cl
as

s

A
B

O
2
N

C
e3+

Ta
4+

0.
93

3
0.

49
1

In
hu

ll
–1

86
.7

5
–1

93
.6

9
–2

13
3.

07
21

.9
1

M
et

as
ta

bl
e

A
B

O
2
N

C
e3+

T
b4+

0.
89

8
0.

54
8

0.
02

89
—

—
—

—
—

A
B

O
2
N

C
e3+

T
i4+

0.
96

8
0.

43
7

In
hu

ll
–1

71
.5

1
–1

78
.4

5
–2

16
3.

54
30

.2
4

U
ns

ta
bl

e
A

B
O

2
N

C
e3+

V
4+

0.
98

1
0.

41
9

In
hu

ll
–1

69
.1

9
–1

82
.9

3
–1

80
9.

98
19

.8
5

M
et

as
ta

bl
e

A
B

O
2
N

C
e3+

W
4+

0.
94

2
0.

47
6

In
hu

ll
–1

64
.8

1
–1

89
.5

0
–8

15
.6

5
26

.1
1

U
ns

ta
bl

e
A

B
O

2
N

C
e3+

Z
r4+

0.
91

5
0.

52
0

In
hu

ll
—

—
—

—
—

A
B

O
2
N

C
e4+

A
g3+

0.
83

6
0.

54
1

0.
05

04
—

—
—

—
—

A
B

O
2
N

C
e4+

A
l3+

0.
93

0
0.

38
6

0.
04

13
–1

61
.3

5
–1

68
.2

9
–2

48
5.

19
7.

92
St

ab
le

A
B

O
2
N

C
e4+

A
u3+

0.
79

9
0.

61
3

0.
12

52
—

—
—

—
—

A
B

O
2
N

C
e4+

B
i3+

0.
73

9
0.

74
3

0.
26

52
—

—
—

—
—

A
B

O
2
N

C
e4+

C
o3+

0.
92

5
0.

39
3

0.
03

94
—

—
—

—
—

A
B

O
2
N

C
e4+

C
r3+

0.
89

3
0.

44
4

0.
03

36
—

—
—

—
—

A
B

O
2
N

C
e4+

C
u3+

0.
92

7
0.

39
0

0.
04

01
–1

40
.9

8
–1

47
.9

2
–1

39
6.

22
30

.6
8

U
ns

ta
bl

e
A

B
O

2
N

C
e4+

D
y3+

0.
77

7
0.

65
8

0.
17

35
—

—
—

—
—

A
B

O
2
N

C
e4+

E
r3+

0.
78

5
0.

64
2

0.
15

64
–3

9.
03

–4
5.

97
37

95
.2

8
33

0.
26

U
ns

ta
bl

e
A

B
O

2
N

C
e4+

E
u3+

0.
76

6
0.

68
3

0.
20

08
—

—
—

—
—

A
B

O
2
N

C
e4+

Fe
3+

0.
92

3
0.

39
7

0.
03

90
—

—
—

—
—

A
B

O
2
N

C
e4+

G
a3+

0.
89

0
0.

44
7

0.
03

34
—

—
—

—
—

A
B

O
2
N

C
e4+

G
d3+

0.
76

9
0.

67
7

0.
19

38
—

—
—

—
—

A
B

O
2
N

C
e4+

H
o3+

0.
78

1
0.

65
0

0.
16

49
–9

0.
74

–9
7.

68
12

12
.4

6
20

0.
37

U
ns

ta
bl

e
A

B
O

2
N

C
e4+

In
3+

0.
81

7
0.

57
7

0.
08

67
—

—
—

—
—

A
B

O
2
N

C
e4+

Ir
3+

0.
86

5
0.

49
1

0.
02

99
—

—
—

—
—

A
B

O
2
N

C
e4+

L
a3+

0.
73

9
0.

74
5

0.
26

68
—

—
—

—
—

A
B

O
2
N

C
e4+

M
n3+

0.
90

9
0.

41
9

0.
03

60
—

—
—

—
—

A
B

O
2
N

C
e4+

M
o3+

0.
86

0
0.

49
8

0.
02

93
—

—
—

—
—

A
B

O
2
N

C
e4+

N
b3+

0.
84

8
0.

52
0

0.
03

36
—

—
—

—
—

A
B

O
2
N

C
e4+

N
d3+

0.
75

4
0.

70
9

0.
22

88
—

—
—

—
—

A
B

O
2
N

C
e4+

N
i3+

0.
91

8
0.

40
4

0.
03

80
—

—
—

—
—

A
B

O
2
N

C
e4+

Pd
3+

0.
83

2
0.

54
8

0.
05

72
—

—
—

—
—

A
B

O
2
N

C
e4+

Pr
3+

0.
75

2
0.

71
4

0.
23

42
—

—
—

—
—

A
B

O
2
N

C
e4+

R
h3+

0.
87

1
0.

48
0

0.
03

09
—

—
—

—
—

C
on

tin
ue

d
on

ne
xt

pa
ge

260



T
a
b
le

C
.1

:
(c

o
n
ti
n
u
e
d
)

L
is

t
o
f

a
ll

ca
ti

o
n

p
a
ir

s
en

u
m

er
a
te

d
fo

r
th

is
st

u
d
y.

C
om

po
si

tio
n

A
B

To
le

ra
nc

e
fa

ct
or

O
ct

ah
ed

ra
l

fa
ct

or
D

is
ta

nc
e

fr
om

ge
o.

hu
ll

�
ra

w
(e

V
)

�
co

rr
(e

V
)

�
co

h

(m
eV

/a
to

m
)

�
hu

ll

(m
eV

/a
to

m
)

St
ab

ili
ty

cl
as

s

A
B

O
2
N

C
e4+

R
u3+

0.
86

5
0.

49
1

0.
02

99
—

—
—

—
—

A
B

O
2
N

C
e4+

Sc
3+

0.
83

8
0.

53
8

0.
04

71
—

—
—

—
—

A
B

O
2
N

C
e4+

Ta
3+

0.
84

8
0.

52
0

0.
03

36
—

—
—

—
—

A
B

O
2
N

C
e4+

T
b3+

0.
77

4
0.

66
6

0.
18

21
—

—
—

—
—

A
B

O
2
N

C
e4+

T
i3+

0.
86

9
0.

48
4

0.
03

06
—

—
—

—
—

A
B

O
2
N

C
e4+

T
l3+

0.
78

7
0.

63
9

0.
15

25
—

—
—

—
—

A
B

O
2
N

C
e4+

T
m

3+
0.

78
8

0.
63

5
0.

14
86

—
—

—
—

—
A

B
O

2
N

C
e4+

V
3+

0.
88

2
0.

46
2

0.
03

24
—

—
—

—
—

A
B

O
2
N

C
e4+

Y
3+

0.
78

1
0.

64
9

0.
16

42
–1

29
.5

2
–1

36
.4

6
–3

49
.5

1
12

1.
18

U
ns

ta
bl

e
A

B
O

2
N

C
e4+

Y
b3+

0.
79

2
0.

62
6

0.
13

92
—

—
—

—
—

A
B

O
2
N

C
s+

C
r6+

1.
26

5
0.

31
8

0.
26

24
–1

24
.3

6
–1

39
.2

9
–4

61
.6

2
23

.7
5

M
et

as
ta

bl
e

A
B

O
2
N

C
s+

M
o6+

1.
16

9
0.

42
6

0.
12

83
—

—
—

—
—

A
B

O
2
N

C
s+

O
s6+

1.
19

6
0.

39
3

0.
16

52
–1

34
.6

3
–1

41
.5

7
–6

60
.4

7
7.

91
St

ab
le

A
B

O
2
N

C
s+

R
e6+

1.
19

3
0.

39
7

0.
16

09
—

—
—

—
—

A
B

O
2
N

C
s+

W
6+

1.
16

3
0.

43
3

0.
12

07
—

—
—

—
—

A
B

O
2
N

K
+

C
r6+

1.
17

2
0.

31
8

0.
19

17
–1

24
.0

2
–1

38
.9

5
–4

01
.7

6
28

.2
5

U
ns

ta
bl

e
A

B
O

2
N

K
+

M
o6+

1.
08

3
0.

42
6

0.
05

18
–1

28
.1

1
–1

47
.8

6
–3

67
.9

0
15

.1
6

M
et

as
ta

bl
e

A
B

O
2
N

K
+

O
s6+

1.
10

8
0.

39
3

0.
09

27
–1

37
.4

3
–1

44
.3

7
–7

57
.3

8
6.

06
St

ab
le

A
B

O
2
N

K
+

R
e6+

1.
10

5
0.

39
7

0.
08

81
–1

50
.6

6
–1

57
.6

0
–1

17
5.

36
1.

88
St

ab
le

A
B

O
2
N

K
+

W
6+

1.
07

7
0.

43
3

0.
04

29
–1

33
.8

7
–1

58
.5

6
–2

33
.3

9
13

.8
7

M
et

as
ta

bl
e

A
B

O
2
N

L
a3+

C
e4+

0.
86

1
0.

62
8

0.
11

03
–1

69
.8

0
–1

76
.7

4
–2

66
9.

75
0.

93
St

ab
le

A
B

O
2
N

L
a3+

C
o4+

1.
01

4
0.

38
2

0.
04

43
–1

42
.0

3
–1

55
.5

3
–1

04
6.

41
24

.3
8

M
et

as
ta

bl
e

A
B

O
2
N

L
a3+

C
r4+

1.
00

3
0.

39
7

0.
02

65
–1

61
.1

8
–1

76
.1

1
–1

49
4.

62
14

.9
9

M
et

as
ta

bl
e

A
B

O
2
N

L
a3+

Fe
4+

0.
98

5
0.

42
2

In
hu

ll
–1

47
.8

0
–1

63
.7

7
–1

06
2.

64
23

.2
1

M
et

as
ta

bl
e

A
B

O
2
N

L
a3+

H
f4+

0.
92

6
0.

51
2

In
hu

ll
–1

89
.7

2
–1

96
.6

6
–2

86
0.

82
0.

56
St

ab
le

A
B

O
2
N

L
a3+

Ir
4+

0.
96

6
0.

45
1

In
hu

ll
–1

56
.5

3
–1

63
.4

7
–1

42
5.

11
17

.9
5

M
et

as
ta

bl
e

A
B

O
2
N

L
a3+

M
n4+

1.
01

4
0.

38
2

0.
04

43
–1

57
.4

9
–1

71
.1

0
–1

40
8.

37
19

.0
4

M
et

as
ta

bl
e

A
B

O
2
N

L
a3+

M
o4+

0.
95

4
0.

46
9

In
hu

ll
–1

59
.1

4
–1

78
.8

8
–1

15
4.

02
14

.8
5

M
et

as
ta

bl
e

A
B

O
2
N

L
a3+

N
b4+

0.
94

0
0.

49
1

In
hu

ll
–1

80
.4

2
–1

87
.3

6
–2

36
6.

83
6.

22
St

ab
le

A
B

O
2
N

L
a3+

N
i4+

1.
04

1
0.

34
6

0.
08

95
—

—
—

—
—

A
B

O
2
N

L
a3+

O
s4+

0.
96

3
0.

45
5

In
hu

ll
–1

68
.5

9
–1

75
.5

3
–1

55
0.

18
13

.5
0

M
et

as
ta

bl
e

C
on

tin
ue

d
on

ne
xt

pa
ge

261



T
a
b
le

C
.1

:
(c

o
n
ti
n
u
e
d
)

L
is

t
o
f

a
ll

ca
ti

o
n

p
a
ir

s
en

u
m

er
a
te

d
fo

r
th

is
st

u
d
y.

C
om

po
si

tio
n

A
B

To
le

ra
nc

e
fa

ct
or

O
ct

ah
ed

ra
l

fa
ct

or
D

is
ta

nc
e

fr
om

ge
o.

hu
ll

�
ra

w
(e

V
)

�
co

rr
(e

V
)

�
co

h

(m
eV

/a
to

m
)

�
hu

ll

(m
eV

/a
to

m
)

St
ab

ili
ty

cl
as

s

A
B

O
2
N

L
a3+

Pb
4+

0.
89

9
0.

55
9

0.
03

97
—

—
—

—
—

A
B

O
2
N

L
a3+

Pd
4+

0.
97

0
0.

44
4

In
hu

ll
–1

38
.0

3
–1

44
.9

7
–1

23
2.

73
27

.3
3

U
ns

ta
bl

e
A

B
O

2
N

L
a3+

Pr
4+

0.
86

8
0.

61
3

0.
09

48
–1

60
.1

4
–1

67
.0

8
–2

41
7.

29
9.

25
St

ab
le

A
B

O
2
N

L
a3+

Pt
4+

0.
96

6
0.

45
1

In
hu

ll
—

—
—

—
—

A
B

O
2
N

L
a3+

R
e4+

0.
96

3
0.

45
5

In
hu

ll
–1

78
.3

9
–1

85
.3

3
–1

79
7.

10
8.

48
St

ab
le

A
B

O
2
N

L
a3+

R
h4+

0.
97

8
0.

43
3

In
hu

ll
–1

51
.4

2
–1

58
.3

6
–1

46
9.

69
16

.2
4

M
et

as
ta

bl
e

A
B

O
2
N

L
a3+

R
u4+

0.
96

8
0.

44
7

In
hu

ll
–1

62
.2

0
–1

69
.1

4
–1

62
1.

53
9.

52
St

ab
le

A
B

O
2
N

L
a3+

Sn
4+

0.
93

5
0.

49
8

In
hu

ll
–1

43
.9

5
–1

50
.8

9
–1

76
5.

57
8.

54
St

ab
le

A
B

O
2
N

L
a3+

Ta
4+

0.
94

0
0.

49
1

In
hu

ll
–1

89
.2

6
–1

96
.2

0
–2

45
7.

67
6.

45
St

ab
le

A
B

O
2
N

L
a3+

T
b4+

0.
90

5
0.

54
8

0.
02

89
–1

62
.7

7
–1

69
.7

1
–2

57
7.

74
8.

29
St

ab
le

A
B

O
2
N

L
a3+

Tc
4+

0.
95

6
0.

46
5

In
hu

ll
–1

71
.2

4
–1

78
.1

8
–1

85
6.

28
3.

41
St

ab
le

A
B

O
2
N

L
a3+

T
i4+

0.
97

5
0.

43
7

In
hu

ll
–1

78
.2

3
–1

85
.1

7
–2

69
8.

72
1.

67
St

ab
le

A
B

O
2
N

L
a3+

V
4+

0.
98

8
0.

41
9

In
hu

ll
–1

65
.2

6
–1

79
.0

0
–1

81
3.

04
12

.6
6

M
et

as
ta

bl
e

A
B

O
2
N

L
a3+

W
4+

0.
94

9
0.

47
6

In
hu

ll
–1

62
.0

7
–1

86
.7

6
–8

78
.1

9
19

.8
9

M
et

as
ta

bl
e

A
B

O
2
N

L
a3+

Z
r4+

0.
92

2
0.

52
0

In
hu

ll
–1

81
.3

1
–1

88
.2

5
–2

72
2.

54
2.

32
St

ab
le

A
B

O
2
N

N
a+

C
r6+

1.
07

5
0.

31
8

0.
13

32
–1

24
.1

4
–1

39
.0

8
–3

67
.5

1
34

.8
1

U
ns

ta
bl

e
A

B
O

2
N

N
a+

M
o6+

0.
99

3
0.

42
6

In
hu

ll
–1

27
.9

9
–1

47
.7

4
–3

21
.5

1
15

.6
6

M
et

as
ta

bl
e

A
B

O
2
N

N
a+

O
s6+

1.
01

7
0.

39
3

0.
03

75
–1

38
.0

1
–1

44
.9

5
–7

45
.9

4
6.

73
St

ab
le

A
B

O
2
N

N
a+

R
e6+

1.
01

4
0.

39
7

0.
03

31
–1

51
.7

9
–1

58
.7

3
–1

19
1.

66
0.

00
O

n
H

ul
l

A
B

O
2
N

N
a+

W
6+

0.
98

8
0.

43
3

In
hu

ll
–1

34
.7

9
–1

59
.4

9
–2

39
.1

6
12

.2
2

M
et

as
ta

bl
e

A
B

O
2
N

N
d3+

C
e4+

0.
83

3
0.

62
8

0.
11

89
–1

67
.9

7
–1

74
.9

1
–2

61
1.

88
1.

97
St

ab
le

A
B

O
2
N

N
d3+

C
o4+

0.
98

0
0.

38
2

0.
03

61
–1

40
.0

5
–1

53
.5

4
–9

80
.7

2
25

.3
5

U
ns

ta
bl

e
A

B
O

2
N

N
d3+

C
r4+

0.
97

0
0.

39
7

0.
02

16
–1

59
.4

3
–1

74
.3

7
–1

44
0.

92
15

.2
2

M
et

as
ta

bl
e

A
B

O
2
N

N
d3+

Fe
4+

0.
95

3
0.

42
2

In
hu

ll
–1

45
.9

9
–1

61
.9

5
–1

00
5.

31
22

.8
8

M
et

as
ta

bl
e

A
B

O
2
N

N
d3+

H
f4+

0.
89

6
0.

51
2

In
hu

ll
–1

87
.9

9
–1

94
.9

3
–2

80
7.

94
0.

62
St

ab
le

A
B

O
2
N

N
d3+

Ir
4+

0.
93

4
0.

45
1

In
hu

ll
–1

55
.2

4
–1

62
.1

8
–1

39
4.

05
17

.3
0

M
et

as
ta

bl
e

A
B

O
2
N

N
d3+

M
n4+

0.
98

0
0.

38
2

0.
03

61
–1

55
.8

3
–1

69
.4

4
–1

35
8.

81
17

.1
5

M
et

as
ta

bl
e

A
B

O
2
N

N
d3+

M
o4+

0.
92

2
0.

46
9

In
hu

ll
–1

57
.4

7
–1

77
.2

2
–1

10
4.

45
14

.3
0

M
et

as
ta

bl
e

A
B

O
2
N

N
d3+

N
b4+

0.
90

9
0.

49
1

In
hu

ll
–1

78
.2

3
–1

85
.1

7
–2

29
1.

06
7.

32
St

ab
le

A
B

O
2
N

N
d3+

N
i4+

1.
00

7
0.

34
6

0.
07

46
—

—
—

—
—

A
B

O
2
N

N
d3+

O
s4+

0.
93

2
0.

45
5

In
hu

ll
–1

66
.3

9
–1

73
.3

3
–1

47
3.

98
14

.2
0

M
et

as
ta

bl
e

C
on

tin
ue

d
on

ne
xt

pa
ge

262



T
a
b
le

C
.1

:
(c

o
n
ti
n
u
e
d
)

L
is

t
o
f

a
ll

ca
ti

o
n

p
a
ir

s
en

u
m

er
a
te

d
fo

r
th

is
st

u
d
y.

C
om

po
si

tio
n

A
B

To
le

ra
nc

e
fa

ct
or

O
ct

ah
ed

ra
l

fa
ct

or
D

is
ta

nc
e

fr
om

ge
o.

hu
ll

�
ra

w
(e

V
)

�
co

rr
(e

V
)

�
co

h

(m
eV

/a
to

m
)

�
hu

ll

(m
eV

/a
to

m
)

St
ab

ili
ty

cl
as

s

A
B

O
2
N

N
d3+

Pb
4+

0.
86

9
0.

55
9

0.
04

17
–1

32
.1

3
–1

39
.0

7
–1

26
3.

65
28

.7
0

U
ns

ta
bl

e
A

B
O

2
N

N
d3+

Pd
4+

0.
93

9
0.

44
4

In
hu

ll
–1

35
.5

7
–1

42
.5

1
–1

14
3.

06
29

.1
1

U
ns

ta
bl

e
A

B
O

2
N

N
d3+

Pr
4+

0.
84

0
0.

61
3

0.
10

27
–1

58
.2

1
–1

65
.1

5
–2

35
4.

00
10

.2
7

M
et

as
ta

bl
e

A
B

O
2
N

N
d3+

Pt
4+

0.
93

4
0.

45
1

In
hu

ll
–1

40
.7

2
–1

47
.6

6
–1

22
1.

84
24

.7
6

M
et

as
ta

bl
e

A
B

O
2
N

N
d3+

R
e4+

0.
93

2
0.

45
5

In
hu

ll
–1

76
.1

6
–1

83
.1

0
–1

71
9.

15
9.

03
St

ab
le

A
B

O
2
N

N
d3+

R
h4+

0.
94

6
0.

43
3

In
hu

ll
–1

49
.7

6
–1

56
.7

0
–1

42
0.

08
16

.3
4

M
et

as
ta

bl
e

A
B

O
2
N

N
d3+

R
u4+

0.
93

6
0.

44
7

In
hu

ll
–1

60
.1

3
–1

67
.0

7
–1

55
1.

42
10

.5
5

M
et

as
ta

bl
e

A
B

O
2
N

N
d3+

Sn
4+

0.
90

5
0.

49
8

In
hu

ll
–1

42
.0

5
–1

48
.9

9
–1

70
4.

19
9.

29
St

ab
le

A
B

O
2
N

N
d3+

Ta
4+

0.
90

9
0.

49
1

In
hu

ll
–1

87
.0

2
–1

93
.9

6
–2

37
9.

17
7.

69
St

ab
le

A
B

O
2
N

N
d3+

T
b4+

0.
87

5
0.

54
8

0.
02

96
–1

60
.2

3
–1

67
.1

7
–2

48
4.

31
10

.6
5

M
et

as
ta

bl
e

A
B

O
2
N

N
d3+

T
i4+

0.
94

3
0.

43
7

In
hu

ll
–1

76
.3

5
–1

83
.2

9
–2

63
8.

37
2.

13
St

ab
le

A
B

O
2
N

N
d3+

V
4+

0.
95

5
0.

41
9

In
hu

ll
–1

63
.3

1
–1

77
.0

5
–1

74
8.

71
13

.4
4

M
et

as
ta

bl
e

A
B

O
2
N

N
d3+

W
4+

0.
91

8
0.

47
6

In
hu

ll
–1

59
.8

2
–1

84
.5

1
–7

99
.4

0
20

.6
8

M
et

as
ta

bl
e

A
B

O
2
N

N
d3+

Z
r4+

0.
89

2
0.

52
0

In
hu

ll
–1

79
.3

8
–1

86
.3

2
–2

65
9.

45
2.

82
St

ab
le

A
B

O
2
N

Pb
2+

A
u5+

1.
04

0
0.

41
1

0.
03

69
—

—
—

—
—

A
B

O
2
N

Pb
2+

B
i5+

0.
94

8
0.

54
8

0.
03

70
—

—
—

—
—

A
B

O
2
N

Pb
2+

C
r5+

1.
08

4
0.

35
4

0.
10

97
–1

30
.6

4
–1

45
.5

8
–2

12
.6

4
25

.8
8

U
ns

ta
bl

e
A

B
O

2
N

Pb
2+

Ir
5+

1.
04

0
0.

41
1

0.
03

69
–1

30
.1

3
–1

37
.0

7
–3

49
.7

9
14

.1
5

M
et

as
ta

bl
e

A
B

O
2
N

Pb
2+

M
o5+

1.
01

9
0.

44
0

0.
00

13
–1

36
.0

3
–1

55
.7

7
–2

43
.1

9
4.

52
St

ab
le

A
B

O
2
N

Pb
2+

N
b5+

1.
00

4
0.

46
2

In
hu

ll
–1

56
.5

6
–1

63
.5

0
–1

41
8.

99
3.

41
St

ab
le

A
B

O
2
N

Pb
2+

O
s5+

1.
03

7
0.

41
5

0.
03

24
–1

44
.4

9
–1

51
.4

3
–5

90
.0

4
2.

85
St

ab
le

A
B

O
2
N

Pb
2+

Pt
5+

1.
04

0
0.

41
1

0.
03

69
—

—
—

—
—

A
B

O
2
N

Pb
2+

R
e5+

1.
03

4
0.

41
9

0.
02

80
–1

53
.8

1
–1

60
.7

5
–8

12
.3

9
2.

26
St

ab
le

A
B

O
2
N

Pb
2+

R
h5+

1.
05

1
0.

39
7

0.
05

49
–1

22
.1

5
–1

29
.0

9
–2

50
.7

8
18

.6
8

M
et

as
ta

bl
e

A
B

O
2
N

Pb
2+

R
u5+

1.
04

2
0.

40
8

0.
04

14
–1

35
.2

7
–1

42
.2

1
–5

19
.4

7
8.

40
St

ab
le

A
B

O
2
N

Pb
2+

Ta
5+

1.
00

4
0.

46
2

In
hu

ll
–1

67
.0

0
–1

73
.9

4
–1

58
9.

49
4.

71
St

ab
le

A
B

O
2
N

Pb
2+

Tc
5+

1.
02

4
0.

43
3

0.
01

02
–1

47
.1

8
–1

54
.1

2
–8

97
.7

6
0.

00
O

n
H

ul
l

A
B

O
2
N

Pb
2+

V
5+

1.
05

6
0.

39
0

0.
06

40
—

—
—

—
—

A
B

O
2
N

Pb
2+

W
5+

1.
01

4
0.

44
7

In
hu

ll
–1

41
.4

3
–1

66
.1

2
–9

0.
75

5.
19

St
ab

le
A

B
O

2
N

R
b+

C
r6+

1.
20

3
0.

31
8

0.
21

34
–1

23
.5

1
–1

38
.4

4
–4

02
.0

7
25

.9
3

U
ns

ta
bl

e
A

B
O

2
N

R
b+

M
o6+

1.
11

2
0.

42
6

0.
07

51
–1

26
.4

7
–1

46
.2

2
–3

11
.7

5
17

.5
9

M
et

as
ta

bl
e

C
on

tin
ue

d
on

ne
xt

pa
ge

263



T
a
b
le

C
.1

:
(c

o
n
ti
n
u
e
d
)

L
is

t
o
f

a
ll

ca
ti

o
n

p
a
ir

s
en

u
m

er
a
te

d
fo

r
th

is
st

u
d
y.

C
om

po
si

tio
n

A
B

To
le

ra
nc

e
fa

ct
or

O
ct

ah
ed

ra
l

fa
ct

or
D

is
ta

nc
e

fr
om

ge
o.

hu
ll

�
ra

w
(e

V
)

�
co

rr
(e

V
)

�
co

h

(m
eV

/a
to

m
)

�
hu

ll

(m
eV

/a
to

m
)

St
ab

ili
ty

cl
as

s

A
B

O
2
N

R
b+

O
s6+

1.
13

7
0.

39
3

0.
11

45
–1

34
.5

3
–1

41
.4

7
–6

38
.6

1
9.

85
St

ab
le

A
B

O
2
N

R
b+

R
e6+

1.
13

5
0.

39
7

0.
11

00
–1

47
.6

6
–1

54
.6

0
–1

05
1.

64
8.

09
St

ab
le

A
B

O
2
N

R
b+

W
6+

1.
10

6
0.

43
3

0.
06

68
–1

31
.6

8
–1

56
.3

7
–1

49
.8

3
17

.5
7

M
et

as
ta

bl
e

A
B

O
2
N

Sr
2+

A
u5+

1.
02

2
0.

41
1

0.
02

61
—

—
—

—
—

A
B

O
2
N

Sr
2+

B
i5+

0.
93

1
0.

54
8

0.
03

03
–1

14
.5

1
–1

21
.4

5
–9

63
.8

9
26

.1
0

U
ns

ta
bl

e
A

B
O

2
N

Sr
2+

C
r5+

1.
06

5
0.

35
4

0.
09

84
–1

38
.2

2
–1

53
.1

6
–9

96
.1

9
21

.4
8

M
et

as
ta

bl
e

A
B

O
2
N

Sr
2+

Ir
5+

1.
02

2
0.

41
1

0.
02

61
–1

36
.8

1
–1

43
.7

5
–1

08
8.

33
11

.0
4

M
et

as
ta

bl
e

A
B

O
2
N

Sr
2+

M
o5+

1.
00

1
0.

44
0

In
hu

ll
–1

41
.2

3
–1

60
.9

8
–9

08
.2

4
7.

10
St

ab
le

A
B

O
2
N

Sr
2+

N
b5+

0.
98

6
0.

46
2

In
hu

ll
–1

64
.4

4
–1

71
.3

8
–2

21
7.

47
0.

00
O

n
H

ul
l

A
B

O
2
N

Sr
2+

O
s5+

1.
01

9
0.

41
5

0.
02

17
–1

50
.6

6
–1

57
.6

0
–1

30
3.

04
4.

56
St

ab
le

A
B

O
2
N

Sr
2+

Pt
5+

1.
02

2
0.

41
1

0.
02

61
–1

20
.0

0
–1

26
.9

4
–8

01
.6

8
22

.4
5

M
et

as
ta

bl
e

A
B

O
2
N

Sr
2+

R
e5+

1.
01

6
0.

41
9

0.
01

72
–1

62
.5

2
–1

69
.4

6
–1

65
2.

95
0.

00
O

n
H

ul
l

A
B

O
2
N

Sr
2+

R
h5+

1.
03

2
0.

39
7

0.
04

40
–1

28
.4

6
–1

35
.4

0
–9

71
.0

3
17

.3
1

M
et

as
ta

bl
e

A
B

O
2
N

Sr
2+

R
u5+

1.
02

4
0.

40
8

0.
03

06
–1

41
.8

8
–1

48
.8

2
–1

25
4.

78
6.

46
St

ab
le

A
B

O
2
N

Sr
2+

Ta
5+

0.
98

6
0.

46
2

In
hu

ll
–1

75
.1

9
–1

82
.1

3
–2

40
3.

38
0.

00
O

n
H

ul
l

A
B

O
2
N

Sr
2+

Tc
5+

1.
00

6
0.

43
3

In
hu

ll
–1

53
.0

8
–1

60
.0

2
–1

59
7.

61
0.

00
O

n
H

ul
l

A
B

O
2
N

Sr
2+

V
5+

1.
03

8
0.

39
0

0.
05

30
–1

44
.8

5
–1

58
.5

9
–1

44
1.

44
13

.0
9

M
et

as
ta

bl
e

A
B

O
2
N

Sr
2+

W
5+

0.
99

6
0.

44
7

In
hu

ll
–1

45
.9

1
–1

70
.6

0
–7

19
.5

5
12

.9
2

M
et

as
ta

bl
e

A
B

O
2
N

T
l+

C
r6+

1.
19

5
0.

31
8

0.
20

78
–1

22
.7

5
–1

37
.6

9
–8

8.
34

29
.7

2
U

ns
ta

bl
e

A
B

O
2
N

T
l+

M
o6+

1.
10

4
0.

42
6

0.
06

89
–1

24
.6

8
–1

44
.4

2
54

.1
3

17
.0

7
M

et
as

ta
bl

e
A

B
O

2
N

T
l+

O
s6+

1.
13

0
0.

39
3

0.
10

88
–1

33
.3

8
–1

40
.3

2
–3

04
.9

6
11

.8
8

M
et

as
ta

bl
e

A
B

O
2
N

T
l+

R
e6+

1.
12

7
0.

39
7

0.
10

42
–1

45
.8

5
–1

52
.7

9
–6

84
.5

9
9.

76
St

ab
le

A
B

O
2
N

T
l+

W
6+

1.
09

9
0.

43
3

0.
06

05
–1

29
.9

0
–1

54
.6

0
21

5.
20

16
.6

7
M

et
as

ta
bl

e
A

B
O

N
2

B
a2+

C
r6+

1.
17

5
0.

30
9

0.
19

96
—

—
—

—
—

A
B

O
N

2
B

a2+
M

o6+
1.

08
5

0.
41

5
0.

06
15

–1
40

.8
8

–1
59

.3
3

–1
66

.9
6

14
.5

8
M

et
as

ta
bl

e
A

B
O

N
2

B
a2+

O
s6+

1.
11

1
0.

38
3

0.
10

20
–1

52
.1

5
–1

57
.7

9
–6

54
.1

4
11

.6
9

M
et

as
ta

bl
e

A
B

O
N

2
B

a2+
R

e6+
1.

10
8

0.
38

7
0.

09
75

–1
64

.1
3

–1
69

.7
6

–1
00

9.
57

0.
80

St
ab

le
A

B
O

N
2

B
a2+

W
6+

1.
08

0
0.

42
2

0.
05

26
–1

45
.8

5
–1

69
.2

4
7.

22
15

.6
1

M
et

as
ta

bl
e

A
B

O
N

2
C

a2+
C

r6+
1.

07
0

0.
30

9
0.

13
67

—
—

—
—

—
A

B
O

N
2

C
a2+

M
o6+

0.
98

9
0.

41
5

0.
00

39
–1

41
.9

3
–1

60
.3

8
–2

03
.4

8
21

.0
3

M
et

as
ta

bl
e

A
B

O
N

2
C

a2+
O

s6+
1.

01
2

0.
38

3
0.

04
28

–1
54

.1
6

–1
59

.7
9

–7
38

.3
6

15
.1

7
M

et
as

ta
bl

e

C
on

tin
ue

d
on

ne
xt

pa
ge

264



T
a
b
le

C
.1

:
(c

o
n
ti
n
u
e
d
)

L
is

t
o
f

a
ll

ca
ti

o
n

p
a
ir

s
en

u
m

er
a
te

d
fo

r
th

is
st

u
d
y.

C
om

po
si

tio
n

A
B

To
le

ra
nc

e
fa

ct
or

O
ct

ah
ed

ra
l

fa
ct

or
D

is
ta

nc
e

fr
om

ge
o.

hu
ll

�
ra

w
(e

V
)

�
co

rr
(e

V
)

�
co

h

(m
eV

/a
to

m
)

�
hu

ll

(m
eV

/a
to

m
)

St
ab

ili
ty

cl
as

s

A
B

O
N

2
C

a2+
R

e6+
1.

00
9

0.
38

7
0.

03
84

–1
66

.0
1

–1
71

.6
5

–1
08

7.
52

0.
40

St
ab

le
A

B
O

N
2

C
a2+

W
6+

0.
98

4
0.

42
2

In
hu

ll
–1

47
.6

7
–1

71
.0

6
–6

7.
71

20
.5

0
M

et
as

ta
bl

e
A

B
O

N
2

C
d2+

C
r6+

1.
05

8
0.

30
9

0.
13

00
—

—
—

—
—

A
B

O
N

2
C

d2+
M

o6+
0.

97
8

0.
41

5
0.

00
38

–1
20

.5
6

–1
39

.0
0

64
6.

76
24

.8
3

M
et

as
ta

bl
e

A
B

O
N

2
C

d2+
O

s6+
1.

00
1

0.
38

3
0.

03
77

–1
32

.5
2

–1
38

.1
6

12
4.

85
19

.6
2

M
et

as
ta

bl
e

A
B

O
N

2
C

d2+
R

e6+
0.

99
8

0.
38

7
0.

03
35

–1
44

.0
0

–1
49

.6
4

–2
05

.9
0

5.
88

St
ab

le
A

B
O

N
2

C
d2+

W
6+

0.
97

3
0.

42
2

In
hu

ll
–1

26
.1

3
–1

49
.5

2
79

0.
59

24
.7

0
M

et
as

ta
bl

e
A

B
O

N
2

C
e3+

A
u5+

0.
99

9
0.

40
1

0.
02

10
—

—
—

—
—

A
B

O
N

2
C

e3+
B

i5+
0.

91
0

0.
53

4
0.

01
47

—
—

—
—

—
A

B
O

N
2

C
e3+

C
r5+

1.
04

1
0.

34
4

0.
09

15
–1

65
.3

2
–1

78
.9

6
–8

24
.8

2
16

.0
1

M
et

as
ta

bl
e

A
B

O
N

2
C

e3+
Ir

5+
0.

99
9

0.
40

1
0.

02
10

—
—

—
—

—
A

B
O

N
2

C
e3+

M
o5+

0.
97

9
0.

42
9

In
hu

ll
–1

64
.0

8
–1

82
.5

3
–5

24
.2

7
15

.0
7

M
et

as
ta

bl
e

A
B

O
N

2
C

e3+
N

b5+
0.

96
4

0.
45

0
In

hu
ll

–1
83

.6
0

–1
89

.2
4

–1
64

9.
06

6.
28

St
ab

le
A

B
O

N
2

C
e3+

O
s5+

0.
99

6
0.

40
4

0.
01

67
–1

71
.0

5
–1

76
.6

9
–7

96
.2

7
22

.3
5

M
et

as
ta

bl
e

A
B

O
N

2
C

e3+
Pt

5+
0.

99
9

0.
40

1
0.

02
10

–1
00

.1
6

–1
05

.8
0

17
16

.7
7

14
9.

71
U

ns
ta

bl
e

A
B

O
N

2
C

e3+
R

e5+
0.

99
4

0.
40

8
0.

01
23

–1
77

.0
0

–1
82

.6
4

–8
50

.4
0

22
.3

3
M

et
as

ta
bl

e
A

B
O

N
2

C
e3+

R
h5+

1.
00

9
0.

38
7

0.
03

84
–1

58
.9

7
–1

64
.6

0
–9

69
.9

6
13

.6
7

M
et

as
ta

bl
e

A
B

O
N

2
C

e3+
R

u5+
1.

00
1

0.
39

7
0.

02
53

—
—

—
—

—
A

B
O

N
2

C
e3+

Ta
5+

0.
96

4
0.

45
0

In
hu

ll
–1

91
.8

1
–1

97
.4

4
–1

70
8.

01
10

.5
8

M
et

as
ta

bl
e

A
B

O
N

2
C

e3+
V

5+
1.

01
4

0.
38

0
0.

04
72

–1
68

.9
6

–1
81

.4
0

–1
12

0.
80

15
.9

8
M

et
as

ta
bl

e
A

B
O

N
2

C
e3+

W
5+

0.
97

4
0.

43
6

In
hu

ll
–1

66
.9

4
–1

90
.3

3
–2

44
.5

6
21

.7
4

M
et

as
ta

bl
e

A
B

O
N

2
C

e4+
C

o4+
0.

94
6

0.
37

3
0.

04
69

–1
47

.9
9

–1
60

.1
8

–4
67

.0
8

23
.9

1
M

et
as

ta
bl

e
A

B
O

N
2

C
e4+

C
r4+

0.
93

6
0.

38
7

0.
03

73
—

—
—

—
—

A
B

O
N

2
C

e4+
Fe

4+
0.

91
9

0.
41

1
0.

03
23

–1
52

.4
7

–1
67

.1
3

–4
19

.0
1

24
.8

5
M

et
as

ta
bl

e
A

B
O

N
2

C
e4+

H
f4+

0.
86

5
0.

49
9

0.
02

51
–1

92
.0

9
–1

97
.7

3
–2

10
2.

48
0.

68
St

ab
le

A
B

O
N

2
C

e4+
Ir

4+
0.

90
1

0.
43

9
0.

02
92

—
—

—
—

—
A

B
O

N
2

C
e4+

M
n4+

0.
94

6
0.

37
3

0.
04

69
–1

62
.7

4
–1

75
.0

5
–7

93
.9

8
16

.9
7

M
et

as
ta

bl
e

A
B

O
N

2
C

e4+
M

o4+
0.

89
0

0.
45

7
0.

02
83

—
—

—
—

—
A

B
O

N
2

C
e4+

N
b4+

0.
87

7
0.

47
8

0.
02

68
—

—
—

—
—

A
B

O
N

2
C

e4+
N

i4+
0.

97
1

0.
33

7
0.

08
11

–1
34

.3
9

–1
50

.1
9

–5
2.

99
34

.9
1

U
ns

ta
bl

e
A

B
O

N
2

C
e4+

O
s4+

0.
89

9
0.

44
3

0.
02

90
—

—
—

—
—

C
on

tin
ue

d
on

ne
xt

pa
ge

265



T
a
b
le

C
.1

:
(c

o
n
ti
n
u
e
d
)

L
is

t
o
f

a
ll

ca
ti

o
n

p
a
ir

s
en

u
m

er
a
te

d
fo

r
th

is
st

u
d
y.

C
om

po
si

tio
n

A
B

To
le

ra
nc

e
fa

ct
or

O
ct

ah
ed

ra
l

fa
ct

or
D

is
ta

nc
e

fr
om

ge
o.

hu
ll

�
ra

w
(e

V
)

�
co

rr
(e

V
)

�
co

h

(m
eV

/a
to

m
)

�
hu

ll

(m
eV

/a
to

m
)

St
ab

ili
ty

cl
as

s

A
B

O
N

2
C

e4+
Pb

4+
0.

83
9

0.
54

5
0.

05
00

—
—

—
—

—
A

B
O

N
2

C
e4+

Pd
4+

0.
90

6
0.

43
2

0.
02

95
–1

45
.4

2
–1

51
.0

6
–7

25
.1

1
26

.5
9

U
ns

ta
bl

e
A

B
O

N
2

C
e4+

Pr
4+

0.
81

0
0.

59
8

0.
10

57
—

—
—

—
—

A
B

O
N

2
C

e4+
Pt

4+
0.

90
1

0.
43

9
0.

02
92

—
—

—
—

—
A

B
O

N
2

C
e4+

R
e4+

0.
89

9
0.

44
3

0.
02

90
—

—
—

—
—

A
B

O
N

2
C

e4+
R

h4+
0.

91
2

0.
42

2
0.

03
09

—
—

—
—

—
A

B
O

N
2

C
e4+

R
u4+

0.
90

3
0.

43
6

0.
02

94
—

—
—

—
—

A
B

O
N

2
C

e4+
Sn

4+
0.

87
3

0.
48

5
0.

02
63

–1
39

.9
0

–1
45

.5
3

–6
85

.6
1

27
.8

9
U

ns
ta

bl
e

A
B

O
N

2
C

e4+
Ta

4+
0.

87
7

0.
47

8
0.

02
68

—
—

—
—

—
A

B
O

N
2

C
e4+

T
b4+

0.
84

4
0.

53
4

0.
04

01
—

—
—

—
—

A
B

O
N

2
C

e4+
T

i4+
0.

91
0

0.
42

5
0.

03
05

–1
81

.6
1

–1
87

.2
5

–1
99

0.
69

0.
56

St
ab

le
A

B
O

N
2

C
e4+

V
4+

0.
92

2
0.

40
8

0.
03

27
—

—
—

—
—

A
B

O
N

2
C

e4+
W

4+
0.

88
6

0.
46

4
0.

02
78

—
—

—
—

—
A

B
O

N
2

C
e4+

Z
r4+

0.
86

0
0.

50
6

0.
02

51
—

—
—

—
—

A
B

O
N

2
C

s+
M

n7+
1.

26
5

0.
32

3
0.

25
95

—
—

—
—

—
A

B
O

N
2

C
s+

O
s7+

1.
22

2
0.

36
9

0.
19

93
—

—
—

—
—

A
B

O
N

2
C

s+
R

e7+
1.

21
9

0.
37

3
0.

19
49

—
—

—
—

—
A

B
O

N
2

K
+

M
n7+

1.
17

3
0.

32
3

0.
18

82
—

—
—

—
—

A
B

O
N

2
K

+
O

s7+
1.

13
3

0.
36

9
0.

12
76

–1
38

.2
7

–1
43

.9
1

–1
21

.8
6

18
.8

2
M

et
as

ta
bl

e
A

B
O

N
2

K
+

R
e7+

1.
13

0
0.

37
3

0.
12

30
—

—
—

—
—

A
B

O
N

2
L

a3+
A

u5+
1.

00
6

0.
40

1
0.

02
52

—
—

—
—

—
A

B
O

N
2

L
a3+

B
i5+

0.
91

7
0.

53
4

0.
01

47
—

—
—

—
—

A
B

O
N

2
L

a3+
C

r5+
1.

04
9

0.
34

4
0.

09
60

—
—

—
—

—
A

B
O

N
2

L
a3+

Ir
5+

1.
00

6
0.

40
1

0.
02

52
–1

58
.0

5
–1

63
.6

9
–8

23
.4

1
19

.3
2

M
et

as
ta

bl
e

A
B

O
N

2
L

a3+
M

o5+
0.

98
6

0.
42

9
In

hu
ll

–1
60

.0
1

–1
78

.4
5

–5
19

.9
4

18
.4

6
M

et
as

ta
bl

e
A

B
O

N
2

L
a3+

N
b5+

0.
97

1
0.

45
0

In
hu

ll
–1

82
.7

3
–1

88
.3

7
–1

80
4.

91
0.

00
O

n
H

ul
l

A
B

O
N

2
L

a3+
O

s5+
1.

00
3

0.
40

4
0.

02
09

–1
71

.5
1

–1
77

.1
5

–1
01

8.
74

9.
77

St
ab

le
A

B
O

N
2

L
a3+

Pt
5+

1.
00

6
0.

40
1

0.
02

52
–1

42
.4

8
–1

48
.1

2
–5

98
.6

4
33

.5
8

U
ns

ta
bl

e
A

B
O

N
2

L
a3+

R
e5+

1.
00

1
0.

40
8

0.
01

65
–1

82
.6

1
–1

88
.2

5
–1

33
0.

27
1.

74
St

ab
le

A
B

O
N

2
L

a3+
R

h5+
1.

01
6

0.
38

7
0.

04
27

–1
50

.7
0

–1
56

.3
3

–7
55

.8
1

22
.7

0
M

et
as

ta
bl

e
A

B
O

N
2

L
a3+

R
u5+

1.
00

9
0.

39
7

0.
02

96
–1

62
.9

5
–1

68
.5

9
–9

81
.2

4
11

.4
3

M
et

as
ta

bl
e

C
on

tin
ue

d
on

ne
xt

pa
ge

266



T
a
b
le

C
.1

:
(c

o
n
ti
n
u
e
d
)

L
is

t
o
f

a
ll

ca
ti

o
n

p
a
ir

s
en

u
m

er
a
te

d
fo

r
th

is
st

u
d
y.

C
om

po
si

tio
n

A
B

To
le

ra
nc

e
fa

ct
or

O
ct

ah
ed

ra
l

fa
ct

or
D

is
ta

nc
e

fr
om

ge
o.

hu
ll

�
ra

w
(e

V
)

�
co

rr
(e

V
)

�
co

h

(m
eV

/a
to

m
)

�
hu

ll

(m
eV

/a
to

m
)

St
ab

ili
ty

cl
as

s

A
B

O
N

2
L

a3+
Ta

5+
0.

97
1

0.
45

0
In

hu
ll

–1
93

.1
9

–1
98

.8
3

–1
97

6.
65

0.
00

O
n

H
ul

l
A

B
O

N
2

L
a3+

Tc
5+

0.
99

1
0.

42
2

In
hu

ll
–1

73
.4

3
–1

79
.0

6
–1

28
7.

78
1.

97
St

ab
le

A
B

O
N

2
L

a3+
V

5+
1.

02
2

0.
38

0
0.

05
15

–1
64

.0
2

–1
76

.4
6

–1
07

3.
39

19
.2

0
M

et
as

ta
bl

e
A

B
O

N
2

L
a3+

W
5+

0.
98

1
0.

43
6

In
hu

ll
–1

64
.1

7
–1

87
.5

6
–3

05
.4

4
21

.9
9

M
et

as
ta

bl
e

A
B

O
N

2
N

a+
M

n7+
1.

07
7

0.
32

3
0.

13
00

—
—

—
—

—
A

B
O

N
2

N
a+

O
s7+

1.
04

1
0.

36
9

0.
07

14
–1

42
.1

9
–1

47
.8

3
–2

77
.5

9
10

.5
7

M
et

as
ta

bl
e

A
B

O
N

2
N

a+
R

e7+
1.

03
8

0.
37

3
0.

06
70

–1
52

.0
7

–1
57

.7
0

–5
27

.7
7

6.
77

St
ab

le
A

B
O

N
2

N
d3+

A
u5+

0.
97

3
0.

40
1

0.
01

78
–1

21
.4

1
–1

27
.0

5
–1

37
.9

9
52

.2
5

U
ns

ta
bl

e
A

B
O

N
2

N
d3+

B
i5+

0.
88

7
0.

53
4

0.
01

47
–1

32
.0

8
–1

37
.7

2
–5

49
.0

1
31

.7
0

U
ns

ta
bl

e
A

B
O

N
2

N
d3+

C
r5+

1.
01

5
0.

34
4

0.
07

89
–1

55
.5

9
–1

69
.2

2
–5

70
.8

7
24

.4
5

M
et

as
ta

bl
e

A
B

O
N

2
N

d3+
Ir

5+
0.

97
3

0.
40

1
0.

01
78

–1
56

.0
8

–1
61

.7
1

–7
58

.3
7

21
.2

4
M

et
as

ta
bl

e
A

B
O

N
2

N
d3+

M
o5+

0.
95

4
0.

42
9

In
hu

ll
–1

57
.9

3
–1

76
.3

8
–4

49
.7

9
15

.7
8

M
et

as
ta

bl
e

A
B

O
N

2
N

d3+
N

b5+
0.

94
0

0.
45

0
In

hu
ll

–1
80

.6
5

–1
86

.2
9

–1
73

4.
48

0.
00

O
n

H
ul

l
A

B
O

N
2

N
d3+

O
s5+

0.
97

1
0.

40
4

0.
01

43
–1

69
.3

6
–1

75
.0

0
–9

44
.7

5
11

.9
2

M
et

as
ta

bl
e

A
B

O
N

2
N

d3+
Pt

5+
0.

97
3

0.
40

1
0.

01
78

—
—

—
—

—
A

B
O

N
2

N
d3+

R
e5+

0.
96

9
0.

40
8

0.
01

08
–1

80
.5

2
–1

86
.1

5
–1

25
9.

14
0.

00
O

n
H

ul
l

A
B

O
N

2
N

d3+
R

h5+
0.

98
4

0.
38

7
0.

03
19

—
—

—
—

—
A

B
O

N
2

N
d3+

R
u5+

0.
97

6
0.

39
7

0.
02

13
–1

60
.8

9
–1

66
.5

3
–9

11
.8

1
13

.5
6

M
et

as
ta

bl
e

A
B

O
N

2
N

d3+
Ta

5+
0.

94
0

0.
45

0
In

hu
ll

–1
91

.1
5

–1
96

.7
9

–1
90

8.
35

0.
00

O
n

H
ul

l
A

B
O

N
2

N
d3+

V
5+

0.
98

9
0.

38
0

0.
03

89
–1

61
.9

4
–1

74
.3

8
–1

00
2.

89
18

.8
7

M
et

as
ta

bl
e

A
B

O
N

2
N

d3+
W

5+
0.

94
9

0.
43

6
In

hu
ll

–1
62

.2
6

–1
85

.6
5

–2
43

.7
6

18
.7

6
M

et
as

ta
bl

e
A

B
O

N
2

Pb
2+

C
r6+

1.
12

8
0.

30
9

0.
17

15
–1

28
.1

8
—

58
8.

37
—

U
ns

ta
bl

e
A

B
O

N
2

Pb
2+

M
o6+

1.
04

2
0.

41
5

0.
03

57
—

—
—

—
—

A
B

O
N

2
Pb

2+
O

s6+
1.

06
7

0.
38

3
0.

07
56

–1
44

.2
9

–1
49

.9
3

97
.4

9
20

.1
7

M
et

as
ta

bl
e

A
B

O
N

2
Pb

2+
R

e6+
1.

06
4

0.
38

7
0.

07
11

–1
56

.5
1

–1
62

.1
4

–2
69

.7
0

4.
49

St
ab

le
A

B
O

N
2

Pb
2+

W
6+

1.
03

7
0.

42
2

0.
02

69
–1

39
.6

7
–1

63
.0

6
67

4.
66

20
.8

2
M

et
as

ta
bl

e
A

B
O

N
2

R
b+

M
n7+

1.
20

4
0.

32
3

0.
21

02
—

—
—

—
—

A
B

O
N

2
R

b+
O

s7+
1.

16
3

0.
36

9
0.

14
95

–1
40

.7
7

–1
46

.4
1

–2
72

.9
0

10
.0

8
M

et
as

ta
bl

e
A

B
O

N
2

R
b+

R
e7+

1.
16

0
0.

37
3

0.
14

49
—

—
—

—
—

A
B

O
N

2
Sr

2+
C

r6+
1.

10
9

0.
30

9
0.

15
99

–1
35

.9
9

–1
49

.6
2

–2
06

.6
0

32
.0

6
U

ns
ta

bl
e

A
B

O
N

2
Sr

2+
M

o6+
1.

02
4

0.
41

5
0.

02
50

–1
40

.8
5

–1
59

.2
9

–2
11

.1
8

16
.4

1
M

et
as

ta
bl

e

C
on

tin
ue

d
on

ne
xt

pa
ge

267



T
a
b
le

C
.1

:
(c

o
n
ti
n
u
e
d
)

L
is

t
o
f

a
ll

ca
ti

o
n

p
a
ir

s
en

u
m

er
a
te

d
fo

r
th

is
st

u
d
y.

C
om

po
si

tio
n

A
B

To
le

ra
nc

e
fa

ct
or

O
ct

ah
ed

ra
l

fa
ct

or
D

is
ta

nc
e

fr
om

ge
o.

hu
ll

�
ra

w
(e

V
)

�
co

rr
(e

V
)

�
co

h

(m
eV

/a
to

m
)

�
hu

ll

(m
eV

/a
to

m
)

St
ab

ili
ty

cl
as

s

A
B

O
N

2
Sr

2+
O

s6+
1.

04
8

0.
38

3
0.

06
46

–1
52

.5
8

–1
58

.2
2

–7
21

.5
4

11
.3

8
M

et
as

ta
bl

e
A

B
O

N
2

Sr
2+

R
e6+

1.
04

6
0.

38
7

0.
06

02
–1

64
.9

8
–1

70
.6

1
–1

09
7.

96
0.

00
O

n
H

ul
l

A
B

O
N

2
Sr

2+
W

6+
1.

01
9

0.
42

2
0.

01
63

–1
46

.3
9

–1
69

.7
7

–6
5.

60
16

.5
4

M
et

as
ta

bl
e

A
B

O
N

2
T

l+
M

n7+
1.

19
6

0.
32

3
0.

20
45

–1
17

.3
6

–1
29

.6
6

76
0.

99
46

.8
7

U
ns

ta
bl

e
A

B
O

N
2

T
l+

O
s7+

1.
15

6
0.

36
9

0.
14

38
–1

39
.1

4
–1

44
.7

8
84

.8
6

13
.1

8
M

et
as

ta
bl

e
A

B
O

N
2

T
l+

R
e7+

1.
15

3
0.

37
3

0.
13

92
–1

50
.3

7
–1

56
.0

0
–2

32
.9

5
6.

28
St

ab
le

268



Table C.2: Elemental energies used to calculate cohesive energies.

Element Materials Project ID Energy (eV/atom)

Al mp-134 -3.746
Au mp-81 -3.274
Ba mp-122 -1.919
Bi mp-23152 -3.886
Ca mp-132 -1.999
Cd mp-94 -0.906
Ce mp-567332 -5.933
Co mp-54 -7.108
Cr mp-90 -9.653
Cs mp-1184151 -0.895
Cu mp-30 -4.099
Er mp-1184115 -4.567
Eu mp-1057315 -10.292
Fe mp-13 -8.469
Hf mp-103 -9.957
Ho mp-10659 -4.582
Ir mp-101 -8.838
K mp-1184905 -1.110
La mp-26 -4.936
Li mp-1018134 -1.909
Mn mp-35 -9.162
Mo mp-129 -10.846
N mp-154 -8.336
Na mp-10172 -1.312
Nb mp-75 -10.101
Nd mp-123 -4.768
Ni mp-23 -5.780
O mp-12957 -4.948
Os mp-49 -11.227
Pb mp-20483 -3.713
Pd mp-2 -5.176
Pr mp-38 -4.781
Pt mp-126 -6.071
Rb mp-1179656 -0.981
Re mp-8 -12.445
Rh mp-74 -7.339
Ru mp-33 -9.274
Sm mp-86 -4.718
Sn mp-117 -3.992
Sr mp-1187073 -1.689
Ta mp-50 -11.858
Tb mp-11698 -4.634
Tc mp-113 -10.361
Ti mp-72 -7.895
Tl mp-39 -2.362
V mp-146 -9.082
W mp-91 -12.958
Y mp-1187739 -6.466
Zr mp-131 -8.548
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C.2 Selection of preferred anion orderings

C.2.1 Symmetry reduction

The PON supercells used in this study were
√

2 ×
√

2 × 2 supercells containing 20 atoms.

With invariance to permutation of identical O or N atoms, there are 495 unique arrangements of N

and O within the lattice sites for these atoms, or 495 unique anion orderings. This is true for each

possible charge configuration of the A and B cations.

We reduced the number of anion orderings to study by considering that the ground-state

electronic energy is invariant to the rotation and symmetry of the supercell. We used the Enumlib

software package3 to generate symmetrically unique perovskite structures, constrained by the

required compositions of O and N (e.g., requiring for ABO2N that eight of the 12 possible O/N

sites be allocated to O and the other four to N). This calculation predicted 32 symmetrically

unique anion orderings. These orderings are shown as idealized ABO2N structures in Figures C.2

and C.3. The orderings for ABON2 are identical, but with the N and O atoms swapped. All atoms

renderings in this work are produced with VESTA.4
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Figure C.2: Symmetrically unique anion orderings for the ABO2N
√

2 ×
√

2 × 2 perovskite supercell.

The $= labels indicate the name of each anion ordering. Color legend: dark blue = A, green = B, red = O,
light gray = N. For simplicity, ideal (unrelaxed) geometries are shown.
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Figure C.3: Symmetrically unique anion orderings for the ABON2

√
2 ×

√
2 × 2 perovskite supercell.

The $= labels indicate the name of each anion ordering. Color legend: dark blue = A, green = B, red = O,
light gray = N. For simplicity, ideal (unrelaxed) geometries are shown.
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C.2.2 Quantification of cis bonding in anion orderings

Each
√

2 ×
√

2 × 2 PON supercell contains 20 atoms arranged into four octahedra with

A-site cations interstitially placed around the octahedra. Each octahedron contains a central B-site

cation surrounded by six anions. For each anion ordering, we first identified the four octahedra

and the six anions of each. For octahedra containing two or more minority-composition anions,

we calculated the total number of cis and trans M–B–M bonds. Cis bonds were detected by

checking whether the M–B–M bond angle in the ideal geometry was 90
◦ ± 2

◦.

Figure C.4(a) and (b) respectively show examples of cis and trans M–B–M bonds in two ABO2N

anion orderings. Figure C.4(c) shows how the cis M–B–M bonds are counted among the four

unique B(O, N)6 octahedra in a
√

2 ×
√

2 × 2 supercell of the $0 anion ordering.

(a) (b) (c)

M–B–M cis bond M–B–M trans bond O0

100% global cis bonding

Cis counts: 1, 0, 3, 1

3 of 4 octahedra have cis bonds.

Figure C.4: Counting of M–B–M cis bonds in anion orderings. Illustration of (a) cis and (b) trans

M–B–M bonds in an ABO2N perovskite oxynitride. (c) Counts of cis M–B–M bonds across the four unique
octahedra of the $0 anion ordering. For simplicity, ideal (unrelaxed) geometries are shown in all panels.

Figure C.5 shows the same anion orderings as in Figures C.2 and C.3, but with a

supercell twice as large in each dimension and with A-site cations omitted for clarity. The B-site
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cations are shown with their bonds to minority-composition anions M (i.e., M = N for ABO2N

structures and M = O for ABON2 structures).

274



Figure C.5: 2 × 2 × 4 PON supercells showing bonds between the B-site cations (green) and the

M-site minority-composition anions (dark gray). The label under each atom rendering quantifies the cis

bonding for that anion ordering. The “global cis bonding” value is the fraction of cis M–B–M bonds
relative to the total number of octahedron-specific M–B–M bonds that exist within the entire supercell. The
“Cis counts” values indicate how many cis bonds are detected in each octahedron, counted as shown in
Figure C.4(c), with the octahedra in no particular order. The last line shows how many of the four
octahedra contain at least one cis bond. For simplicity, ideal (unrelaxed) geometries are shown.
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Figure C.5: (continued) 2 × 2 × 4 PON supercells showing bonds between the B-site cations (green)

and the M-site minority-composition anions (dark gray). The label under each atom rendering quantifies
the cis bonding for that anion ordering. The “global cis bonding” value is the fraction of cis M–B–M bonds
relative to the total number of octahedron-specific M–B–M bonds that exist within the entire supercell. The
“Cis counts” values indicate how many cis bonds are detected in each octahedron, counted as shown in
Figure C.4(c), with the octahedra in no particular order. The last line shows how many of the four
octahedra contain at least one cis bond. For simplicity, ideal (unrelaxed) geometries are shown.
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Figure C.6 shows the data in Figure IV.3(g, h), as well as corresponding data for all other

cation charge configurations.
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Figure C.6: Relative DFT energy for each anion ordering versus metrics measuring the degree of cis

ordering. These metrics are defined in Section IV.3.2 and Figure C.4. Points outlined in a dotted red
circle indicate the $0 anion ordering for the cation pairs in each charge configuration.
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C.2.3 Evaluating whether Madelung energy is an acceptable DFT surrogate

With 32 possible anion orderings and 295 possible cation chemistries (discounting

oxidation states), there exist 9440 PON structures to screen, leading to a costly screening process

if DFT is used to evaluate the ground-state energy of each structure. To reduce computational

cost, we investigated whether the Madelung energy (a point-ion electrostatic method, PIE) is an

acceptable DFT surrogate because it is much cheaper to calculate compared to the DFT

ground-state energy. A study of normal and inverse anion distributions in spinel oxides found that

relative PIE energies closely mirrored the trends of relative DFT energies across spinel oxide

structures.5 However, the use of Madelung energy to rank the stability or other properties of

structures is disputed. This same study concluded that the Madelung energy can correctly predict

some qualitative trends in crystal energy but is insufficient for quantitative predictions. In another

study of the inverse energy of 4–2 and 2–3 spinel oxides, these shortcomings are rationalized by

the way PIE models assume nominal, unscreened charges for each ion and discounts the shift of

cations away from their ideal positions in some structures.6 To evaluate whether the Madelung

energy is an acceptable coarse-grained screening metric for our PON structures, we compared the

Madelung energy to calculated DFT ground-state energies for a limited number of PON

structures. These structures are formed from five cation pairs (NaIWVI, SrIINbV, LaIIITaIV,

CaIIWVI, and LaIIIWV) each combined with all 32 anion orderings, for a total of 160 DFT and 160

Madelung energy calculations. For Madelung energy calculations, each cation and anion was

decorated with its nominal oxidation state, with O and N assumed to hold charges of −2 and −3,

respectively. We used the EwaldSummation module of the Pymatgen software package7 to

calculate the Madelung energy of all 160 DFT-relaxed structures. Our decision to calculate the

Madelung energies of DFT-relaxed structures reflects a conservative estimate. The point of using
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a PIE model in similar applications is generally to avoid expensive geometry relaxation. However,

our reasoning is that if the Madelung energy fails to capture DFT trends even on relaxed geometry,

the Madelung energies will be even less reliable when calculated from unrelaxed geometry.

Figure C.7 compares the calculated Madelung energy to the DFT ground-state energy for

each relaxed structure, with structures sorted in order of increasing DFT energy. Even for relaxed

geometries, the Madelung energy was only able to qualitatively separate approximately the top 10

lowest-energy structures from the rest and failed to predict the qualitative stability rankings among

those top 10 structures. Madelung energies of unrelaxed structures perform even worse,

predicting as lowest in energy a few anion orderings (in particular, $27, $28, and $30) that are

very high in energy according to DFT. The typical use for Madelung energies in this case would

be to quickly identify a few anion orderings that may be low in energy, and then verify the

energies of those few orderings using DFT. If one uses Madelung energies computed from relaxed

structures for this approach, one must verify 8 structures (25% of anion orderings) to find the

anion ordering with the lowest DFT-predicted energy. For unrelaxed Madelung energies, this

number increases to 23 structures (72% of anion orderings). If one instead simply uses for

downstream analysis the anion ordering lowest in relaxed Madelung energy, this anion ordering is

25.9 to 179.6 meV/atom above the $0 anion ordering. For unrelaxed Madelung energies, this

range is 784.5 to 1034.9 meV/atom above the $0 anion ordering. Clearly, the Madelung energy

cannot reliably indicate which ordering is the lowest in DFT energy. We conclude that the

Madelung energy is not appropriate for our study of screening many unrelaxed PON structures.
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Figure C.7: Comparison of relative DFT and Madelung energies for all 32 anion orderings.

Madelung energies for both relaxed and unrelaxed anion ordering structures are shown. The black dotted
line represents the boundary of coarse accuracy (approximately the 40% quantile) for Madelung energies
calculated for relaxed structures. In other words, nearly every structure left of the line is correctly predicted
by relaxed Madelung energy to be lower in energy than all structures to the right of the line.
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C.2.4 Selection of cation pairs for anion ordering DFT calculations

We performed a set of DFT calculations to determine whether a certain anion ordering is

preferred for various cationic charge configurations. If so, this would allow us to screen all cation

pairs using just a single anion ordering, which is more computationally tractable using DFT. To

determine whether cation charge configuration affects anion ordering, we studied anion ordering

preference under multiple pairs of A and B cations, with different charge configurations for each

stoichiometry (ABO2N and ABON2). We selected cation pairs from Table C.1 according to the

following guidelines:

• A and B should have no more than two nominal oxidation states. This guideline lowers the
number of cation pairs that could be valid for both ABO2N and ABON2 stoichiometries,
thus helping us elucidate the effect of stoichiometry on the choice of preferred anion
ordering.

• Cation charges must add to +7 for ABO2N or to +8 for ABON2.

• A and B must lead to tolerance and octahedral factors corresponding to points within or
near (i.e., within 0.1 distance units) to the geometric hull in Figure IV.2.

• A and B should be experimentally shown or predicted to form a stable perovskite structure
(i.e., be classified as ‘S’ or ‘P’ in Table S5 of Ref. (8)). This guideline reduces the
possibility of DFT geometry relaxation to a non-perovskite geometry.

We selected 16 such cation pairs to span different cationic charge configurations. These

cation pairs are summarized in Table C.3.

281



Table C.3: Cation pairs selected for anion ordering analysis. Composition indicates the anion
composition combined with each cation pair. Goldschmidt tolerance and octahedral factors are calculated
as shown in Table IV.1. “Distance from geo. hull” is the Euclidean distance from each point on the
structure map to the closest edge of the geometric hull in Figure IV.2.

Composition A
A radius

(Å)
B

B radius
(Å)

Tolerance
factor

Octahedral
factor

Distance from
geo. hull

ABO2N Ca2+ 1.340 Nb5+ 0.640 0.951 0.462 In hull
ABO2N Ca2+ 1.340 Re5+ 0.580 0.981 0.419 In hull
ABO2N K+ 1.640 Re6+ 0.550 1.105 0.397 0.0881
ABO2N K+ 1.640 W6+ 0.600 1.077 0.433 0.0429
ABO2N La3+ 1.360 Ta4+ 0.680 0.940 0.491 In hull
ABO2N La3+ 1.360 V4+ 0.580 0.988 0.419 In hull
ABO2N Na+ 1.390 Re6+ 0.550 1.014 0.397 0.0331
ABO2N Na+ 1.390 W6+ 0.600 0.988 0.433 In hull
ABO2N Nd3+ 1.270 V4+ 0.580 0.955 0.419 In hull
ABO2N Sr2+ 1.440 Nb5+ 0.640 0.986 0.462 In hull
ABON2 Ca2+ 1.340 W6+ 0.600 0.984 0.422 In hull
ABON2 Cd2+ 1.310 W6+ 0.600 0.973 0.422 In hull
ABON2 La3+ 1.360 Nb5+ 0.640 0.971 0.450 In hull
ABON2 La3+ 1.360 W5+ 0.620 0.981 0.436 In hull
ABON2 Nd3+ 1.270 Nb5+ 0.640 0.940 0.450 In hull
ABON2 Sr2+ 1.440 W6+ 0.600 1.019 0.422 0.0163
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C.2.5 Dependence of anion ordering ranking on cation chemistry

Tables C.4–C.8 show the DFT energies of each anion ordering per individual cation pair,

relative to the lowest-energy ordering for that cation pair, for each of the 16 unique cation pairs in

Table C.3. For Tables C.4–C.8 and Figures C.8–C.13, energies are shown for relaxed anion

ordering structures.

Table C.4: Relative DFT energies of AIBVIO2N orderings, in meV/atom.

Na
I
Re

VI
O2N K

I
W

VI
O2N K

I
Re

VI
O2N Na

I
W

VI
O2N

$0 7.9 0.3 7.0 2.2
$1 9.2 0.0 8.7 0.0
$2 17.1 10.3 14.1 10.6
$3 13.3 25.6 12.9 14.5
$4 23.0 30.2 22.1 19.6
$5 56.0 10.7 53.2 18.9
$6 0.0 19.5 0.0 13.9
$7 6.8 19.0 4.0 11.3
$8 61.9 11.7 57.3 42.9
$9 16.4 14.2 14.0 12.7
$10 23.5 21.2 20.2 15.1
$11 48.0 33.4 47.8 39.6
$12 16.3 18.6 14.4 11.2
$13 55.6 53.5 54.8 48.3
$14 8.7 17.5 9.0 10.9
$15 19.7 24.2 19.5 16.4
$16 19.0 16.7 18.7 9.9
$17 53.7 28.6 50.4 27.6
$18 55.8 27.4 51.4 29.8
$19 56.3 36.4 54.0 37.4
$20 49.9 48.9 46.5 40.7
$21 58.0 51.7 56.5 42.8
$22 50.4 46.5 48.3 38.9
$23 53.4 50.0 51.8 41.8
$24 55.4 34.0 52.8 36.4
$25 57.7 42.3 55.1 39.6
$26 52.6 47.3 52.5 41.2
$27 99.3 79.4 93.7 43.7
$28 99.4 78.6 97.6 46.5
$29 100.1 78.6 97.7 70.0
$30 86.8 71.8 87.6 41.4
$31 109.6 89.1 109.0 82.3
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Table C.5: Relative DFT energies of AIIBVO2N

orderings, in meV/atom.

Ca
II
Re

V
O2N Ca

II
Nb

V
O2N Sr

II
Nb

V
O2N

$0 17.1 18.0 0.0
$1 35.4 0.0 0.1
$2 24.7 27.8 4.5
$3 23.4 103.5 10.6
$4 0.0 51.1 12.4
$5 80.1 49.6 20.0
$6 0.3 90.8 7.6
$7 15.2 93.5 10.9
$8 69.8 48.5 18.2
$9 37.6 98.9 12.9
$10 16.9 91.7 11.4
$11 86.4 48.1 34.6
$12 29.0 101.0 10.2
$13 87.9 57.2 41.7
$14 42.4 121.6 12.7
$15 26.6 118.9 14.1
$16 35.4 120.9 12.2
$17 74.3 120.9 32.0
$18 64.9 111.2 29.0
$19 76.4 83.6 38.6
$20 60.9 118.9 40.4
$21 82.9 124.9 40.2
$22 71.2 146.0 39.4
$23 73.0 128.0 43.1
$24 85.2 144.9 33.1
$25 86.4 141.5 39.5
$26 87.6 142.3 42.0
$27 136.4 173.0 62.5
$28 136.9 173.7 69.1
$29 144.8 169.4 68.5
$30 138.4 166.6 60.0
$31 149.0 166.4 84.1

Table C.6: Relative DFT energies of AIIIBIVO2N

orderings, in meV/atom.

La
III

V
IV

O2N Nd
III

V
IV

O2N La
III

Ta
IV

O2N

$0 0.0 2.0 4.8
$1 20.5 0.0 9.9
$2 7.3 10.8 2.6
$3 26.9 94.8 2.1
$4 25.2 55.1 0.0
$5 35.5 47.4 23.7
$6 13.2 75.9 0.1
$7 22.5 85.3 5.2
$8 12.6 83.1 22.8
$9 11.9 81.3 9.3
$10 34.1 108.1 6.8
$11 32.0 86.4 23.0
$12 31.0 102.7 9.2
$13 27.7 96.5 21.8
$14 37.3 112.8 10.4
$15 34.6 107.6 4.6
$16 37.7 112.0 11.3
$17 38.3 86.5 32.8
$18 37.8 83.8 30.0
$19 24.5 82.4 17.7
$20 32.9 105.4 17.2
$21 30.6 101.3 33.4
$22 34.6 99.7 23.4
$23 34.8 100.1 20.4
$24 27.9 102.8 34.9
$25 31.2 103.3 24.5
$26 42.3 114.0 22.3
$27 49.6 124.5 40.1
$28 51.4 124.7 42.2
$29 48.9 126.3 48.5
$30 100.4 168.3 39.9
$31 59.5 136.4 34.0
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Table C.7: Relative DFT energies of AIIBVION2

orderings, in meV/atom.

Cd
II
W

VI
ON2 Sr

II
W

VI
ON2 Ca

II
W

VI
ON2

$0 0.0 0.0 0.5
$1 5.4 10.7 3.1
$2 174.9 16.3 4.8
$3 21.9 13.9 4.8
$4 59.0 16.8 3.9
$5 22.3 37.1 28.7
$6 163.4 16.8 15.2
$7 164.6 11.7 7.9
$8 59.6 34.9 28.3
$9 167.7 3.3 0.0
$10 166.7 7.4 4.5
$11 63.2 34.9 11.7
$12 177.1 1.7 1.8
$13 68.7 42.6 22.2
$14 173.8 1.7 1.6
$15 177.5 16.6 8.0
$16 174.0 2.5 2.2
$17 60.6 13.6 26.4
$18 164.0 32.6 20.7
$19 159.5 42.7 31.2
$20 181.4 43.5 33.1
$21 191.4 33.4 20.4
$22 192.5 36.5 29.2
$23 187.1 43.2 31.7
$24 197.1 34.5 28.6
$25 190.9 34.6 25.8
$26 194.5 38.7 29.4
$27 199.6 64.1 54.2
$28 199.4 61.4 51.3
$29 212.2 61.9 51.9
$30 213.3 61.2 52.3
$31 212.2 77.0 60.1

Table C.8: Relative DFT energies of AIIIBVON2

orderings, in meV/atom.

Nd
III

Nb
V

ON2 La
III

Nb
V

ON2 La
III

W
V

ON2

$0 2.3 0.0 5.9
$1 0.0 62.6 8.6
$2 6.3 45.0 0.0
$3 10.3 85.2 0.3
$4 104.0 73.6 1.0
$5 40.6 13.2 30.3
$6 109.0 71.8 9.3
$7 103.5 71.6 13.1
$8 78.2 65.2 15.8
$9 127.8 97.3 7.5
$10 107.6 75.3 7.6
$11 58.4 48.2 27.4
$12 165.3 101.1 8.8
$13 49.5 75.1 8.6
$14 166.7 102.6 16.8
$15 155.5 101.1 4.2
$16 167.6 103.7 11.3
$17 147.1 100.8 20.5
$18 118.4 87.4 32.8
$19 163.9 116.3 30.8
$20 125.3 92.9 26.9
$21 134.7 97.6 18.7
$22 140.3 103.7 36.3
$23 141.0 105.0 32.7
$24 188.9 120.7 26.3
$25 180.8 120.0 38.2
$26 181.3 120.0 32.9
$27 209.2 154.1 72.7
$28 207.7 152.7 64.0
$29 203.7 141.9 37.2
$30 202.1 139.0 58.6
$31 194.3 145.7 25.1
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Figures C.8–C.12 show barcharts of the data in Tables C.4–C.8, with relative DFT

energies sorted in ascending order. Three anion orderings highlighted in blue ($0, $1, and $2)

frequently appear in the top 5 lowest-energy orderings for each cation pair, and $0 particularly

(typeset in bold) is often the anion ordering of lowest or second-lowest energy.
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Figure C.8: Anion ordering rankings for AIBVIO2N cation pairs, based on relative electronic energy.
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Figure C.9: Anion ordering rankings for AIIBVO2N cation pairs, based on relative electronic energy.

287



0 2 9 8 6 1 7 19 4 3 13 24 21 12 25 11 20 10 15 22 23 5 14 16 18 17 26 29 27 28 31 30
Anion ordering index n (for ordering On)

0

50

100

R
el

at
iv

e 
en

er
gy

 / 
m

eV
 a

to
m

1

LaIIIVIVO2N

1 0 2 5 4 6 9 19 8 18 7 11 17 3 13 22 23 21 12 24 25 20 15 10 16 14 26 27 28 29 31 30
Anion ordering index n (for ordering On)

0

50

100

150

R
el

at
iv

e 
en

er
gy

 / 
m

eV
 a

to
m

1

NdIIIVIVO2N

4 6 3 2 15 0 7 10 12 9 1 14 16 20 19 23 13 26 8 11 22 5 25 18 17 21 31 24 30 27 28 29
Anion ordering index n (for ordering On)

0

20

40

R
el

at
iv

e 
en

er
gy

 / 
m

eV
 a

to
m

1

LaIIITaIVO2N

Figure C.10: Anion ordering rankings for AIIIBIVO2N cation pairs, based on relative electronic

energy.
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Figure C.11: Anion ordering rankings for AIIBVION2 cation pairs, based on relative electronic

energy.

289



1 0 2 3 5 13 11 8 7 4 10 6 18 20 9 21 22 23 17 15 19 12 14 16 25 26 24 31 30 29 28 27
Anion ordering index n (for ordering On)

0

100

200

R
el

at
iv

e 
en

er
gy

 / 
m

eV
 a

to
m

1

NdIIINbVON2

0 5 2 11 1 8 7 6 4 13 10 3 18 20 9 21 17 15 12 14 16 22 23 19 25 26 24 30 29 31 28 27
Anion ordering index n (for ordering On)

0

50

100

150

R
el

at
iv

e 
en

er
gy

 / 
m

eV
 a

to
m

1

LaIIINbVON2

2 3 4 15 0 9 10 1 13 12 6 16 7 8 14 21 17 31 24 20 11 5 19 23 18 26 22 29 25 30 28 27
Anion ordering index n (for ordering On)

0

20

40

60

R
el

at
iv

e 
en

er
gy

 / 
m

eV
 a

to
m

1

LaIIIWVON2

Figure C.12: Anion ordering rankings for AIIIBVON2 cation pairs, based on relative electronic

energy.
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The rankings of each anion ordering can be summed across all cation pairs, either by place

number or by the relative energy in meV/atom (relative to the lowest-energy anion ordering for

each cation pair) to quantitatively justify our choice of $0 as the prototypical preferred anion

ordering. The place number for each anion ordering is based on its proximity to the lowest-energy

anion ordering for a single cation pair (i.e., $0 achieves third place for NaIReVIO2N and first place

for LaIIIVIVO2N). Alternatively, one can calculate the cumulative ranking more granularly by

using the relative energy to quantify how thermodynamically unfavorable an anion ordering is

compared to the minimum-energy anion ordering for a given cation pair. These two cumulative

rankings are shown for each anion ordering in Figure C.13. The key observation is that ordering

$0 is the most favorably ranked anion ordering by either metric.
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Figure C.13: Cumulative anion ordering rankings, both by place number and by relative energy in

meV/atom. The three anion orderings with lowest cumulative ranking have labels highlighted in blue, with
the label for $0 shown in bold.
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C.3 Summary statistics of energy-above-hull calculations

For convenience, we provide statistics about the classification of our 227 converged PON

structures as On Hull, Stable, Metastable, or Unstable. Note that “On Hull” refers to a compound

having zero energy above the thermodynamic convex hull, not to being located on the boundary of

the geometric hull in a structure map plot. Tables C.9 and C.10 show the breakdown of these

compounds by stability class and stoichiometry.

Table C.9: Breakdown of stability class by

stoichiometry, as counts.

Stability Class ABO2N ABON2 All

On Hull 13 7 20
Stable 53 12 65
Metastable 67 42 109
Unstable 23 10 33
All 156 71 227

Table C.10: Breakdown of stability class by

stoichiometry, as percentages of the bottom row

in Table C.9.

Stability Class ABO2N ABON2 All

On Hull 8.33% 9.86% 8.81%
Stable 33.97% 16.90% 28.63%
Metastable 42.95% 59.15% 48.02%
Unstable 14.74% 14.08% 14.54%
All 100.00% 100.00% 100.00%

Tables C.11 and C.12 show the breakdown of stable, metastable, and unstable compounds by the

charge configurations of the cations. Note that because some cation pairs can add to the same +7

or +8 charge in multiple ways, the total number of cation pairs that correspond through a DFT

calculation to a stability class is greater than 227.
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C.4 Consideration of entropic effects on stability rankings and anion ordering selection

In this work we neglected the contributions of configurational and vibrational entropy,

both in identifying the prototypical anion ordering and in calculating each PON’s decomposition

energy. We acknowledge that choosing to model PONs as a supercell with only 20 atoms limits

the degree of configurational entropy and long-range order that can be studied, and that there is a

trade-off between studying these effects and keeping computational costs manageable. We believe

that studying all symmetrically distinct anion orderings of a PON supercell with multiple layers of

octahedra yields enough configurational variation to draw basic conclusions about preferred anion

configurations at low temperatures. Of course, we expect disorder to rise with increasing

temperature. As an idealistic upper bound to configurational entropy, we could consider the ideal

mixing of anions between anion orderings, as we are essentially replacing either 1/3 or 2/3 of the

oxide anions in a perovskite oxide with nitride.9 This leads to

Δ(ideal = −:

(

1

3
ln

1

3
+

2

3
ln

2

3

)

≈ 0.055
J

anion-K
(C.3)

(where : is the Boltzmann constant) which is approximately 16.5 meV/anion at 300 K. This

entropy is non-trivial, but applies equally across structures that differ only in anion ordering.

Hence we do not expect mixing entropy to strongly affect which anion ordering is generally lowest

in energy.

We also note that in addition to configurational entropy, a rigorous computation of the

Gibbs free energy includes contributions from the total energy, the vibrational free energy

(including the zero-point energy), and any volume change during the transformation (captured by

a %+ term). For the 227 full PONs whose stability rankings appear in Figure 5, it is possible that

vibrational entropy could affect stability rankings. However, past studies have confirmed that for
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solid-state systems, the difference in the vibrational entropy between the reactants and products

(i.e., the vibrational contribution to the Gibbs free energy of forming a PON) does not become

significant until very high temperatures (see Figure 6 in Rogal et al.10). Given this fact, full

phonon calculations for all the compositions and anionic configurations considered in the present

work would be very computationally expensive without any significant qualitative impact on the

conclusions. Additionally, many materials in the Materials Project database do not have

calculated phonon dispersions or vibrational entropies, making it impossible to include these

effects in calculations of the energy above hull or cohesive energy. Therefore, in the present study

we limit the scope of our thermodynamic stability computations by considering changes in the

total energy instead of the Gibbs free energy.

C.5 Derivation of Pourbaix potential for multicomponent computational Pourbaix

diagrams

For a perovskite oxynitride in equilibrium with water and oxygen in solution, the extensive

Pourbaix potential Ψ 9 of a phase 9 is constructed by a Legendre transformation of the Gibbs free

energy Δ�bulk, 9 with respect to (i) the oxygen, hydrogen, and nitrogen chemical potentials (Δ`O,

Δ`H, and Δ`N), (ii) the redox potential � , and (iii) the total charge & on the electrochemical cell.

Here, #8 indicates the number of atoms or molecules of each species 8; `8 refers to the per-atom

chemical potential of element 8 applied on the system. The potentials Δ`O and Δ`N are relative to

O2(g) and N2(g), respectively, and Δ`H will be defined shortly. Δ�bulk, 9 is the Gibbs formation

energy of a compound relative to the Gibbs energies of its constituent elements. The

thermodynamic system of interest is a single phase 9 . H, O, N, and e– are defined as the open

species that exchange across system boundaries to equilibrate the system in response to chosen
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concentrations of A- and B-site cations.

Ψ 9 = Δ�bulk, 9 − Δ`H#H − Δ`O#O − Δ`N#N −&� (C.4)

In solution, the computational hydrogen electrode model11 relates the chemical potential Δ1
2
Δ`H2

of H2 gas to that of a proton Δ`H+ at the reference potential (� = 0 V vs. SHE) under the

equilibrium 1
2 H2 −−⇀↽−− H+ + e– :

1

2
Δ`H2

= Δ`H = Δ`H+ + Δ`e− = Δ`H+ + (1)@� = Δ`H+ − |@ |� (C.5)

where @ = −1.602 × 10−19 C is the charge on a single electron. In other words, the potential of H

is the potential of a proton minus the electrical work |@ |� required to transfer that proton into the

phase, against the redox potential � . Inserting Eq. (C.5) into Eq. (C.4) yields

Ψ 9 = Δ�bulk, 9 − (Δ`H+ − |@ |�)#H − Δ`O#O − Δ`N#N −&� (C.6)

This equation can be further developed by the following conditions. First, as aqueous

systems are characterized by water-oxygen equilibrium, Δ`O and Δ`H+ are linked by dissociation

of water: H2O −−⇀↽−− 2 H+ + 1
2 O2 + 2 e– , which requires

Δ`O = Δ`H2O − 2Δ`H+ − 2Δ`e− = Δ`H2O − 2Δ`H+ + 2|@ |� (C.7)

This equilibrium is why Pourbaix diagrams for PONs don’t need separate Δ`O and Δ`N axes, and

reduces the diagram from six dimensions (potentials of A, B, O, N, H, and e– ) to five.

Additionally, as the number of A- and B-site atoms are conserved in the phase transformations

between A-site- and B-site-based oxides with different compositions, Ψ 9 should be normalized by

the total number of non-open-species atoms, #" = #A + #B. Furthermore, Δ`H+ can be
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expressed in terms of the solution pH: Δ`H+ = −:) (ln 10) (pH), where : is the Boltzmann

constant. Applying these substitutions and constraints to Eq. (C.6), we obtain the normalized

Pourbaix potential Ψ̂ 9 :

Ψ̂ 9 =
Ψ 9

#"

=
1

#"

[(Δ�bulk, 9 − #OΔ`H2O) − :) (ln 10) (2#O − #H) (pH)

− (2#O |@ | − #H |@ | +&)� − Δ`N#N] (C.8)

Here, �bulk, 9 represents the external chemical potential applied on phase 9 , and is defined as

Δ�bulk, 9 = Δ�◦
bulk, 9 +

∑

8

#8:) ln 08 . (C.9)

where Δ�◦
bulk, 9 is the standard-state Gibbs formation energy of phase 9 and 08 is the activity of ion

species 8. For each ideal liquid, ideal solid with no defects, or pure element (including the open

elements, H2O, and N), 08 = 1 and the #8:) ln 08 terms cancel. But for each metal ion in solution,

we assume that the solution is ideal and dilute such that the activity coefficient, defined with

respect to the normalized molar concentration, is close to 1, or that 08 ≈ [8]/[8]◦ with [8]◦ = 1 M

by convention. For simplicity and for the purposes of focusing on macroscopic concentration, pH,

and applied potential conditions, we ignore Debye–Hückel effects or other nonidealities of ionic

solutions. Inserting Eq. (C.9) into Eq. (C.8), we obtain a final intensive Pourbaix potential in

terms of metal ion concentrations via the #8:) ln( [8]/[8]◦) terms:

Ψ̂ 9 ≈
1

#"

[

(Δ�◦
bulk, 9 − #OΔ`H2O) + #A:) ln

(

[A]

[A]◦

)

+ #B:) ln

(

[B]

[B]◦

)

− :) (ln 10) (2#O − #H) (pH) − (2#O |@ | − #H |@ | +&)� − Δ`N#N

]

(C.10)
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Table C.13 shows the calculated standard Gibbs energies of formation for each phase and

ionic species used in the Pourbaix diagrams for CaReO2N and LaTaON2. These energies were

calculated using formation energies from the Materials Project database.12
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Table C.13: Calculated standard Gibbs energies of formation (Δ�◦
bulk, 9

) for each phase in the

Pourbaix diagrams for CaReO2N (left) and LaTaON2 (right).

Phase Gibbs Energy (eV/formula unit)

Ca2
+ –5.7839

CaOH+ –7.4937
Re– –1.9691
Re+ –2.4201
ReO4

– –9.2744
Re3

+ –1.1808
Ca 0.0000
CaH2 –0.7425
CaH3 1.1191
Ca(H8O5)2 0.9352
Ca3(HO3)2 –16.5916
Ca(HO)2 –5.7701
Ca2O3 –11.0483
CaO –6.3008
CaO2 –5.9923
CaO10 –2.9062
Ca3ReO6 –27.3552
Ca11(ReO6)4 –105.7510
Ca5(ReO6)2 –51.0490
Ca(ReO5)2 –19.8766
ReH3O5 –6.7267
Re2H4O9 –13.9171
Re3H 3.7526
ReH3 3.4238
ReO3 –7.5914
ReO2 –5.0558
Re3O8 –18.1603
Re2O7 –16.0228
ReO5 –4.7935
Re3O10 –10.7834
Re 0.0000
CaReO2N –9.9833
CaReON2 –5.4375

Phase Gibbs Energy (eV/formula unit)

La3
+ –7.4487

TaO2
+ –9.7303

La2H5 –1.9068
La4H9 –3.8323
LaH3 –0.8723
LaH2 –0.9479
La(HO)3 –8.0656
LaHO2 –8.9367
LaHO –5.0006
Ta2H4O7 –19.5092
TaHO3 –10.0933
Ta2H 0.0214
TaH2 0.6538
TaH4 3.6175
La 0.0000
LaO2 –8.6363
La2O3 –18.4204
LaO3 –7.1707
LaO –6.0919
La5Ta22O62 –287.5640
LaTa3O9 –42.9927
LaTaO4 –21.0192
LaTa7O19 –86.7520
La3TaO7 –39.8735
La2Ta2O9 –40.1128
LaTaO3 –14.7040
La3Ta 1.7133
LaTa3 2.1320
Ta2O5 –21.8026
TaO3 –10.1486
Ta2O3 –12.0429
Ta11O2 –5.8683
TaO –2.1442
TaO10 –3.4788
Ta4O –3.2560
Ta3O8 –32.1967
Ta22O21 –67.7118
Ta2O7 –16.7339
TaO2 –8.5397
Ta10O9 –26.7687
Ta2O 0.9735
Ta 0.0000
LaTaON2 –12.0602
LaTaO2N –12.2883
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