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ABSTRACT

Roll-to-Roll (R2R) printing technology offers high-speed and continuous processing of

substrate-based products, making it attractive for various industries. However, R2R processes often

suffer from lower precision compared to traditional batch processes, limiting their widespread

adoption in high-precision production.

This dissertation aims to develop advanced control strategies to improve the finished prod-

uct quality in R2R printing systems. Solutions are developed firstly from the process-level and

then to the system-level to achieve this purpose. In Chapter 2, a robust tension control scheme

is proposed to ensure consistent tension levels throughout the R2R system. The control approach

employs a linear parameter-varying model predictive control framework, specifically designed to

handle model uncertainties and slowly-changing dynamics that can affect tension control perfor-

mance.

Chapter 3 introduces a constrained registration accuracy control scheme, aiming to achieve

precise alignment of printed layers in R2R systems. The proposed control synthesis framework

utilizes an algebraic Riccati equation and control barrier functional techniques to eliminate reg-

istration errors while maintaining system safety. This control strategy directly addresses product

quality concerns and enhances the accuracy of the printing process.

In Chapter 4, the focus shifts to system-level optimization through the design of deep Koop-

man modeling and supervisory control. The deep Koopman model learns the system dynamics and

propagates quality characteristics across different stages of the R2R process. A supervisory control

scheme is developed based on the learned model, enabling accurate prediction of potential quality

disruptions and proactive adjustment decisions to improve overall system performance.

The proposed control strategies are validated using datasets collected from real or simu-

x



lated R2R production systems. Overall, this dissertation contributes to the advancement of control

strategies for R2R manufacturing, providing valuable insights and tools to enhance efficiency, re-

liability, and enable the adaptation of R2R processes to various industrial applications.
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CHAPTER 1

Introduction to Roll-to-Roll Processes

1.1 Motivation

Roll-to-Roll (R2R) printing technology is a highly efficient method for continuous

processing of substrate-based products. This manufacturing process utilizes rollers to transport

and/or process substrate materials at high speeds. In the technological review of 2015, the

Department of Energy has already recognized the critical role of R2R in addressing environmental

and economic challenges [1]. While there are alternative methods to produce similar products,

R2R processes offer advantages such as high production rates, automation, and potential for cost

reduction. R2R systems can be integrated with various processing technologies, making them

highly versatile in many industries. Traditionally, R2R processes have been utilized for producing

paper, sheet metal, and fabrics [2, 3]. Beyond these, recent developments have demonstrated

the potential of utilizing R2R production lines for new industrial applications such as battery

manufacturing [4], photovoltaics production [5], and flexible electronic device production [6].

Figure 1.1 illustrates different designs for substrate-based product manufacturing, including

sheet-to-sheet and sheets-on-shuttle methods. They are representatives of discrete manufacturing

processes which involve distinct finished products that can be easily separated and counted.

However, in these processes, semi-finished products undergo a cycle of processing, transferring,

storing, and waiting for subsequent processing, which can lead to production inefficiencies and

delays. In contrast, R2R processes produce a continuous flow of products that are not immediately

1



Figure 1.1: Overview of the substrate transport mechanisms [7].

cut into individual units, although a boundary can be set between each unit. In R2R processes,

substrates are connected from the unwind roller, where raw materials are released, all the way

to the rewind roller, where finished products are collected. Note that operation machines can be

placed as intermediate stages to process the substrates.

A recent study compared the production costs of organic light emitting devices (OLEDs),

specifically white OLEDs, using conventional discrete processing methods versus R2R manufac-

turing [8]. The findings showed that R2R manufacturing, along with the corresponding processing

methods, significantly reduced the cost of producing white OLEDs. The estimated cost decreased

from at least $50/klm [9] using conventional methods to $12.5/klm with R2R manufacturing.

Further improvements in device quality and incremental reductions in miscellaneous costs are

expected to further decrease the cost to $6.3/klm in the near future. This cost reduction will make

R2R-based OLED products an economical solution for lighting applications. It is important to

recognize that this study represents just a glimpse of the potential benefits of R2R manufacturing

for flexible electronic applications, indicating the vast opportunities it holds in various industries.

In many applications, R2R processes can be integrated into a production line, providing

more flexibility in designing the manufacturing processes. For example, roll-to-sheet (R2S)

production combines R2R processes with sheet-to-sheet technologies, where substrate sheets are

delivered by high-speed R2R processes. A case study by Yang and Von Olmen demonstrated the

use of a R2S process to fabricate multilayer ceramic capacitors (MLCC) [10]. One would notice

2



that the conversion from roller-based to sheet-based methods occurs between the screen printing

process and the layer stacking process. While using sheet-based methods can significantly slow

down the process compared to R2R methods, it becomes the preferable way to ensure the accuracy

and precision of the stacking process in many scenarios that involve multilayer patterning.

A significant problem with R2R systems, in general, is that the consistency of their finished

products is relatively low (or, in other words, they provide poor product quality) compared to

traditional discrete processes. This issue is particularly vital when using R2R to print high-

precision devices. For example, thin films fabricated by R2R processes typically suffer from

large variations in registration quality, as noted in [7]. Although many laboratory studies have

successfully implemented R2R processes for the complete production of flexible thin-film devices,

their application in real semiconductor industry is still limited. This is because when producing

small batches of devices in laboratories, the impact of ambient noise is less severe. During

industrial mass production, significant environmental noise or unexpected disturbances can lower

the yield of a R2R manufacturing system and can even cause the system to fail. Therefore,

enhancing the performance of R2R printing systems under disturbances is crucial to enable their

adoption in mass production.

This dissertation aims to develop advanced control strategies that are specifically designed

for R2R printing systems. Standing on the shoulders of existing R2R hardware designs

(as demonstrated in [5], [11], [12]), the proposed methodologies approach from algorithmic

perspectives to improve the system reliability and ending product quality.

1.2 Research Issues

In R2R systems, multiple machines are often connected together to form a continuous

production line. Due to this fact, R2R processes pose some distinct challenges in addition to those

usually encountered in discrete manufacturing systems. The challenges include but are not limited

to:
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1. Machine coupling refers to the interconnected nature of R2R systems, making it difficult to

isolate an individual machine from its neighbors and identify the impact of key process

characteristics. The interconnection of the R2R machines also means that the failure

of one machine can quickly affect the whole production line, leading to downtime and

decreased productivity. This is essentially the most significant property that causes troubles

in designing high-performance R2R systems.

2. Nonlinearity is a common issue in R2R processes, which can result from the nonlinear

dynamics of processing machines and their interaction with each other. Such nonlinearities

can cause unexpected behavior and performance degradation, making it difficult to design

and control R2R systems. For instance, nonlinearities in the coating/deposition process make

it hard to obtain uniform layer thickness, which causes variations in the mechanical and

electrical properties of the printed films.

3. Time delay refers to the delay between the printing of one layer and subsequent layers in

R2R systems. Various factors, such as substrate speed, layer printing time, and curing time

can cause this delay. Time delay can have a significant impact on the final properties of the

printed film, particularly in terms of the registration accuracy of the layers. While in sheet-to-

sheet processes, operators can design registration markers to achieve good layer alignment,

achieving high registration accuracy during the continuous movement of the substrate is

extremely challenging.

4. Unknown system dynamics commonly happens especially when R2R systems involve

solution/vapor treatments. The behavior of the solution or vapor, as well as its interaction

with the substrate and other materials in the system, can be complex and difficult to predict.

In practice, rule-based methods can be used to characterize process properties. However,

these methods have limited capability to interpolate a large design space, which can lead

to conservative process performance. Therefore, this issue is particularly challenging for

large-scale systems.
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These challenges can significantly degrade system performance and ultimately lead to disruptions

in product quality.

Figure 1.2: The research pyramid for developing R2R systems.

To achieve high-performance and automated production, researchers have proposed a

hierarchical approach known as the “automation pyramid.” This approach aims to organize the

five different levels of automation in a manufacturing system, including field level, control level,

supervisory level, management level, and enterprise level [13]. Similar to the automation pyramid,

the operation of high-performance R2R processes requires efforts from four different levels, as

shown in Figure 1.2. Each level involves different types of research work that contribute to the

overall success of the process.

Level I involves the fundamental design of equipment and sensors necessary for R2R

processing, including the development of thin-film processing technologies [5, 14], system

configuration [15, 16], and sensors [17, 18] for monitoring the process parameters. The goal of

this level is to establish a reliable and robust R2R process design.

Level II focuses on developing models [19, 20] and process control schemes [21, 22] for

R2R systems. This includes developing dynamics models that describe the system behavior and

control strategies that can adjust the process to maintain desired performance levels. The goal

of level II is to improve process stability and produce quality products by monitoring the system

status and enabling real-time feedback control.
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Level III involves research on integrating a R2R stage into a larger manufacturing system. It

covers topics such as developing decision-making tools for identifying bottlenecks [23], optimizing

production schedules [24], and coordinating process parameters [25] so that the incorporated

subsystems can better cooperate with each other. The goal of this level is to find the optimal

settings for large-scale R2R systems and maximize their efficiency.

Level IV concerns managing manufacturing facilities and optimizing their performance as

a whole, from raw material acquisition to final product delivery, through effective management

and coordination of all related processes. This level includes topics such as designing the layout

of a factory [26], supply chain management [27], and managing inventory levels [28]. The goal of

Level IV is to ensure that all manufacturing systems are streamlined and coordinated for maximum

efficiency, productivity, and profitability.

The objective of this dissertation is to propose solutions that enhance the performance of

R2R processes by addressing critical issues in Level II and Level III. By doing so, the goal is

to achieve a higher level of automation in R2R processes, which can lead to improved product

quality. The proposed solutions can serve as a basis for future research that can further optimize

the processes from economic and operational perspectives. More specifically, the rest of this

dissertation will present work regarding: (1) Tension control; (2) Registration accuracy control;

and (3) Quality propagation modeling and supervisory control.

1.3 Research Objectives

One of the most important objectives in mass production is to reduce the quality variation

between individual products. In R2R systems, substrate tension is the most important process

parameter that operators would pay attention to. Therefore, this dissertation will start by designing

a robust tension control scheme that will benefit most R2R printing systems. This considers the

process control of a R2R system.

However, tension control is, after all, an indirect means of performing quality control. To
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further improve quality control, it is important to also consider direct quality measures of printed

materials. One such measure is registration accuracy, which is extensively considered in this

dissertation. A novel framework will be introduced to address the limitations of conventional

process control schemes. The framework places significant emphasis on directly targeting quality-

related characteristics, while simultaneously ensuring that the process characteristics remain within

desired control limits to ensure system safety.

Tension control and registration control are both considered process-level studies in the

research hierarchy (Figure 1.2) because they involve real-time control of process characteristics

by commanding actuators (i.e., motors in our case). These control techniques can be applied

to different parts of a R2R system for local control. For example, the tension controller can be

applied to the winding and rewinding subsystems, while the registration controller is applied to the

printing subsystem. However, the optimal cooperation across all subsystems requires a supervisory

controller responsible for the system-level control. The third part of this research focuses on

developing a data-driven system-level control algorithm to supervise and coordinate lower-level

controllers. This approach enables the R2R system to achieve optimal efficiency and reduce quality

variations, which is critical for industrial applications.

The three topics covered in this dissertation are conducted following a bottom-up routine,

where each level is built upon the previous one. An overview of the topics is shown in Figure 1.3.

Figure 1.3: Framework of the dissertation.
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In summary, this dissertation will make three main contributions to the field of R2R printing

systems:

1. A robust tension control scheme is developed, enabling R2R printing to be applied to

applications with tight tension margins.

2. A registration accuracy controller is designed to facilitate the fabrication of high-precision

thin-film devices using R2R processes.

3. A data-driven supervisory controller is devised to coordinate process controllers and improve

operational efficiency while reducing quality variations.

1.4 Thesis Outline

The rest of this thesis will describe the following topics in detail.

1.4.1 Chapter II: Tension Control

Studies have shown poor tension control can lead to cracks, deformation, and registration

problems in the printed patterns [29, 30]. However, maintaining substrate tension at a desired

stable level takes significant effort.

This chapter proposes a robust linear parameter-varying model predictive control (LPV-

MPC) scheme to improve tension tracking performance in R2R systems. The controller is designed

to handle model uncertainties and slowly-changing dynamics that can lead to performance

degradation in traditional tension controllers. The proposed controller uses an incremental model

to eliminate errors caused by the mismatch between the nominal model and the actual system.

A tube-based MPC formulation, combined with scheduled parameters, enables adequate model

updates and correction of time-varying dynamics. The operation of this control algorithm is

illustrated through the simulation of an actual R2R system. The controller outperforms the
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benchmarks in terms of fast transient response and offset-free tension tracking. It also demonstrates

immunity from variations due to parametric uncertainties

1.4.2 Chapter III: Registration Control

For the production of most thin-film devices, it is necessary to stack multiple layers

together. In traditional discrete manufacturing processes, low registration error can be achieved by

aligning correction marks at a static position. However, aligning the patterns dynamically during

movement in R2R processes can be challenging.

This chapter presents an algorithm for simultaneous control of registration accuracy and

tension in R2R processes. In contrast to existing control algorithms that aim to balance both

variables equally, the proposed algorithm aims to improve registration accuracy as the primary

objective, while ensuring that tension remains within specified control limits. A primary controller

is designed to reject fluctuations of registration errors during nominal operation, and a barrier

functional evaluates the severity of tension constraints. A safety controller takes over the primary

controller when tension is likely to violate the constraints to ensure system safety. The algorithm

is validated on a simulation model, demonstrating improved registration accuracy and while

maintaining stable tension control.

1.4.3 Chapter IV: Quality Propagation Modeling and Supervisory Control

R2R processes usually involve multiple operation stages and the final product quality is

determined by a series of operations. Therefore, the determination of the optimal operation settings

for the whole production system is important but challenging. Conventional approaches rely on

pre-defined set points to guide processes, which do not allow for dynamic responses to unforeseen

changes.

This chapter introduces a new framework that integrates deep learning techniques and

Koopman operators to model quality propagation in R2R processes. By utilizing a transferred

linear representation, the model captures the generic nonlinear quality evolution and enhances the
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interpretability of the data-driven algorithm. A nonlinear programming problem is then formulated

to determine optimal operation settings, which can dynamically respond to unforeseen changes and

supervise the lower-level process controllers. A case study demonstrates that this methodology

reduces variation in R2R processes. Additionally, this modeling and control framework requires

minimal knowledge of the underlying system, making it adaptable to a wide range of processes.

It can be combined with the methodologies presented in Chapters II and III to improve the

coordination of manufacturing systems.

1.4.4 Chapter V: Conclusion

This chapter provides a comprehensive summary of the key findings and contributions

of the dissertation. Additionally, the chapter suggests potential areas of investigation that could

expand upon the current work, and outlines the importance of continued research in the field.

10



CHAPTER 2

Robust Constrained Tension Control for High

Precision Roll-to-Roll Processes

2.1 Introduction

Tension control is critical for maintaining good product quality in most roll-to-roll (R2R)

production systems. Substrate tension in different sections of the system can all be affected by

local disturbances, such as ambient noises, non-uniform material properties, eccentricity of rollers,

and changes in machine settings etc. In addition, the coupling between machines means that any

presented tension fluctuation can be propagated to other sections of the production line, making

the prediction of system behavior and compensation of the fluctuation harder than one would

imagine. Hence, numerous studies have been conducted to design advanced tension controllers

to address the issue of tension fluctuation in R2R systems. However, despite the progress made,

the performance of these controllers falls short of the industry’s requirements.

The overall objective of designing R2R motion controllers is to increase transport speed

while maintaining tensions at the required level to avoid distortion or break of substrates. However,

achieving this bi-objective task is difficult because of the great number of disturbance sources

in the noisy manufacturing environment and, more importantly, the nonlinear and time-varying

dynamics of R2R processes. Mechanics of R2R processes have been studied since the 1960s and

are complemented in some recent works [20, 31, 32, 33, 34]. The never-ending improvements are

essential because R2R is waiting to be applied in complicated scenarios requiring higher precision.
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Early works modeling the lateral and longitudinal dynamics of R2R processes were

reviewed in [31]. The R2R dynamics were summarized in differential equations and further

utilized for deriving a proportional integral derivative (PID) controller. Following this approach,

decentralized PI and PID controllers were developed to handle large-scale R2R systems with

multiple spans. A PI controller designed with a tension observer was found in [35]. An adaptive

PI control scheme was implemented in [36] to handle changing operating conditions and material

properties. Due to the ease of implementation, decentralized PID controllers still serve as the

mainstream control scheme in the current R2R industry [20].

Limitations of the PID-type controllers mainly come from their slow response and low

control accuracy. With a state space representation of R2R processes being developed, multivari-

able controllers are designed to improve control performance. In [20], an optimal feedback gain-

based decentralized controller was designed to outperform the PID-based controllers. However,

the decentralized algorithm dismisses the inter-stage coupling in R2R systems. It is noticed

that tension disturbances can propagate between adjacent manufacturing stages. A decentralized

coordinated control strategy was proposed by [37] to reduce the propagation while enhancing

the disturbance rejection performance. In [38, 39], active disturbance rejection controllers were

designed to detect tension perturbances and provide significant anti-disturbance capability. It is

well-recognized that model-based control algorithms may suffer from parametric uncertainties in

real practice. Therefore, adaptive control and robust control schemes have been developed to

better address the uncertainties. In [40], authors showed that an adaptive H∞ controller designed

with a neural-fuzzy gain approximator could accommodate parameter variations and improve the

transient response of the system. An adaptive sliding mode controller was presented in [41] to

compensate for the change in web elasticity caused by the heating/cooling sections of a R2R

process. The limitation of adaptive controllers mainly lies in the fact that their stability is not

guaranteed rigorously, and random process noises may degrade their performance. Alternatively,

robust control schemes are used more often in R2R applications. 2-DOF gain-scheduled H∞

controllers were presented in [42, 43]. The controllers included a feedforward mechanism to
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decouple tensions and velocity, aside from the conventional considerations of only feedback

to reject perturbations. H∞ controllers with semi-centralized and decentralized structures were

developed in [44, 45] to handle tension fluctuations under bounded model uncertainties. In [22],

the researchers developed a robust decentralized coordinated controller by explicitly considering

the variations in state and control matrices of the state space model.

The approaches mentioned above are primarily designed to improve the control perfor-

mance in rejecting tension perturbations. In contrast, the study on the assurance of accurate

tension tracking is relatively limited. High-precision tension tracking requires the actual substrate

tension to closely follow its pre-designed set points. Keeping the substrate tension at a consistent

level is critical, as drifting and fluctuations in tension can easily cause defects in semiconductor

products [46]. In this work, we address three main challenges in high-precision tension control.

Firstly, the complicated material processing operations (e.g. coating, drying) cause variations

in substrate elasticity, leading to model uncertainties. Therefore, it is critical that a controller

can handle discrepancies between the nominal model and the actual system, or saying, has good

robustness against model mismatches. Secondly, R2R system dynamics are time-varying due to

the continuous change in roller radius and inertia. A well-designed controller must correct for

disturbances caused by the time-varying dynamics. Thirdly, the performance of the controller

may degrade in the presence of constraints. Under complicated operating environments, violating

physics-induced state and control constraints in the system risks the controller reliability and causes

machine failures. We will demonstrate in the simulation study that these three challenges can all

lead to failure in tracking the tension target.

Model predictive control (MPC) has been extensively applied to industrial applications

[47]. It has great potential to resolve the above issues because of its verified performance in

reference tracking tasks and ability to manage constraints. In [48], the author reviewed three

different MPC formulations that achieved offset-free reference tracking under model mismatches.

One offset-free MPC scheme was applied to R2R processes in [49]. However, these MPC

formulations could not deal with time-varying disturbances. Min-max MPC and tube-based MPC
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schemes are the most common MPC formulations to deal with disturbances. Min-max MPC seeks

solutions that minimize the control loss for the worst case [50]. Solving a min-max MPC online

is computationally expensive, and the solutions may be conservative. In contrast, tube-based MPC

requires less online computation, which is more favorable in our case. Tube-based MPC needs one

to define an uncertainty boundary so that the evolution of the uncertain system will stay within a

sequence of tubes [51, 52]. In [53, 54], the tube-based MPC was generalized to linear time-varying

systems. Most robust MPC schemes lump model uncertainties with disturbances and treat them

together. In [55], the authors proposed an MPC scheme for linear time-invariant systems that coped

with external disturbances separately from model uncertainties.

In this work, a robust linear parameter-varying model predictive control (LPV-MPC)

scheme is designed and implemented to achieve high-precision tension tracking in R2R production

lines. In [34, 22], a large disturbance set was introduced to bound the possible perturbations in R2R

processes, resulting in conservative control performance. Following the idea of [55], our approach

breaks down the perturbations into model mismatches and time-varying disturbances. Mismatches

between the model and the true dynamics are essentially model uncertainties, which are handled by

introducing an incremental model. Time-varying dynamics, as varying but bounded disturbances,

are compensated by a tube-based MPC with scheduled parameters. A set of constraints on the

rated motor torque is defined and formulated into the MPC design to account for the dynamical

restrictions in R2R systems. Our method performs more progressively than the classical robust

MPC frameworks when compensating for large disturbances. Specifically, we can achieve zero-

offset tension tracking in the long run of a R2R process with reduced online computation.

Simulation of an actual R2R deposition system for solid state lighting applications is carried out

to demonstrate the control performance. It turns out that the proposed controller outperforms the

benchmarks from the literature and shows good robustness to the parametric disturbances.

The rest of this chapter is organized as follows. Section 2.2 reviews the dynamic models

from the literature and derives an augmented model in an incremental form. Section 2.3 describes

the design of MPC schemes, including a standard formulation and the proposed robust formulation.
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Section 2.4 introduces the setup of the simulation and the comparison studies. The short-term and

long-term performance of the proposed controller in the simulated R2R system is demonstrated.

Finally, section 2.5 concludes the work presented in this chapter and suggests future work.

2.2 Dynamic Models

A typical R2R process consists of a series of active rollers coupled with passive rollers in

between. R2R processes can be decomposed into multiple operation stages: unwind stage, master

speed stage, processing stages, and rewind stage. A schematic of a simplified R2R production line

is shown in Figure 2.1.

Figure 2.1: Schematic of a simplified R2R production line at steady state: only active rollers are
depicted.

In Figure 2.1, vi is the transport speed of substrate at the ith stage, for i = 0, 1, . . . , N − 1,

where N denotes the total number of active rollers. ωi is the angular speed of the ith active roller.

ti is the substrate tension between the (i− 1)th and ith rollers. Three major assumptions are made

here to simplify the system:

1. Passive rollers directly affect tension dynamics at transient states due to accelera-

tion/deceleration [20]. Their impact can be reflected in the mass of the system and frictional

force at the steady state, and thus, they are ignored in the schematic.

2. At the steady state, tension is equivalent everywhere on the substrate span between two
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adjacent rollers. Based on this assumption, an entire production line can be decomposed

into multiple tension zones.

3. There is no slippery between rollers and substrates. Therefore, vi and ωi can be characterized

by vi = ωiRi, where Ri is radius of the corresponding roller.

These assumptions are of great value in practice and are used to derive the dynamic models in the

literature.

2.2.1 Nonlinear Model

The dynamics of each stage have been well studied in the literature. When modeling the

tension and speed dynamics, one should pay attention to the key characteristics, tensions ti, and

speeds vi. Control inputs are the motor torques applied on each active roller ui, as discussed in

the following content. A brief review of the dynamics is given below for the completeness of the

presented work. More details can be found in [20].

Unwind stage: The unwind stage is where the material roll is stored. The mass of a material

roll keeps decreasing during a process when the substrate is transported to downstream stages,

causing the dynamics of a R2R process to change over time. Designing a controller that can adapt

to such a change of dynamics will significantly improve the system performance. The dynamics

of the unwind stage are given by:

ṫ1 =
AE

L1

v1 −
AE

L1

v0 +
t0
L1

v0 −
t1
L1

v1 (2.1)

v̇0 =
R2

0

J0
t1 −

bf0
J0
v0 −

hs
2πJ0

(
J0
R2

0

− 2πρsbsR
2
0

)
v20 −

n0R0

J0
u0 (2.2)

where A, E, ρs, bs, hs are cross-sectional area, Young’s modulus, density, width and thickness

of the substrate, respectively; Li is the length of the substrate span between the ith roller and the

(i + 1)th roller; bfi are friction coefficients; ni are gear ratios; Ri and Ji are in-situ roller radius

and inertia. Note that t0 is tension in the material roll, while ti are tensions on the downstream
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substrates. We will use i to represent the index of the corresponding operating stage if not specified

in the following content.

Master speed stage: Master speed roller usually refers to the active roller right before the

first processing stage. It provides the reference speed for the entire production line. Its dynamics

are derived as follows:

v̇1 =
R2

1

J1
t2 −

R2
1

J1
t1 −

bf1
J1
v1 +

R1n1

J1
u1 (2.3)

Processing stage: There are different kinds of manufacturing processes, including pattern

printing, heating, drying, etc., that can occur in the processing stage. The model is developed

based on gravure printing processes. However, it can be easily extended to other applications. The

dynamics are derived as follows:

ṫ2 =
AE

L2

v2 −
AE

L2

v1 +
t1
L2

v1 −
t2
L2

v2 (2.4)

v̇2 =
R2

2

J2
t3 −

R2
2

J2
t2 −

bf2
J2
v2 +

R2n2

J2
u2 (2.5)

Rewind stage: The rewind roller is usually placed at the end of a R2R process, and used to

collect the processed materials (product). In contrast to the unwind stage, the mass of the product

roll keeps increasing during a process. The dynamics are given by:

ṫN =
AE

LN

vN −
AE

LN

vN−1 +
tN−1

LN

vN−1 −
tN
LN

vN (2.6)

v̇N = −R
2
N

JN
tN −

bfN
JN

vN0 +
hs

2πJN

(
JN
R2

N

− 2πρsbsR
2
N

)
v2N +

nNRN

JN
uN (2.7)

Idlers: Idlers, or passive rollers, do not contribute to tension dynamics by assumption.

Their impacts on the system can be introduced into Ji and bfi terms in the previous equations.

2.2.2 Linearized Model

When applied to large-scale R2R systems, the nonlinear model can be represented in a
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linear parameter-varying (LPV) form to achieve fast online computation. For state variables (ti, vi)

and control inputs ui, define Ti = ti− tri, Vi = vi−vri and Ui = ui−uri, where tri, vri, uri are the

reference substrate tensions, transport speeds, and motor torques at steady state. In fact, tri, vri, uri

are the pre-designed operating points that a R2R process should refer to. At time stamp k, define

states Xk = [V0, T1, V1, . . . , TN , VN ]
T
k , and control inputs Uk = [U0, . . . , UN ]

T
k . A discrete-time

model can be derived as
Xk+1 = Ad,kXk +Bd,kUk

Yk = CdXk

(2.8)

where Ad,k ∈ Rnx×nx , Bd,k ∈ Rnx×nu , and Cd ∈ Rny×nx are the system matrix, input matrix and

output matrix, respectively. For R2R systems, Ad,k and Bd,k are time-varying matrices due to the

changing dynamics. In addition, it is assumed in our case that perfect observation of tension and

speed measurements is available, thus Cd becomes an identity matrix.

Without loss of generality, we assume that a R2R process is run for T time steps. At

any k ∈ [0, T ], the possible values of Ad,k and Bd,k, for the given R2R process, form a polytope

Ω := Co {[Aj, Bj],∀j = 1, 2, . . . , p}, where Co(·) denotes the convex hull and [Aj, Bj] are vertices

of the polytope. Indeed, p specifies the number of operating regions of a R2R process. The

selection of system matrices at kth time step follows:

[Ad,k, Bd,k] =

p∑
j=1

λj[Aj, Bj] (2.9)

where λi is a scheduling variable decided from R0, J0, RN , JN . Eq. (2.9) illustrates that [Aj, Bj]

acts as a basis for the time-varying system.

Remark 2.1. The time-varying matrices Ad,k and Bd,k can be decomposed as Ad,k = Aj + ∆Ak

and Bd,k = Bj + ∆Bk, where Aj and Bj represent the nominal dynamics of a R2R process

within a local neighborhood. ∆Ak and ∆Bk are unknown but bounded disturbances, including

model mismatch, additive parametric uncertainty due to the changing dynamics, or a mixture

of these. With proper transformation, the disturbances can be integrated into a term Wk =
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∆AkXk + ∆BkUk ∈ W. Therefore, static Ad and Bd matrices will be used in the following

content for simpler representation, and a robust control algorithm is designed to deal with the

bounded disturbance Wk.

Based on Remark 2.1, the following model is equivalent to model (2.8):

Xk+1 = AdXk +BdUk + Wk

Yk = CdXk

(2.10)

Compensation for the disturbances in (2.10) is critical for high-precision R2R processes that

require tight control margins of tension. The impact of the disturbances can be distinguished

into two aspects: 1) model mismatch, as a constant disturbance, can cause an offset between the

actual tension and its reference; and 2) time-varying parametric disturbance in roller radius and

inertia can cause the system to be unstable. These two types of disturbances are separately treated

in our work. In the next section, we derive an incremental model based on (2.10) to compensate

for the possible constant disturbances.

2.2.3 Augmented Model in an Incremental Form

To realize offset-free tension tracking under model mismatch, model (2.10) is augmented into an

incremental form by extending the states Xk into

Xext
k = [∆XT

k, e
T
k,X

T
k−1,U

T
k−1] (2.11)

Where ∆X is the state increment and ek is the error in tracking tension and speed set points. This

incremental model is also known as the velocity-form model [48]. The state equations are defined

as follows:
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∆Xk = Ad∆Xk−1 +Bd∆Uk−1 +∆Wk (2.12)

ek = CdAd∆Xk−1 + CdBd∆Uk−1 + ek−1 + Cd∆Wk (2.13)

Xk = Xk−1 +∆Xk (2.14)

Uk = Uk−1 +∆Uk (2.15)

where ∆U is the control increment.

Remark 2.2. Since a linearized model from a nonlinear system is utilized, Xk is the state deviation

by definition and ∆Xk is the increment of Xk at each timestamp. In fact, ∆Xk is the increment

of the real system state xk at the same time. By definition, ∆Wk = Wk − Wk−1, it is clear that

the time-invariant part of Wk (from the model mismatch) will have no impact on the incremental

model. However, the time-varying part of Wk (from the changing dynamics) in R2R processes

invokes us to design a control algorithm that can robustly deal with the disturbances.

Remark 2.3. In the case where Cd is an identity matrix, Eq. (2.14) is actually the sum of Eqs.

(2.12) and (2.13). This means that ek has the same physical meaning as Xk, which gives ek =

∆XT
k + XT

k−1. Therefore, Xext
k is degenerated to Xext

k = [∆XT
k, eT

k,U
T
k−1]

T and Eq. (2.14) can be

relaxed.

The advantage of using this incremental model is twofold. On the one hand, including

the state increments is similar to adding an integral action to a proportional controller, which helps

cancel out the steady state offset. On the other hand, the explicit expression of ∆X and ∆U enables

the operators to enforce constraints on motor acceleration, which will be discussed in Section 2.3.

To summarize, the augmented discrete-time state space model becomes:

Xext
k+1 = Aext

d Xext
k +Bext

d ∆Uk +Bext
w ∆Wk

Yext
k = Cext

d Xext
k

(2.16)
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where Aext
d =


Ad 0 0

CdAd Inx×nx 0

0 0 Inu×nu

, Bext
d =


Bd

CdBd

Inu×nu

, Cext
d =

[
0 Cd 0

]
, Bext

w =

[
Inx×nx Cd 0

]T
, YT

k is the observation of the extended state. Note that the scheduling of Aext
d

and Bext
d follows a similar expression to Eq. (2.9).

It has been demonstrated that the model (2.16) is derived by linearizing the nonlinear model

around an operating point, followed by essentially a transformation of coordinate technique. It will

be embedded into a robust LPV-MPC formulation to achieve high-precision tension tracking.

2.3 Control Design

The ultimate goal is to design a robust MPC controller that can 1) achieve accurate

control of process characteristics (i.e., tension and speed); 2) enforce system constraints; and 3)

demonstrate good performance when parametric uncertainties exist. To this end, we first introduce

a standard MPC formulation and then put forward the full-scale MPC design that includes the

incremental model and parameter scheduling.

2.3.1 Constrained Linear-quadratic (LQ) MPC

A standard constrained LQ-MPC is formulated based on the nominal counterpart of Eq.

(2.10). In the following, X̃ and Ũ are used instead of X and U to represent the state and control

inputs corresponding to a nominal model. Without loss of generality, assume that a R2R system

is running at the kth time stamp. A model predictive controller will predict the system’s behavior

for n future time steps. An optimal sequence of planned control inputs is decided by solving the

following optimization problem:
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min
uk,...,uk+n

Jn =
k+n−1∑
i=k

(
X̃T

iQX̃i + ŨT
iRŨi

)
+ X̃T

k+nP X̃k+n

subject to X̃i+1 = AdX̃i +BdŨi

X̃k is given as the initial condition

X̃i+1 ∈ X

Ũi ∈ U

(2.17)

where Jn is the cost function, R ∈ Rnu×nu is a positive definite weighting matrix, Q ∈ Rnx×nx ,

P ∈ Rnx×nx are positive semidefinite weighting matrices, and X and U are compact admissible

sets for states and control inputs, respectively. One can obtain a planned control sequence Ũ∗
=[

Ũk, Ũk+1, . . . , Ũk+n−1

]T
by solving the quadratic programming problem (2.17). The first move

in this stacked control sequence is selected to be the optimal inputs to the system at time stamp k.

Therefore, the control law follows:

ŨMPC =

[
Inu×nu 0 . . . 0

]
Ũ∗

ũk = ur + ŨMPC

(2.18)

Where ur are the reference control inputs at steady state and ũk are the control inputs that are

applied to the actual R2R system.

In formulation (2.17),Q andR penalize states and control inputs, whereas P is the terminal

penalty for regulating the final state of the system. If the pair (Ad, Bd) is stabilizable, a symmetric

matrix P∞ can be calculated to replace P for the terminal penalty. P∞ helps one find the optimal

feedback gain that stabilizes the system. Expression of P∞ can be obtained by solving the discrete

algebraic Riccati equation (DARE) [56]:

P∞ = Q+ AT
dP∞Ad − AT

dP∞Bd

(
R +BT

dP∞Bd

)−1
BT

dP∞Ad (2.19)

Remark 2.4. Using P∞ as the terminal cost means that the MPC law in Eq. (2.18) will converge
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to the control law given by an infinite horizon Linear Quadratic Regulator (LQR), when no

constraints are violated.

Two types of constraints are introduced to this formulation. X̃i ∈ X indicates that substrate

tension and transport speed, as the states of the dynamical system, should not exceed the boundaries

that operators demand. Similarly, Ũi ∈ U sets hard constraints on the motor torque.

The third constraint type that needs to be considered is the changing rate of the motor

torque, saying ∆Ui. In sheet metal rolling processes (e.g., [57]), the rollers are designed with

large inertia, and they cannot instantly respond to control commands. Therefore, high-frequency

control commands will be filtered for those rollers during operations. Regulating the control rates

beforehand becomes an essential step in such scenarios. However, constraints on control rates

are not introduced to (2.17) because they are not explicitly monitored. In the following section,

applying the incremental model will enable this action.

2.3.2 Robust LPV-MPC

The predicted state evolution obtained by the standard MPC (2.17) may differ from the real

system behavior because it does not have the disturbance information. To counter the disturbances

in R2R processes, we present a robust LPV-MPC formulation such that the system states are

guaranteed to evolve within a safe region under bounded disturbances. This design follows that

of a tube-based MPC. A tube is a small range of states surrounding the nominal set points. Based

on invariant set theory [58], a tube-based MPC develops tightened constraint sets to guarantee

constraint fulfillment under every admissible disturbance. Since tube-based MPC has been widely

discussed in the literature, one can refer to [51, 52] for detailed information. In our approach, the

tube-based MPC formulation is combined with the incremental model to mitigate the conservatism

of this robust control method.

The development of the proposed LPV-MPC outlined in the following consists of three

steps: 1) tighten the system constraints so that the system is stabilized under bounded disturbances;

2) integrate the incremental model to the MPC formulation; and 3) schedule the system matrices
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based on the measurement of roller radius.

The tightened constraints are first computed for the incremental system (2.16), then

transformed to the equivalent ones for system (2.10). Assume that a time-varying disturbance

Wk ∈ W is bounded but unknown, then a MPC can only use nominal states (undisturbed) to

predict the system behavior. The nominal model of (2.16) is:

X̃ext
k+1 = Aext

d X̃ext
k +Bext

d ∆Ũk (2.20)

where X̃ext
k is the nominal state. ∆Ũk is the nominal control increment. The difference between the

nominal and the real state is defined as

dk = Xext
k − X̃ext

k (2.21)

The task is to eliminate the offset dk between the prediction by MPC and the real system response.

Therefore, the actual control increment applied to the system should be:

∆Uk = ∆Ũk +Kpdk (2.22)

where Kpdk is called a state feedback term. Assume that there exists a priori gain Kp such that

(Aext
d −Bext

d Kp) is Schur, then the evolution of dk is bounded and given by

dk+1 = (Aext
d −Bext

d Kp) dk +Bext
w ∆Wk (2.23)

At time instance k, a robust positive invariant set that contains all possible dk, together with the

disturbances Wk−1, can be computed. The evolution of Dk is determined as follows [55]
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(dk,Wk−1) ∈ Dk =

 Bext
w

Inx×nx

W

(dk+i,Wk+i−1) ∈ Dk+i = Dk+i−1 ⊕


Aext

d −Bext
d Kp −Bext

w

0 0




i  Bext
w

Inx×nx

W, i = 1, 2, . . .

(2.24)

Where⊕ defines the Minkowski sum of two sets X and Y with X⊕Y = {x+y|x ∈ X, y ∈ Y}. The

term


Aext

d −Bext
d Kp −Bext

w

0 0




i  Bext
w

Inx×nx

W vanishes as it propagates over time, and Dk+i

will finally converge to the minimal robust positive invariant set D∞. It is possible to approximate

D∞ within finite time, as shown in [58]. The following proposition states that control law (2.22)

keeps the real disturbed state Xext
k close to the nominal state X̃ext

k .

Proposition 2.1. [52] Suppose D∞ is disturbance invariant for system (2.16). If (dk,W∞) and

control law (2.22) is applied, then for all Wk+i ∈ W, it holds that (Xext
k+1,Wk+i−1) ∈ (X̃ext

k+i, 0) ⊕

D∞, for i ≥ 0.

Note that D∞ is the minimal robust positive invariant set that acts on the constraints for the

extended states X̃ext
k . An equivalent invariant set for X and U needs to be derived, such that one

can give direct constraint commands on motor torques in real practice. The conversion is derived

based on the following proposition.

Proposition 2.2. In view of Remark 3, the conversion between the models (2.10) and (2.16) gives:


∆Xk

ek

Uk−1

 =


Ad − Inx×nx Bd

Ad Bd

0 Inu×nu


︸ ︷︷ ︸

Σ1

Xk−1

Uk−1

+


Inx×nx

Inu×nu

0


︸ ︷︷ ︸

Σ2

Wk−1 (2.25)

Usually, Σ1 is a non-square matrix in R2R systems. Assume that rank (Σ1) = nx + nu,
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then denote the left inverse of Σ1 as Σ−1
1 , and the following equations hold:

 X̃k

Ũk−1

 =

Ad Bd

0 Inu×nu

Σ−1
1 X̃ext

k (2.26)

 Xk

Uk−1

 =

Ad Bd

0 Inu×nu

Σ−1
1 Xext

k +


Inx×nx

0

−
Ad Bd

0 Inu×nu

Σ−1
1 Σ2

Wk−1 (2.27)

Proof. The proof follows similar steps as shown in [55], but specific modifications are made

according to the incremental model that is defined in (2.16). From (2.10), one can obtain the

following:  Xk

Uk−1

 =

Ad Bd

0 Inu×nu


Xk−1

Uk−1

+

Inx×nx

0

Wk−1 (2.28)

By (2.25), we have

Xk−1

Uk−1

 = Σ−1
1 (Xext

k − Σ2Wk−1), which is then plugged into Eq. (2.28) to

obtain Eq. (2.27). Similar procedures can be taken to derive Eq. (2.26).

We denote CX =

Ad Bd

0 Inu×nu

Σ−1
1 and CW =


Inx×nx

0

−
Ad Bd

0 Inu×nu

Σ−1
1 Σ2

.

From Eqs. (2.26)-(2.27), the state and control input of model (2.10) can be written in terms of the

state of the incremental model (2.16):

 Xk − X̃k

Uk−1 − Ũk−1

 =

[
CX CW

]Xext
k − X̃ext

k

Wk−1

 (2.29)

Combining with (2.24), the tightened constraints on states and control inputs can be expressed as:

 X̃k

Ũk−1

 ∈ (X × U)⊖
[
CX CW

]
D∞ (2.30)
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where⊖ is the Pontryagin difference of two sets X and Y defined by X⊖Y = {x|x+ y ∈ X,∀y ∈

Y}.

Applying control law (2.22) and the tightened constraints (2.30) enables the controller to

predict the system behavior using a nominal model while robustly fulfilling the constraints for

any disturbance Wk ∈ W. Now, we consider the selection of the disturbance bounds W. One

can choose a large W so that it contains disturbances from model mismatch and time-varying

dynamics. However, a large W will lead to conservative control performance. We alternatively

choose a W so that it only covers a specific range of time-varying disturbances, while the model

mismatch is handled by the incremental model.

Introducing the incremental model and the tightened constraints, the formulation of the

MPC problem with a prediction horizon of n becomes:

min
∆Uk,...,∆Uk+n

Jn =
k+n−1∑
i=k

((
X̃ext

i

)T
QextX̃ext

i +∆ŨT
iR

ext∆Ũi

)
+
(

X̃ext
k+n

)T
P extX̃ext

k+n

subject to X̃ext
i+1 = Aext

d X̃ext
i +Bext

d ∆Ũi

∆X̃i = X̃i − X̃i−1

∆Ũi = Ũi − Ũi−1X̃i+1

Ũi

 ∈ (X × U)⊖
[
CX CW

]
D∞

(2.31)

where Qext, Rext and P ext are penalty matrices for states, control inputs and terminal states,

respectively. Considering that this MPC aims to eliminate the tension tracking error, only ek needs

to be penalized in X̃ext
k . Therefore, Qext is designed in the following form

Qext =


0 0 0

0 Qe 0

0 0 0

 (2.32)
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where Qe is a positive definite penalty matrix for ek. Based on Qext and Rext, the terminal penalty

P ext can be obtained to stabilize the nominal system, as shown in [49].

Controller (2.22) with (2.31) can robustly stabilize a R2R system within a specific time

window based on the selection of the disturbance bound. To update the system model, one needs

to monitor the in-situ radius of the unwind and rewind rollers, which can be achieved by adding

reflective laser sensors next to the rollers. When a sensor-free condition is required, the radius of a

material roll can be estimated through integral:

Ṙ0(t) ≈ −
hsv0(t)

2πR0(t)
(2.33)

J0(t) = J0(0)−
π

2
bsρs

(
R4

0(0)−R4
0(t)
)

(2.34)

The radius and inertia of the unwind roll RN(t), JN(t) can be estimated similarly. Based on Eqs.

(2.33)-(2.34) one can decide the best fit of the system using scheduled system matrices in (2.9).

In our implementation, a Kronecker delta function is used to define the scheduling parameter λj .

Assume the system is working within operating region i, which gives:

λj =


0, j ̸= i

1, j = i

(2.35)

Then Aext
d , Bext

d and the tightened constraints need to be updated accordingly. Note that Eq.

(2.35) reveals a simple switching control strategy where variations in Aext
d , Bext

d are considered

as disturbances.

Eqs. (2.31)-(2.35) give the full-scale formulation of the robust LPV-MPC method. The

proposed LPV-MPC can be reduced into a quadratic programming (QP) problem and solved using

the gradient projection method [59].

A solution to the corresponding QP is precisely the sequence of optimal control increments

at the kth time step, denoted as ∆Ũ∗
(Xext

k ) =
[
∆Ũ∗

k,∆Ũ∗
k+1, . . . ,∆Ũ∗

k+n

]
. The robust control law
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is given by

∆UMPC = ∆Ũ∗
k (2.36)

Since ∆UMPC results from an incremental model, the actual control inputs that should be applied

to the system follow an incremental summation

uk = ur + Uk−1 +∆UMPC +Kp(Xext
k − X̃ext

k ) (2.37)

Note that the four terms at the right-hand side can be distinguished into three parts: ur is the

control input that maintains the system at steady state; Uk−1 + ∆UMPC is the nominal control

obtained by solving (2.31); Kp(Xext
k − X̃ext

k ) is a state feedback term compensating for the error

between predicted and real system states. By expression (2.37), one will notice that Xext
k is the

state from the real dynamic system, which can be noisy. A state observer in company with the

proposed control algorithm is critical to ensure the control performance under potential process

and measurement noises. A Kalman filter based on the augmented state space model in Eq. (2.16)

serves as the state observer in our implementation. The Kalman filter updates the estimation of

Xext
k following:

X̂
ext
k|k = X̂

ext
k|k−1 +Kf

(
Yext
k − Cext

d X̂
ext
k|k−1

)
(2.38)

where X̂
ext
k|k is the estimation of the Xext

k given sensor measurements, X̂
ext
k|k−1 is the estimation of

the state from model (2.16). Kf is the Kalman gain decided based on Aext
d and Bext

d , which are

computed from the polytopic representation (2.9). For detailed implementation of the LPV Kalman

filter, one can refer to [60]. Therefore, the control law (2.37) becomes

uk = ur + Uk−1 +∆UMPC +Kp(X̂
ext
k|k − X̃ext

k ) (2.39)

The following lemma defines the choice of Kp.

Lemma 2.1. [61] Consider the augmented system (2.16) and the switching law (2.35), if there
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exist matrices Y,G > 0, such that

 G
(
Aext

j G+Bext
j Y

)T

Aext
j G+Bext

j Y G

 > 0, ∀j ∈ [i, i+ 1], i ∈ [1, p− 1] (2.40)

Where [Aext
j , B

ext
j ] are vertices derived from [Aj, Bj] in Eq. (2.9).

Then the control gain Kp = −Y G−1 guarantees the stability of the error system

(
X̂

ext
k+1|k+1 − X̃ext

k+1

)
=
(
Aext

j −Bext
j Kp

) (
X̂

ext
k|k − X̃ext

k

)
+Bext

w ∆Wk (2.41)

Note that we enforce the inequality (2.40) to be valid for any pairs of adjacent operating regions.

Based on Lemma 2.1, the robust stability of the augmented system is proved as follows.

Theorem 2.1. Consider the augmented system (2.16) with bounded disturbance Wk ∈W. Denote

d̂k = X̂
ext
k|k − X̃ext

k . Assume that the initial state at time stamp k :
(

d̂k,Wk−1

)
∈ D∞, with the MPC

control law (2.36), the Kalman filter gain Kf , and the choice of control gain (2.40), the robust

stability of the system is guaranteed.

Proof. Lyapunov function of the error system (2.41) is defined as V (d̂k) = d̂
T

kG
−1d̂k. Plug in

Kp = −Y G−1 and by Schur complements, inequality (2.40) gives

(
Aext

j G−Bext
j KpG

)T
G−1

(
Aext

j G+Bext
j KpG

)
< G (2.42)

Multiply G−1 on both sides gives
(
Aext

j −Bext
j Kp

)T
G−1

(
Aext

j −Bext
j Kp

)
< G−1. Therefore,

V (d̂k+1) − V (d̂k) = V
((
Aext

j −Bext
j Kp

)
d̂k

)
− V (d̂k) < 0. The stability of (2.41) is proved.

Rewrite (2.41) into the polytopic form:

d̂k+1 =
(
Aext

d −Bext
d Kp

)
d̂k =

p∑
j=1

λj
(
Aext

j −Bext
j Kp

)
d̂k (2.43)

Since we enforce (2.40) for all adjacent pairs of vertices in Ω, stability is guaranteed for all points
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within the corresponding adjacent operating regions. Solving formulation (2.31) gives the nominal

control law that stabilizes the nominal system, ensuring the nominal state converges to the set point.

Based on proposition (2.1), Kp guarantees the actual states of system (2.16) with disturbances are

limited within a tube whose center is the nominal state. This provides that the actual state converges

to a bounded set that surrounds the set points, and robust local stability is proved.

In real practice, obtaining D∞ for high-dimensional systems is computationally expensive.

Therefore, we compute the tubes only at the subsystems where the time-varying disturbances are

severe. One can refer to [62] to find a rigorous design of a decentralized version of Kp. The

implementation procedure of the proposed LPV-MPC is summarized as follows. The algorithm is

run for T time steps with a model update scheduled every τ steps.

Algorithm 1 Pseudo code of the proposed LPV-MPC.
Require: Process parameters; Designed matrices Q,R; Admissible sets X ,U ; Disturbance bound

W
1: Solve Aext

d , Bext
d , Cext

d , Qext, Rext, P ext,ur

2: Solve Kp, CX , CW ,D∞
3: Solve reduced constraints (X × U)⊖ [CX CW ]D∞
4: U0 ← 0
5: while k < T do
6: if R0 = scheduled Rj then
7: Update Aext

d , Bext
d and parameters in lines 1, 2, 3

8: end if
9: Solve MPC to get ∆UMPC , X̃

ext
k

10: Solve Kalman filter to get Kf , X̂
ext
k|k

11: uk ← ur +Uk−1 +∆UMPC +Kp(X̂
ext
k|k − X̃ext

k )
12: Uk ← Uk−1 +∆UMPC

13: end while

2.4 Case Study

A simulation study is conducted to demonstrate the effectiveness of the proposed LPV-

MPC. The parameters used for building the simulation are identified from a high-precision

laboratory R2R setup, as shown in Figure 2.2.
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Figure 2.2: Cross-sectional schematic of a R2R deposition system. A tension sensor is used to
replace one of the passive rollers.

The setup includes two active rollers: an unwind roller and a rewind roller. The R2R

process installed within a vacuum chamber is used for patterning organic light emitting devices.

Unlike the gravure printing systems discussed in Section 2.2, this prototype R2R equipment is

designed to perform vapor phase deposition of materials. Therefore, there are no active rollers

comprised in the processing stages. More details about its operational modes are found in [5]. A

complete run-through of the deposition process is performed to collect unwind speed v0, rewind

speed v1, tension t1, unwind torque u0 and rewind torque u1. The dataset is then fed into a white-

box model (2.44) to identify system parameters.


v̇0

ṫ1

v̇1

 =


a11

R2
0

J0
0

t0−AE
L1

−vr1
L1

AE−tr1
L1

0 −R2
1

J1
a33



v0

t1

v1

+


−n0R0

J0
0

0 0

0 n1R1

J1


u0
u1

 (2.44)

Where a11 = −hsvr0
πJ0

(
J0
R2

0
− 2πρsbsR

2
0

)
and a33 = hsvr1

πJ1

(
J1
R2

1
− 2πρsbsR

2
1

)
. Measured process

characteristics and the corresponding predictions from the simulated model are plotted in Figure

2.3. It can be observed that the whole system is in a static condition at the beginning, and the

process proceeds to start from 12 s. The PLC first commands impulse speed signals to the motors
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so that the substrate is tightened. An overshoot in tension can be noticed during this tightening

operation. Then the tension is reduced to 33 N to follow the target value as the substrate moves

at a steady speed of 1 cm/s. One can observe from Figure 2.3 that predicting the transient speed

dynamics is relatively difficult. This is because our model primarily focuses on describing the

tension-speed relationship and is not integrated with an explicit representation to discern the

dynamics within an AC servo motor. Despite the limitations, model (2.44) can precisely capture

the tension dynamics of the R2R system.

Figure 2.3: Substrate tension is designed to be 33 N, and transport speed is 1 cm/s. The substrate
is first tightened at 12 s and then relaxed to the target tension value. The substrate starts to move at
15 s.

2.4.1 Simulation Setup

The experimental setup consists of only two active rollers and one tension section, which

represents a single-span R2R system. However, it’s worth noting that the proposed controller can

be applied to multi-span R2R systems. To demonstrate its performance more comprehensively,
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the identified parameters were extended to a five-active-roller, four-span R2R system, as shown in

Figure 2.4.

Figure 2.4: A R2R system with five active rollers.

It is assumed that the normal operation condition requires the transport speed to be 1 cm/s

(same as the high-precision R2R setup in Figure 2.2). Substrate tensions in the four substrate spans

are designed to be tr1 = 28 N, tr2 = 30 N, tr3 = 36 N, tr4 = 38 N, for easier visualization. As for

the constraints, the rated motor torque is constrained between −1.3 Nm and 1.3 Nm, and torque

increment is constrained between −5 Nm/s and 5 Nm/s. In addition, tensions are constrained

within ±10% from their set point values. Other nominal values used in the simulation include

ρs = 700 kg/m3, bs = 0.12 m, hs = 1 × 10−4 m, E = 200 MPa, R0 = 0.19 m, R1 = R2 =

R3 = R4 = 0.05 m, J0 = 0.150 kg ·m2, J1 = J2 = J3 = J4 = 0.091 kg ·m2, bf0 = bf1 = bf2 =

bf3 = 5 × 10−3, bf4 = 4.5 × 10−3, L1 = L2 = L3 = L4 = 0.89 m, n0 = 6, n4 = 2, n1 = n2 =

n3 = 1. Inertia and radius of the passive rollers are Jp = 0.091 kg · m2 and Rp = 0.05 m. The

system is separated into five stages where nine variables need to be controlled. That includes Xk =

[V0, T1, V1, T2, V2, T3, V3, T4, V4]
T
k , and accordingly, Uk = [U0, U1, U2, U3, U4]

T
k .

The system dynamics is simulated by using the continuous-time nonlinear models (2.1)-

(2.7) solved by the ode45 function in MATLAB, with the sampling time being Ts = 10 ms. The

proposed robust LPV-MPC controller generates control inputs every 100 ms. A standard zero-

order hold is applied on the control inputs in the following 100 ms time interval. To balance the
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trade-off between computational efficiency and closed-loop performance, the prediction horizon is

decided to be n = 5 in our use case. A block diagram in Figure 2.5 illustrates the implementation

strategy of the robust MPC. A decentralized PI (DPI) controller and an H∞ tension controller are

implemented for benchmark comparison. It is assumed that the PI controllers and H∞ controller

are computationally efficient. Therefore, they can respond to the system dynamics in real time by

generating control inputs every 10 ms.

Figure 2.5: Control diagram with the proposed robust LPV-MPC.

To comprehensively test the proposed MPC, the simulation covers three different scenarios:

1. Change of set points: Local tension and speed responses of the R2R system are investigated

when their corresponding set points are changed.

2. Robustness to a model mismatch: The same reference trajectories as Case 1 are used.

However, random parametric errors in Young’s Modulus and roller inertia are introduced

as constant disturbances.

3. Robustness to time-varying dynamics: The R2R system is run for a longer time window,

where roller radius and inertia change continuously.

2.4.2 Computation of the Tightened Constraint Set

The time-varying disturbances in R2R processes primarily arise from the change in the

wind and unwind roller radius and inertia during substrate deployment. Therefore, the tightened
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constraint sets are computed based on disturbances that are related to R0, J0, R4, J4. In fact, the

disturbances affect four states, including v0, t1, t4, v4. The system matrices are updated every

1500 s, and a disturbance bound of |Wk| ≤
[
0.0004 0.0168 0.1065 0.0007

]T
is introduced

to v0, t1, t4, v4 within the [0, 1500] time window. Following Eq. (2.30), the constraint sets on motor

torques u0 and u4 are tightened to be −1.2981 ≤ u0 ≤ 1.2981 and −1.2475 ≤ u4 ≤ 1.2475,

as shown in Figure 2.6. For R2R systems that are operated under a higher velocity, updates on

system parameters need to be at an increased rate, and disturbance bounds should be computed

accordingly. It turns out that the rewind roller experiences more severe disturbances than the

unwind roller in the simulated scenario. This is because the radius R4 changes rapidly at the

beginning of the process.

Figure 2.6: Tightened constraint sets on u0 and u4.

2.4.3 Change of Set Points

In the simulation, the reference speed increases by 1 cm/s at 5 s and decreases back to

normal at 20 s. The reference tension at tr2 increases by 3 N at 30 s and decreases back to normal
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at 45 s. Comparison is conducted between a conventional DPI controller, an H∞ controller and

the proposed LPV-MPC. The robust LPV-MPC can explicitly consider the pre-defined constraints

when generating control inputs. To enforce the constraints to the benchmarks, a set of saturation

conditions are added to filter the control inputs generated by the DPI controller and H∞ controller.

Simulation results are illustrated in Figure 2.7 through Figure 2.10.

Figure 2.7: Speed responses under change of set points.

It is showcased in Figure 2.7 that the MPC features a faster response to speed change where

the speed response is stabilized within 1.2 s, in contrast to the 2.5 s from the DPI controller and

1.6 s from theH∞ controller. Figure 2.8 shows that theH∞ controller achieves the fastest response

to the commanded tension change. Both benchmarks undergo noticeable process fluctuations

during the test. At around 5 s, minor fluctuations happen in the speed responses of the two

benchmarks, which further cause severe swings in the tension responses. Additionally, change

of set point command in the DPI and H∞ system will lead to unexpected speed and tension

fluctuations at all stages. Such unsatisfying performance is due to two reasons. Firstly, the

benchmark algorithms cannot treat the constraints well. The motors do not properly execute the
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Figure 2.8: Tension responses under change of set points. DPI and H∞ controller experienced
large tension variation due to control input saturation.

Figure 2.9: Constrained control inputs under change of set points by the MPC. The shaded area
indicates the reduced control constraint of u4.
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control inputs computed by the controller due to the saturation conditions. Secondly, the DPI and

H∞ controllers cannot fully eliminate the strong coupling between stages. The proposed MPC

algorithm can actively consider the process constraints and plan for the optimal control behavior

for all stages. In Figure 2.9, the shaded area illustrates the reduction in the control limit for u4

for the robust MPC. It is observed that the control inputs from the MPC are well-bounded within

limits. Our MPC algorithm effectively reduces the risk of losing performance during operations.

We introduced a 5% Gaussian process noise to the system to demonstrate the MPC

performance in a noisy environment in manufacturing facilities. The Kalman filter is used to

observe the actual system state from the noisy signals. Figure 2.10 demonstrates that our proposed

MPC can track the set points closely despite process noises.

Figure 2.10: System responses and control inputs at stage 2 when 5% process noise is introduced
to the system.

2.4.4 Robustness to Model Uncertainty

The robust MPC (2.31) shows fast responses to the change of set points while enforcing
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Figure 2.11: Tension response at stage 2 when a standard MPC formulation is applied, and model
mismatches exist.

the constraints. An important question that remains to be answered is whether similar performance

can be achieved when model mismatches exist. Figure 2.11 shows a case where random errors are

introduced to the system parameters in a standard MPC formulation using (2.17). Offsets between

the tension reference and actual system responses can be noticed.

A roller’s moment of inertia can be easily over or under-estimated in a R2R process.

Young’s modulus of a substrate is also a varying property because of the change in the strength of

the printed material. We consider scenarios where random errors of ±20% in roller inertia, Ji, and

±30% in Young’s Modulus, E, exist in the system identification phase. The exact change of set

points conditions is used as in Case 1. Simulation results from Figure 2.12 and Figure 2.13 show

that the proposed MPC controller can achieve zero-offset tracking of tension and speed references

in the presence of parametric uncertainties. The parametric uncertainties will mainly lead to errors

in predicting the system response, thus causing offsets in tracking references. The incremental

model built in the proposed MPC framework helps monitor the accumulation of such offset errors

and compensate for them in real time. Therefore, the proposed MPC has better robustness to model
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Figure 2.12: System responses and control inputs at stage 2 when rollers’ moment of inertia
incorporates ±20% random errors.

uncertainties than the standard MPC controller.

2.4.5 Robustness to Time-varying Dynamics

The performance of controllers in the long run is always of interest in R2R processes, but

it is rarely studied in the literature. In this case study, we conducted simulations for a duration of

6000 s. The results of the simulation demonstrate that the system undergoes significant changes in

dynamics during this period, which can lead to a degradation in the performance of conventional

tension controllers. After the long run, R0 reduces from 0.190 m to 0.184 m;R4 increases from

0.050 m to 0.067 m; J0 reduces from 0.150 kg ·m2 to 0.132 kg ·m2; J4 increases from 0.091 kg ·m2

to 0.094 kg ·m2. The blue curves in Figure 2.14 reveal the drift when a standard MPC controller

cannot adapt to the changing dynamics.

We implemented a linear time-varying robust MPC algorithm proposed by P. Bumroongsri

[53] as a benchmark. From the green curves, we deduce that the state feedback mechanism
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Figure 2.13: System responses and control inputs at stage 2 when Young’s modulus of substrates
incorporate ±30% random errors.

designed in the conventional robust MPC framework greatly reduces tracking errors. However,

minor drifting phenomena still exist because we schedule a model update every 1500 s, less

frequently than required in [53]. Without frequent model updates, the benchmark algorithm will

have wrong estimations of the reference control input ur, which is among the root causes of the

drifting. With the help of the incremental model and the state feedback control, our controller

takes incremental steps to approach an appropriate control input that eliminates the tracking

error. Hence, the proposed LPV-MPC performs better than the conventional robust MPCs in

R2R applications. It shows good robustness to time-varying disturbances and strong capability

in tracking piecewise constant tension references.

2.5 Conclusion of the Chapter

The chapter presents a robust LPV-MPC strategy for accurate tension tracking in high-

precision R2R processes [49, 63]. Simulation studies demonstrate that the proposed controller
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Figure 2.14: The tension drift happens when a standard MPC is employed. The test is run at the
same setpoint as in Case 1, with a change of setpoint commanded at 3000 s.

achieves good performance while enforcing essential system constraints. This tension controller

can improve the reliability of a wide range of R2R systems, thereby establishing a solid foundation

for future research. The following conclusions are drawn based on the analytical work and

simulation case studies:

1. System feasibility-oriented constraints should be taken into account when designing con-

trollers. Failing to meet the constraints will lead to control input saturation and cause the

controller performance to degrade. The proposed controller is designed based on a discrete-

time linearized model of R2R systems. The controller can achieve fast responses when a

change of setpoint is commanded. Constraints can be well enforced during operations.

2. Discrepancies between the nominal model and the actual system can degrade the perfor-

mance of a standard MPC. This incremental implementation of the MPC is less vulnerable

to model uncertainties. It can stabilize the system and achieve offset-free tension tracking.

3. The proposed controller can compensate for the time-varying disturbances caused by the
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changing dynamics in R2R processes. The disturbance bound within a certain time window

is computed. Parameter scheduling is applied in the controller design and proved to be

helpful in long-term runs.

There are several limitations of the work presented in this chapter that need to be consid-

ered. Firstly, the proposed method focuses on improving the controller’s tracking performance

rather than disturbance rejection performance. This means that it may not perform as well

as benchmark methods when dealing with fast impulse-like disturbances. However, the strong

tracking capability of the proposed method enables the controller to closely follow the set

point from higher-level commands. To further enhance the overall control performance, it may

be preferable to integrate the proposed controller with a supervisory controller, which will be

presented in Chapter 4.

Secondly, the proposed method requires offline computation of the constraint sets, as

mentioned in Section 2.4.2. In this work, the computation was simplified to only focus on the

unwinding and rewinding parts of an R2R production line. However, readers may want to explore

the possibility of applying this method to higher-dimensional systems. It may be possible to

approximate the actual constraint set to enable faster computation, as described in [64].

Finally, this chapter conducted a simulation study to demonstrate the proof-of-concept of

the proposed method. To fully validate its performance and applicability, future work should

consider extending the proposed control scheme to large-scale R2R systems and conducting

physical experiments.
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CHAPTER 3

Control Barrier Functionals for Safety-critical

Control of Registration Accuracy in Roll-to-Roll

Printing Systems

In the previous chapter, a process control algorithm is developed to achieve accurate

tension control in various R2R processes, including coating, printing, laminating, and slitting. The

implementation of tension control in these processes offers numerous benefits, such as improved

production efficiency, enhanced process stability, and reduced material waste. However, for the

fabrication of flexible thin-film devices, tension control alone is not sufficient to meet the stringent

requirements. Another crucial aspect that poses challenges to R2R processes is registration

accuracy. Precise registration is essential for aligning multiple layers on a moving substrate

and ensuring high-quality printed patterns. Registration errors can result in misaligned patterns,

disconnected printing, and device malfunction. Overcoming these challenges is critical for the

successful adoption of high-speed R2R printing processes in flexible electronics fabrication. In

light of this, this chapter will focus on addressing the issue of registration accuracy, paving the

way for wider adoption of R2R processes in the production of thin-film devices.

3.1 Introduction

The manufacturing of thin-film devices plays a vital role in various industries, ranging
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from electronics to renewable energy. Currently, the predominant approach for producing these

devices is the sheet-to-sheet (S2S) method, which offers high precision during the fabrication

process. However, as the demand for high-volume production increases, there is a growing

interest in adopting roll-to-roll (R2R) methods due to their potential for high-speed and continuous

manufacturing. While R2R processes have shown promise in terms of scalability and efficiency,

one critical aspect that requires improvement is registration accuracy. Registration accuracy refers

to the precise alignment of multiple layers in the printing process, ensuring the desired pattern is

consistently reproduced. R2R methods face challenges in attaining the same level of registration

accuracy compared to S2S methods. Overcoming this hurdle is crucial to enable the successful

transition from S2S to R2R manufacturing for thin-film devices.

Registration errors in R2R processes can be influenced by several factors inherent to

the system dynamics. These factors include variations in substrate tension, fluctuations in

transport velocity, substrate strain arising from material properties or process conditions, mis-

synchronization of printing or processing equipment, inaccuracies in guiding and positioning

systems, and thermal expansion or contraction of materials, among others [65]. It is important

to note that registration error measures the misalignment between a given layer and previously

printed layers that are “in the past” in terms of the printing sequence. Consequently, modeling and

control of registration errors necessitate the consideration of the inherent time delays associated

with the process.

In the context of registration accuracy in Roll-to-Roll (R2R) processes, moving direction

(MD in short, or machine direction in some literature) registration has received more attention

compared to lateral direction registration. This focus is primarily due to the significant impact

of MD registration on the functionality and performance of the final product, as well as the

challenges associated with designing effective control strategies for MD registration in dynamic

R2R processes.

Over the past decades, researchers have dedicated significant efforts to developing

mathematical models that aim to understand and quantify the generation of MD registration errors.
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Yoshida et al. proposed a model that utilized substrate strain variation and line moving speed

to estimate MD registration errors [66, 67]. Based on this model, nonlinear control laws were

designed to compensate for registration errors in real-time. The algorithm was thoroughly validated

through simulations and experiments, demonstrating its reliability. Building upon Yoshida’s work,

Liu et al. and Kang et al. refined the MD registration model and employed perturbation methods to

derive a linearized model that facilitated the design of registration controllers [68, 69]. In another

study by Seshadri et al., a comprehensive model was proposed that incorporated the dynamics of

a compensator roller, enabling the extension of the model to a wider range of operating conditions

[65]. These physics-based models provided valuable insights and advantages in the design of

registration controllers. However, they often focused on specific process fluctuations while

neglecting minor disturbances that could also affect registration accuracy. To complement this

limitation, Lee et al. studied thermal effects on registration characteristics in [70]. Furthermore,

a data-driven modeling algorithm was introduced in a recent work by Shah et al. in [71], which

aimed to better accommodate unconsidered issues by leveraging data-driven techniques.

With an understanding of the factors contributing to registration errors in R2R processes

and the development of mathematical models to quantify them, researchers have developed control

algorithms to compensate for registration inaccuracies. Notably, nonlinear control schemes

based on Lyapunov stability analysis were proposed in [67, 72] to mitigate registration errors.

However, these algorithms were designed based on the analysis of single-span systems, which

might not provide the optimal performance when multiple printing stages were involved. A

decentralized control scheme was proposed in [73] to handle multi-span systems. It is important

to note that registration errors can be influenced not only by random process fluctuations, but

also by the actions of tension and registration controllers themselves. This is attributed to the

interconnected nature of R2R printing systems, where compensating for local process fluctuations

can inadvertently introduce disturbances to other stages. Therefore, controllers were designed to

decouple the behavior of different printing sections in [74, 75]. Since the interstage couplings

in R2R systems were complicated, Liu et al. proposed an active disturbance rejection controller
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to estimate and eliminate the coupling in real time [76]. Another approach to achieve effective

decoupling of subsystems is to design model predictive controllers based on data-driven models

of the system, as demonstrated in [71]. Despite the recent advancements in registration control

algorithms, the performance of R2R printing processes still falls short of standards in the

semiconductor industry, as reviewed in [77]. Therefore, there is ongoing research that aims to

improve the registration accuracy of large-scale multistage R2R printing systems.

Extensive research, as demonstrated in [46], showed that variations in substrate tension

significantly contribute to registration errors in R2R processes. Consequently, most existing

registration control schemes aim to address both registration and tension fluctuations simulta-

neously. However, the significance of safety as a prerequisite for control performance is often

overlooked in these controllers. While the primary objective in R2R printing sections is to achieve

high registration accuracy, control limits on tension variations are typically imposed to mitigate

the risk of system failures, such as substrate breakage. Therefore, when designing registration

controllers, it is imperative to consider the constraints imposed by tension fluctuations. In light

of these considerations, the control objective should be revised to prioritize the minimization

of registration errors while constraining substrate tension within acceptable control limits. This

refined focus enables the development of more effective and robust registration control schemes in

R2R processes.

Several control schemes are proposed in the literature to handle constraints. The two

commonly used approaches are Model Predictive Control (MPC) and Reference Governors.

However, these control schemes have limited applications in registration control. MPC (as

proposed in Chapter 2) is not well-suited for controlling time-delay systems due to the high

computational complexity associated with solving the optimization problem, particularly when

long time delays are present. On the other hand, reference governors have been shown to handle

time delays in [78, 79]. However, their applicability is limited to linear time-delay systems.

In recent years, safety functional-based approaches have emerged to address safety concerns in

nonlinear time-delay systems [80, 81]. Building upon this idea, Control Barrier Functionals
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(CBFals) are developed to guide the design of safety control synthesis [82, 83]. The CBFal

approach offers a promising approach for addressing safety issues in registration control, making

it a preferable choice over MPC and reference governors in this specific domain.

In this chapter, a comprehensive control framework is developed to address the safety-

critical control of registration accuracy and tension in R2R printing systems. The primary objective

is to achieve high registration accuracy, which is accomplished by designing a dedicated primary

controller. The primary controller is responsible for compensating for registration errors and

ensuring system stability during normal operation. However, to ensure the safety of the R2R

printing system, an additional safety controller is introduced as an add-on scheme to the primary

controller. The safety controller plays a critical role in formally guaranteeing that the tension

variations induced by the control actions of the primary controller remain within specified control

limits. The proposed framework is validated through a numerical study, demonstrating its ability

to enhance registration accuracy while mitigating the risk of tension-related system failures.

The remainder of this chapter is structured as follows. Section 3.2 presents the mathemat-

ical model of registration errors. Section 3.3 discusses the design of the registration controller,

encompassing the primary controller and the safety controllers. Section 3.4 validates the control

algorithms through a numerical case study of a three-roller printing system. Finally, Section 3.5

concludes the chapter and outlines potential future directions.

3.2 Modeling of Registration Errors

The schematic in Figure 3.1 illustrates the R2R printing system to be studied in this work.

The notation used in this work is consistent with the model presented in Chapter 2, providing a

clear and unified representation for the analysis of the system.

The R2R printing system consists of multiple printing sections where the substrate is

unwound from a roller, passes through the printing process, and is collected onto a rewind roller.

The objective is to ensure that each printed layer is precisely stacked on top of the previous layer.
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Figure 3.1: Illustration of registration error in a R2R printing system.

In our study, we define the registration error as the misalignment between two adjacent layers. In

Figure 3.1, ωi represents the rotation speed of the ith roller, and ti denotes the substrate tension

between the (i− 1)th and ith rollers. We focus on the registration error ei(i+1) between the ith and

(i+ 1)th printing rollers as a key parameter for control purposes.

In Chapter 2, motor torques are defined as the control inputs for the system. This choice

is made because the torque mode of a motor allows for faster and more accurate responses in

force control. However, it is a common practice to use the speed mode of a motor to conduct

registration control. Motor speed, denoted as ωi, is considered as the control input in this work.

By adjusting the motor speed, the position of the printed pattern can be rapidly adjusted to address

misalignments between layers. It is assumed that there is no slippage during the printing process, so

the substrate moving speed, denoted as vi, follows the relationship vi = ωiRi, where Ri represents

the radius of the ith roller.

Studies have demonstrated that registration errors in R2R printing systems are influenced

by substrate strain and variations in substrate speed [65, 67, 69]. To estimate registration errors

in real-time, mathematical models are developed in the literature. Although there are differences

among these models, one particular model is utilized in the latter part of this work to showcase the

effectiveness of the proposed method. Experimental validation has provided evidence supporting

the accuracy of the following equations in estimating registration errors [67, 84]:

ėi(i+1) =
vri(

1 + ti(t−τ)
AE

) − vr(i+1)(
1 + ti+1(t)

AE

) (3.1)
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ṫi+1 =
AE

Li+1

vi+1 −
AE

Li+1

vi −
ti+1

Li+1

vi+1 +
ti
Li+1

vi (3.2)

where vri is the reference speed of the ith roller, t is the time index, A is the cross-sectional area of

the substrate, E is the Young’s modulus, Li+1 is the span length of the substrate between ith and

(i+ 1)th roller. In addition, τ is the time delay between the printing of two adjacent layers, which

is determined by τ = Li+1/vri.

Eqs. (3.1) and (3.2) describe a nonlinear model that quantifies the relationship between

registration error, substrate tension and speed. In this model, the state variable is defined as

(ei(i+1), ti+1), and vi+1 is the control input. The nonlinear model can be linearized by defining

Ei(i+1) = ei(i+1) − 0, Ti = ti − tri, and Vi = vi − vri, where tri and vri are tension and speed

references. Further assume that ti ≪ AE, i = 1, 2, · · · , N (which implies the substrate strain is

very small), the nonlinear model can be simplified as follows [69]:

Ėi(i+1) =
1

AE

(
vriTi(t− τ)− vr(i+1)Ti+1(t)

)
(3.3)

Ṫi+1 =
1

Li+1

(
vr(i)Ti(t)− vr(i+1)Ti+1(t)

)
+
AE

Li+1

(Vi+1(t)− Vi(t)) (3.4)

Figure 3.2: A R2R system with three printing sections.

Now consider a R2R system with three printing sections, as shown in Figure 3.2. Three

key assumptions are made here to formulate the control problem: 1) Substrate tensions are well
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regulated by tension controllers at the entrance and exit of the printing sections, i.e., t1 and t4

are constants; 2) Speed of the 1st printing roller is considered as the reference speed, i.e., v1

is not considered as a control input; and 3) The printing rollers have the same radius and each

section shares the same time delay. These assumptions allow us to refine the design space of the

registration control problem.

One can obtain a nonlinear vectorized state space representation of Eqs. (3.1) and

(3.2) by defining the state vector x(t) = [e12(t), e23(t), t2(t), t3(t)]
T and control inputs u(t) =

[v2(t), v3(t)]
T, which then follows:

ẋ(t) = f (x(t), x(t− τ)) + g (x(t), x(t− τ))u(t)

y(t) = h(x(t))
(3.5)

where f : Rnx×nx → Rnx , g : Rnx×nx → Rnx×nu and h : Rnx → Rnx are Lipschitz continuous

functions. Note that Eq. (3.5) defines a nonlinear affine control system where delay appears in the

state.

Alternatively, a linear state space model can be constructed for the R2R printing system

utilizing Eqs. (3.3) and (3.4). Let X(t) = [E12(t), E23(t), T2(t), T3(t)]
T represent the state vector,

and U(t) = [V2(t), V3(t)]
T denote the control inputs, the linear retarded state space model can be

expressed as follows:

Ẋ(t) = A0X(t) + A1X(t− τ) +BU(t)

Y(t) = CX(t)

(3.6)

where A0 ∈ Rnx×nx , A1 ∈ Rnx×nx , B ∈ Rnx×nu , and C ∈ Rny×nx are the system matrix, retarded

system matrix, input matrix and output matrix, respectively. Expressions of these matrices can be

found in [71]. Eq. (3.6) is a simplified version of Eq. (3.5) that represents a linear affine control

system.
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3.3 Control Design

The overarching objective is to develop a registration controller that addresses two key

aspects: 1) mitigating registration errors induced by disturbances, and 2) maintaining tension

fluctuations within predefined control limits to ensure system safety. To achieve this, the controller

design is divided into two steps. Firstly, a primary controller is designed to stabilize the time delay

system and eliminate registration errors during normal operation. Subsequently, a safety controller

is introduced as an add-on scheme to the primary controller. The safety controller is responsible

for taking over the control when events occur that may jeopardize the safety of the system.

The following notations will be used in the remaining sections.

1. B (Banach space) is the space of continuous functions mapping from [−τ, 0] to Rnx , where

the norm is defined to be ∥ϕ∥ = maxs∈[−τ,0] ∥ϕ(s)∥2, ∀ϕ ∈ B.

2. xt : [−τ, 0]→ Rnx represents the history of the state over [t− τ, t] with xt(s) = x(t+s), s ∈

[−τ, 0].

3. Xt : [−τ, 0]→ Rnx represents the history of the linearized state over [t− τ, t] with Xt(s) =

X(t+ s), s ∈ [−τ, 0].

3.3.1 Primary Controller

In this section, a primary controller is designed based on the linear representation (3.6)

of a R2R printing system. For instance, consider a controller of the form U(t) = −KpX(t). To

establish the asymptotic stability of system (3.6), a quadratic Lyapunov-Krasovsky functional can

be constructed with the form:

V (Xt) = XT(t)PX(t) +

∫ t

t−τ

XT(s)QX(s) ds (3.7)

where P ∈ Rnx×nx and Q ∈ Rnx×nx are positive-definite matrices.
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Definition 3.1. [85] The system (3.6) is uniformly stable with the Lyapunov functional (3.7), if

there exist Kp and a constant λ > 0, such that V (Xt) is positive definite and its derivative along

(3.6) is non-positive for all Xt ∈ B as:

dV (Xt)

dt
= 2XT(t)P Ẋ(t) + XT(t)QX(t)− XT(t− τ)QX(t− τ)

= 2XT(t)P [(A0 −BKp)X(t) + A1X(t− τ)]

+ XT(t)QX(t)− XT(t− τ)QX(t− τ)

≤ −λ|X(t)|2

(3.8)

The above Lyapunov functional yields an equivalent linear matrix inequality [86]:

(A0 −BKp)
TP + P (A0 −BKp) +Q PA1

AT
1P Q

 < 0, (3.9)

which implies that the choice of control gain Kp needs to satisfy the following criteria to guarantee

the stability of system (3.6):

1. (A0 −BKp) is Hurwitz, meaning every eigenvalue of the matrix has a negative real part.

2. (A0 −BKp)± A1 is Hurwitz.

3. (A0−BKp)
−1A1 is a Schur matrix, meaning all eigenvalues of the matrix have a magnitude

less than one.

Seshadri et al. reached a similar conclusion in [87], and used the matrix perturbation theory to

design Kp. Here, we propose an algebraic Riccati equation (ARE) based method, which can be

solved using numerical methods efficiently, to compute a candidate control gain that satisfies the

above criteria. Compared to the methods from the literature, this modified ARE approach can be

easily extended to R2R systems that yield models with high dimensions.

Theorem 3.1. If there exist Q > 0 and Q1 > 0, such that the following modified ARE has a
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symmetric positive definite solution P :

AT
0P + PA0 − PBBTP + PA1Q

−1AT
1P + CTC +Q+Q1 = 0 (3.10)

Then the feedback control law

U(t) = −KpX(t), Kp = BTP (3.11)

can stabilize the time-delay system (3.6) regardless of the time delay τ .

Proof. By Schur complement theory, the linear matrix inequality (3.9) is equivalent to

Q > 0,

(A0 −BKp)
TP + P (A0 −BKp) +Q+ PA1QA

T
1P < 0

(3.12)

Substituting the control law (3.11) into (3.10), and minus PBBTP on both sides of the equation,

one can obtain

AT
0P + PA0 − PBKp + PA1Q

−1AT
1P +Q− PBKp = −CTC −Q1 − PBBTP (3.13)

Since Q1 > 0 by definition, the right-hand side of (3.13) is clearly negative, which implies the

second inequality of (3.12). Thus the proof is complete.

Since a linearized retarded model is used for designing the primary controller, the actual

control input that should be applied to the R2R system is:

uprimary(t) = ur + U(t) (3.14)

where ur is the reference control input that maintains the system at a steady state. Note that speed

mode is used to control registration accuracy in this case, therefore, ur corresponds to the pre-

defined reference motor speeds.
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The deterministic control law (3.14) is designed to stabilize a R2R printing system and

eliminate registration errors. One can refer to [88] to find a robust control algorithm that counters

parametric uncertainties in the R2R process. The primary controller is responsible for most of the

control actions during the operation. However, it does not explicitly consider the safety constraints

of the underlying system. A safety controller is proposed in the following section, which evaluates

the safety of the system and takes over the control when necessary.

3.3.2 Safety Controller using CBFal

Unlike the previous section, where the primary controller is built upon a linearized model,

we will now design the safety controller using the nonlinear affine control model in Eq. (3.5). This

provides a more accurate evaluation of system safety and ensures reliable control performance.

During the operation of a R2R printing system, it is crucial to establish control boundaries

for the process parameters to ensure proper system operation. In this work, particular attention

is given to maintaining tensions within a predefined control limit, denoted as ti ∈ [tlb, tub].

This ensures that the tension values of the printing sections remain within the specified range,

promoting system stability and preventing potential issues associated with excessive or insufficient

tension. The following definition provides a mathematical characterization of the safety concept

in dynamical systems without time delays.

Definition 3.2. Safety of delay-free systems [82]. Consider a dynamic system described by the

ordinary differential equation ẋ(t) = f(x(t)), where f(·) is a locally Lipschitz continuous function.

The system is said to be safe w.r.t. set S ⊂ Rnx , if S is forward invariant s.t. x(0) ∈ S ⇒ x(t) ∈

S, ∀t ≥ 0.

This definition states that a delay-free system is considered safe if the initial state x(0)

belonging to the set S guarantees that the subsequent evolution of the system remains within S. It

is important to note that Definition 3.2 is defined for an autonomous system without considering

the role of controllers. In practical applications, controllers need to be designed to ensure the safety
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of the system. Now, let us consider extending this definition of safety to time delay systems. We

will focus on a general time delay system described using the Hale-Krasovsky notation:

ẋ(t) = F(xt) (3.15)

where F is a locally Lipschitz continuous functional. Under such configurations, Eq. (3.15) has a

unique solution, given any state history x0 ∈ B. Then the safety of system (3.15) can be extended

from definition 3.2 as:

Definition 3.3. Safety of time-delay systems [82]. System (3.15) is said to be safe w.r.t set S ⊂ B,

if S is forward invariant s.t. x0 ∈ S ⇒ xt ∈ S, ∀t ≥ 0.

It can be noticed that constructing the forward invariant set S is critical to ensure the system

safety. The following theorem addresses the construction of the forward invariant set and the so-

called safety functional.

Theorem 3.2. [80] Given that the set S is a 0-superlevel set of a continuously differentiable

functionalH satisfying

S = {xt ∈ B : H(xt) ≥ 0} (3.16)

ThenH is a safety functional if it satisfies

Ḣ(xt) ≥ −α(H(xt)) (3.17)

where α : [0, a]→ [0,∞] is a Class K function1. Note that Ḣ(·) is the time derivative of H along

(3.15).

The aforementioned theorem still defines safety for autonomous time delay systems. The

focus of this work is to ensure safety for a controlled R2R printing system with time delays. We

now introduce the concept of control barrier functional, which is built upon the safety functionals

1A continuous function α belongs to Class K function if it is strictly increasing and α(0) = 0.
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to optimize the control of safety-critical systems. In general, Eq. (3.15) can be extended to the

following form to consider the role of controllers:

ẋ(t) = F(xt) + G(xt)u(t) (3.18)

where F : B → Rnx and G : B → Rnx×nu are locally Lipschitz continuous functionals. Without

loss of generality, the nonlinear model (3.5) can be equivalently written in the form of Eq. (3.18)

when perfect observation is available for the underlying R2R system (i.e., h is an identity function

in (3.5)). For system (3.18), the control purpose is to design a controller to drive the system under

the safety region. To do this, the control barrier functionals are defined in the following statement:

Definition 3.4. [82] Given the forward invariant set S defined by Eq. (3.16), a continuously

differentiable functionalH is a CBFal for system (3.18) if it satisfies

sup
U∈Rnu

Ḣ(xt,u) ≥ −α(H(xt)) (3.19)

where α : [0, a]→ [0,∞] is a Class K function. Ḣ(·) is the time derivative ofH following:

Ḣ(xt,u) = LFH(xt) + LGH(xt)u (3.20)

where the functionals LFH and LGH are derivative ofH along F and G, respectively.

The inequality (3.19) represents a safety constraint that must be satisfied by the system.

It guides operators in designing the safety controller for the R2R printing system. At each time

instance, the inequality (3.19) is evaluated. If the inequality is satisfied, it indicates that the primary

controller is capable of keeping the system states within the safety set. However, if the inequality is

violated, it implies that the safety constraints are at risk of being breached, and adjustments need to

be made to the primary controller to restore safe operation. To implement this concept, a switching

controller can be designed for the R2R printing system. The registration accuracy controller is
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denoted as ureg, which is defined as follows:

ureg =


uprimary if (3.19) is satisfied

usafety otherwise
(3.21)

The safety controller usafety can be obtained by formulating a constrained optimization

problem. The objective is to find an alternative control input that closely resembles the primary

controller, ensuring the asymptotic stability of the registration system, while simultaneously

enforcing the safety constraints. The following optimization problem seeks to strike a balance

between achieving accurate registration and maintaining system safety.

min
usafety∈Rnu

Jn = ∥usafety − uprimary∥22

subject to Ḣ(xt,usafety) ≥ −α(H(xt))

(3.22)

The optimization problem can be efficiently solved by using quadratic programming. Alternatively,

an explicit solution can be found offline by Karush-Kuhn-Tucker conditions [82]. Combined with

Eq. (3.11), the explicit solution of (3.22) provides the control synthesis as follows:

ureg =


ur −KpX(t) if ϕ(xt) ≥ 0

ur −KpX(t)− ϕ(xt)ϕT
0(xt)

ϕ0(xt)ϕT
0(xt)

otherwise
(3.23)

where
ϕ0(xt) = LGH(xt)

ϕ(xt) = LFH(xt) + LGH(xt)(−Kpx(t)) + α(H(xt))

(3.24)

Even though Eq. (3.23) employs Eq. (3.11) as the primary controller, users can substitute it

with the original registration controllers installed in their systems. This highlights the advantage of

the safety controller as an add-on scheme, as it can be readily implemented on existing production

systems without the need for complex modifications to the overall control logic.
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3.4 Case Study

A simulation study is conducted to evaluate the performance of the proposed controller in

a R2R system with three printing rollers, as depicted in Figure 3.2. Most simulation parameters

are chosen to be consistent with those used in Chapter 2. It is assumed that the configuration and

characteristics of all printing sections are identical. The specific values for the key parameters can

be found in Table 3.1.

Table 3.1: Simulation Setup

Symbol Parameter Value

A Cross-sectional Area 1.2× 10−5 (m2)

E Young’s Modulus 200 (MPa)

R Roller Radius 0.05 (m)

L Span Length 0.2 (m)

vr Speed Reference 0.01 (m/s)

tr Tension Reference 30 (N)

tlb Tension lower bound 29 (N)

tub Tension upper bound 31 (N)

The system dynamics are simulated using the nonlinear models (3.1) and (3.2), which

are solved using the dde23 function in MATLAB. The simulation duration is set to 100 s, and

a sampling time of Ts = 10 ms is chosen. It is important to note that unlike the LPV-MPC

discussed in the previous chapter, the proposed primary and safety controllers require less online

computation. As a result, the controllers are capable of generating control inputs almost in real

time, allowing for efficient and timely control of the system.

3.4.1 Open-loop Response of the Printing System

In this simulation, the R2R printing system is initially operating at steady state. At t =

10 s, a step disturbance is introduced by increasing the motor speed ω2 by 1%, resulting in a local

line speed increment of 1× 10−4 m/s in the second printing section. The motor speed then returns

to its normal value at t = 20 s. The responses of the system to this disturbance are depicted in
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Figure 3.3: Disturbance in motor speed ω2 causes registration errors in both printing sections II
and III. The registration errors cannot be eliminated when no control is applied.

Figures 3.3 and 3.4.

In Figure 3.3, it can be observed that the step disturbance in the motor speed ω2 leads to

the generation of registration errors in the printing sections. Specifically, e12 exhibits a negative

registration error, indicating that the second printed layer falls behind the desired position due

to the speed variation. On the other hand, e23 shows a positive registration error, indicating that

the third layer is ahead of the desired position. Figure 3.4 illustrates the variations in tension

(t2 and t3) caused by the speed variation. It can be seen that t2 experiences a 46% increase,

while t3 undergoes a 26% decrease. These tension variations are a direct consequence of the

disturbance in motor speed. However, it is worth noting that the tension variations subside once

the disturbed motor speed returns to its normal value. These observations from the case study

highlight the importance of designing a registration controller with two primary objectives: 1)

Active compensation of registration errors back to zero when process disturbances occur; and 2)

Prevention of large tension variations to avoid substrate distortion and breakage.
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Figure 3.4: Disturbance in motor speed ω2 causes significant tension variations in both printing
sections II and III.

3.4.2 Closed-loop Response of the Printing System

In this part of the study, we simulate the case where only the primary controller is deployed

to the system. Subsequently, we implement a safety controller as an add-on scheme to assist

the registration control. By comparing the results of these two simulations, we can assess the

effectiveness of the safety controller in improving the system performance and ensuring its safety.

3.4.2.1 Implementation Details

In both scenarios, the printing system starts from the steady state. At t = 10 s, a

registration error e12 = 100 µm is applied between the first and second printing units. To

compensate for the registration error, a primary controller is designed according to the modified

ARE (3.10) and the control law (3.11). Recall that x(t) = [e12(t), e23(t), t2(t), t3(t)]
T and

X(t) = x(t) − [0, 0, tr2, tr3]
T = [E12(t), E23(t), T2(t), T3(t)]

T. The corresponding control gain

is determined to be:
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Kp =

−89.4690 44.6687 0.0028 −0.0014

−44.6687 −89.4690 0.0014 0.0028


In addition, the tension control limits are considered in the design of the safety controller.

The following candidate control barrier functional is used:

H(xt) = −(x(t)− xmin)
TQw(x(t)− xmax) (3.25)

where xmin and xmax are the modified control limits and Qw is a positive-semidefinite weighting

matrix. Note that different from the cases demonstrated in [82] (where the CBFals only enforced

constraints on one state variable), Eq. (3.25) is a CBFal computed following a vectorized fashion.

In our case,H(xt) is in a quadratic form and takes the sum of penalties that are applied to multiple

state variables. Therefore, xmin, xmax and Qw need to be designed carefully to restore the actual

constraints, i.e., every single state xi belongs to its own admissible set [xi,lb, xi,ub]. Since there are

no safety constraints for registration errors, Qw is decided to be:

Qw =



0 0 0 0

0 0 0 0

0 0 1 0

0 0 0 1


To enforce the tension constraints (±1 N from the nominal value 30 N), the modified control limits

are decided to be:

xmin =



0

0

30−
√
2/2

30−
√
2/2


, xmax =



0

0

30 +
√
2/2

30 +
√
2/2


To keep x(t) evolving within the control limits, the condition in (3.19) needs to be satisfied.
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Therefore, we need to compute the time derivative ofH along (3.5), which follows:

Ḣ(xt) =
[
−2xT(t)Qw + (xT

max + xT
min)Qw

]
ẋ(t)

=
[
−2xT(t)Qw + (xT

max + xT
min)Qw

]
f(x(t), x(t− τ))︸ ︷︷ ︸

LFH(Xt)

+
[
−2xT(t)Qw + (xT

max + xT
min)Qw

]
g(x(t), x(t− τ))︸ ︷︷ ︸

LGH(Xt)

u(t)

(3.26)

Then follow the definition in Eq. (3.24), one can obtain

ϕ0(xt) =
[
−2xT(t)Qw + (xT

max + xT
min)Qw

]
g(x(t), x(t− τ))

ϕ(xt) =
[
−2xT(t)Qw + (xT

max + xT
min)Qw

]
f(x(t), x(t− τ))

−
[
2xT(t)Qw + (xT

max + xT
min)Qw

]
g(x(t), x(t− τ)) (ur −KpX(t))

− α
(
(x(t)− xmin)Qw(x(t)− xmax)

T)
(3.27)

where α(r) = r is the chosen Class K function.

3.4.2.2 Control Performance

At this stage, the control synthesis outlined in Eq. (3.23) is prepared for deployment. The

simulation results are presented in Figures 3.5 through 3.8. By examining the red curves in Figure

3.5, it is observed that the primary controller effectively eliminates the introduced registration

error within 40 s. During this period, a registration error e23 is observed at the third printing unit,

as shown in Figure 3.6, resulting from the control actions taken to compensate for the upstream

errors. As anticipated, the primary controller successfully eliminates e23 within a finite time. In

addition to the registration errors, the actions of the primary controller can be observed to cause

tension variations, as shown in Figures 3.7 and 3.8. Given that the safe tension limit for this system

is±1N (approximately±3.3%), it becomes evident that the induced tension variations pose a risk

to system safety. Consequently, the safety controller is activated in this scenario.

In Figures 3.5 through 3.8, the blue curves represent the system responses when the
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Figure 3.5: Registration error e12 is eliminated by the controllers when an initial registration error
occurs at 10 s.

Figure 3.6: Registration error e23 occurs due to the control actions.
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Figure 3.7: Variation in t2 is effectively reduced by the safety controller.

Figure 3.8: Response of tension t3 is bounded within the safe region.
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safety controller is introduced. It can be observed that the safety controller compensates for

the registration errors in a less aggressive manner, resulting in a slower rate of reduction in the

registration errors. However, it is remarkable that the tension variations are effectively constrained

within the specified control limits. When compared to the case where only the primary controller

is implemented, the introduction of the safety controller ensures the safe operation of the system

without altering its stability properties. In fact, the proposed safety control synthesis can be

combined with the controllers proposed in [73]-[76] to enhance their performance in safety-critical

environments, featuring the practical significance of this research in improving the operation of

real-world R2R printing systems.

Figure 3.9 shows the safety region defined by the candidate control barrier functional in Eq.

(3.25). The quadratic functional shapes an ellipse that represents a subset of the required control

limits. This indicates that the choice of the quadratic barrier functional provides a conservative

safety set, suggesting that a barrier functional that generates a larger invariant set may provide

better control performance for the R2R printing system. The system responses shown in the

plot demonstrate that the tension deviates from its steady state when a disturbance is introduced.

However, with the implementation of the safety controller, the tension responses are effectively

constrained to the boundaries of the safety set, preventing system failure caused by excessive

tension variations.

3.4.2.3 Choice of the Weight Matrix and Control Limits

In this particular case study, special attention is given to the design of the weighting

matrix Qw and the modified control limits. The control limits xmin = [0, 0,−1,−1]T and

xmax = [0, 0, 1, 1]T are specifically designed to align with the direct controller limits. Furthermore,

the weighting matrix Qw is chosen to be diagonal, taking the form diag([0, 0, q3, 1]), where

q3 ∈ [1, 2, 5, 100] is selected to assign different safety weights to tension t2. A larger value of

q3 indicates that the safety of t2 is more critical, while the safety of t3 is relatively less important.

The impact of these design choices on the safety performance is demonstrated in Figure
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Figure 3.9: Comparison between the required control limits, safety set defined by Eq. (3.25) and
the actual system responses.

3.10. It can be observed that different selections of these factors can significantly influence the

safety performance of the system. Since H(Xt) in Eq. (3.25) is evaluated as the sum of safety

factors from all state variables, applying the original control limits to xmin and xmax may not

precisely constrain the tension responses within the desired boundaries. However, by assigning a

higher weighting factor to t2, it can be effectively pushed back into the safe region.

Both the current case study and the previous one indicate that operators have two options

to enforce strict control limits: 1) Design xmin and xmax based on worst-case scenarios, as

demonstrated in the previous case study; and 2) Assign higher weights to the safety-critical stages

of the system, as exemplified in this study. Actually, one can also consider replacing the quadratic

design of Eq. (3.25) with higher-order norms. These options provide flexibility for operators to

ensure the rigorous enforcement of control limits based on the specific requirements of the system.
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Figure 3.10: Safety performance when different safety weights are chosen.

3.5 Conclusion of the Chapter

In this chapter, we addressed the registration control problem in a R2R printing system,

focusing on improving registration accuracy and system safety. We proposed a control synthesis

framework that combines a primary controller and a safety controller.

To address the registration control problem, we proposed a control synthesis framework

that combines a primary controller and a safety controller. A modified algebraic Riccati equation

is designed based on the linearized time delay model of the R2R system. Then a control barrier

functional is constructed to ensure the system safety. Simulation results demonstrate the effec-

tiveness of the proposed control approach. We observed that the primary controller successfully

eliminated registration errors, while the safety controller constrained tension variations within

prescribed limits. The proposed approach can be readily implemented in practical systems without

the need for online computation, making it suitable for real-time control applications.

One limitation of the proposed algorithm is the requirement for an accurate registration

model, which is challenging to obtain due to the complex behavior of R2R printing systems.
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Modeling specific components, such as dancers, adds further difficulty. Efforts should be focused

on developing advanced models that accurately characterize the registration dynamics. In addition,

incorporating model uncertainty into the controller design would enhance its robustness in the

presence of varying operating conditions and disturbances.

Another limitation lies in the convergence rate of the primary controller. As this study

provides a proof-of-concept for the proposed registration control framework, the convergence rates

of registration errors are not fine-tuned to their optimal level. In real applications, one should

consider optimizing the controller’s response time to achieve faster convergence.

Future research can explore experimental validation and application of the proposed control

approach in industrial-scale R2R printing systems, considering model uncertainties and noise

factors. This would provide valuable insights into practical implementation and performance

evaluation.

Scholarly Contribution of the Chapter

Zhiyi Chen, Orosz Gabor, and Jun Ni. “Control barrier functionals for safety-critical

control of registration accuracy in roll-to-roll printing systems.” (manuscript to be submitted to

ACC 2024)
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CHAPTER 4

Deep Koopman-based Modeling and Control of

Quality Propagation in Multistage Roll-to-Roll

Systems

In the previous chapters, two control schemes were developed for R2R processes based on

the first principle models found in literature. However, for R2R systems used in real production,

their operation settings are often too complex for even experienced engineers to fully comprehend.

This highlights the need for a universal modeling scheme that can capture the dynamics of R2R

processes with minimal understanding of the underlying physics. In this chapter, a deep learning-

based modeling method will be presented for analyzing quality propagations in R2R systems.

Since R2R systems involve multiple operation stages, they are considered a specific type of

multistage manufacturing system (MMS).

Modeling of multistage manufacturing systems has attracted increased attention from both

academia and industry in the past decade. We will introduce a novel framework that models the

dynamics of generic multistage manufacturing systems. Through two case studies of R2R systems,

we will demonstrate how this framework can replace physical or hybrid model approaches that are

commonly used in benchmark studies. Furthermore, we will show how this modeling algorithm

benefits the design of supervisory controllers to improve the performance of R2R systems.
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4.1 Introduction

The control of quality variations is critical for ensuring the consistency of product

quality in modern manufacturing industry. Traditional quality control schemes (e.g., statistical

process control or SPC) monitor a process using control charts and alert the operators once an

anomaly is detected [89, 90]. Such techniques rely on the observations from quality inspections.

However, many processes are difficult to monitor directly with full observability. In R2R systems,

substrates usually need to be processed in environments with high temperature, low pressure

and strong vibration, making it hard to obtain comprehensive quality measurements in real time.

Operators usually make inspections only at specific stations, leading to difficulties in quantifying

the in-process product quality beyond those stations [91]. Recent advancements in sensing and

automation technology have shown that improved data collection and in-situ analytics can enable

novel virtual metrology platforms that generate accurate quality predictions [92].

The emergence of quality prediction models can bring substantial enhancement to produc-

tion systems, including R2R systems. Such models are developed offline using historical data and

then used to guide online operations. Engineers can identify defective products based on model

predictions and plan corrective actions in response. Moreover, follow-up studies such as root cause

analysis and predictive control can be conducted using the model to further improve the production

process.

Quality prediction using physics-based models is appealing due to the models’ inter-

pretability. As seen in Chapter 3, the retarded ODEs are developed based on R2R dynamics

and used to compute registration errors in an online manner. However, accurately modeling

the dynamics of most R2R operations that involve fluid-related treatments can be challenging

and costly. Simple physics-based models may not capture the complexity of R2R systems, and

model inaccuracies due to unknown parameters, uncertain assumptions, and environmental noise

can degrade the performance of first-principle models [93]. Similar challenges arise in modeling

other high-complexity manufacturing systems. As an alternative, researchers have explored data-

driven methods to fill these gaps. For example, Bai et al. compared different feature engineering
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techniques and used a support vector machine (SVM) to predict quality indices using features

extracted from nineteen sensor measurements [94]. However, such conventional machine learning

approaches require expert knowledge to conduct feature engineering, rendering them impractical

for tasks with high-dimensional and nonintuitive data.

In recent years, variants of deep neural network (DNN) architectures have emerged

as effective approximators equipped to deal with complex manufacturing systems with high-

dimensional data. Yuan et al. proposed an augmented long short-term memory (LSTM) network

to learn the quality-relevant hidden dynamics from long-term sequential data [95]. When both

time-sequential and time-invariant data were involved, Ren et al. combined LSTM with an

improved Wide-and-Deep model to capture the key quality information [96]. Li et al. further

made use of image data and devised a convolutional neural network (CNN) to pre-process and

classify the images taken from an additive manufacturing process [97]. A thorough review of

DNN for manufacturing applications can be found in [98]. These approaches effectively delegated

feature engineering to DNNs and sidestepped the need for human expertise-based feature design.

However, a key drawback of DNN models is that they offer poor interpretability. More importantly,

these studies are all limited to single-stage processes. Although these schemes can potentially be

applied to model a single stage in a R2R system, they will fail to capture interstage correlations.

Most R2R production lines are multistage manufacturing systems (MMSs) that involve

multiple stations to fabricate products. Generally, the modeling of MMSs is more challenging than

single-stage systems due to confounding interstage couplings. In MMSs, product quality at each

stage is a function of the previous steps, the current operation, and stage-specific noise factors.

Conventional data-driven methods aggregate information from all stages together to build an end-

to-end model that does not reveal the coupling between stages. As a result, the consequential

predictions may be overwhelmingly opaque for operators to interpret. In such cases, isolating

root causes for a quality disruption can itself become a bottleneck, leading to significant delays in

introducing corrections [99]. Therefore, methods that can capture the interstage dynamics while

enabling straightforward interpretation are required.
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Filz et al. suggested that monitoring the state of intermediate products could provide

valuable insights into the interstage behavior in MMS [100]. They proposed using clustering

methods to categorize different classes of intermediate products. Arif et al. combined multiple

principal component analysis (PCA) modules with decision trees for binary classification of

products [101]. Notably, both approaches do not involve direct prediction of product quality.

Liu et al. developed an algorithm that learned the prediction model through three steps: Quality

embedding, Temporal-interactive learning, and Decoding (QTD) [102]. Zhang et al. proposed a

path enhanced bidirectional graph attention network (PGAT) to learn the long-distance machine

dependencies [103]. Wang et al. introduced a multi-task joint learning approach and designed

a loss function to automatically learn the importance of different operation stages and quality

indices, leading to improved prediction performance [104]. Such approaches were developed

to enable quantitative prediction of quality while paying more attention to learn the interaction

between stages. However, how to leverage those frameworks for supporting operational decisions

remains an open question. In contrast, Bayesian methods in [105] and [106] could describe the

uncertainty associated with different operations and aid in diagnosing root causes. Nevertheless,

these methods often require prior knowledge of the distributions of process variables, making

them less practical in complicated MMSs. Zhao et al. combined LSTM and genetic algorithm

to enhance quality control for a multistage boring process [107]. Yet, the model cannot provide

in-process quality estimations for intermediate products, leading to less flexibility in conducting

process improvements.

Stream-of-variation (SoV) analysis is the mainstream methodology widely implemented

for modeling MMSs (see [99, 108] for comprehensive reviews). SoV uses state space representa-

tions to capture the propagation of quality variations and predict stage-by-stage product quality in

MMSs in order to aid variation reduction. However, the use of SoV requires linear dynamics, and

therefore these techniques have been mostly limited to machining and assembly processes.

Despite these shortcomings, SoV analysis has demonstrated the benefits of modeling

quality propagation; namely, it provides better visibility of a process and greatly helps with
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implementing predictive control schemes [109]. Following this idea, Shui et al. proposed a hybrid

approach that integrated data-driven methods into SoV to model R2R systems [92]. Nevertheless,

the proposed hybrid model relied on manual feature selection, which still presented a challenge for

large-scale systems. In [110], Jiang et al. designed a directed graph to represent the topology of

multistage machining processes, then used neural networks (NNs) to encode the quality evolution

between different stations. The method involves training multiple distinct NNs, which may lead to

cumulative prediction errors. Yan et al. designed a multi-task stacked DNN to predict all sensing

outputs jointly, and used a two-layer neural network to model the quality propagation between

stages [111]. This work explores an interesting direction that uses deep learning techniques to link

all variables in a complex MMS. However, the method yields a model with nonlinear transitions

between stages, making it difficult to adapt the existing SoV-based algorithms (e.g. process control

[109], system design [112] and tolerance allocation [113]) to improve the production system.

The use of SoV modeling offers advantages not only in analyzing the correlation between

stages in MMSs, but also in the design of control algorithms that help reduce quality variations.

For instance, in [109], an SoV model was constructed for analyzing the flow of dimensional errors

in a multistage machining system, followed by the development of a stochastic control law that

adjusted flexible tooling elements to compensate for quality variations. Similarly, Djurdjanovic et

al. considered uncertainties in the knowledge of noise characteristics and designed a robust control

method to ensure good product quality under strong process noise, outperforming traditional

stochastic process control algorithms [114]. In [115], Abellan-Nebot et al. explained how active

control for variation reduction in computer numerical controlled (CNC) machining centers could

be achieved. Specifically, SoV models assisted in the identification of the source of variations, and

then an algorithm that adjusted tool paths could be designed to compensate for dimensional errors.

These examples demonstrate that modeling quality propagation in MMSs can lead to improved

product quality through active compensation for quality variations. However, conventional SoV-

based control algorithms are mostly applied to linear systems. In the later part, we will illustrate

how a deep Koopman model can be used to design a feedforward error compensator for nonlinear
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MMSs.

In this chapter, we first propose a novel framework for modeling quality propagation in

MMSs that possesses three key properties: (1) it can automatically process sensor data, making

it scalable for large-scale manufacturing systems; (2) it can handle nonlinear systems; and (3) it

offers interpretability through linear latent dynamics modeling, allowing for informed decision-

making to improve the MMS. Specifically, the linear dynamics in (3) is enabled by a stochastic

deep Koopman (SDK) framework that models the complex behavior of MMSs in a transformed

linear latent space and predicts product quality on a per-stage basis. Then based on this Koopman

framework, we develop an optimal controller that can dynamically adjust process parameters in

response to unexpected changes in nonlinear MMSs to effectively reduce quality variations. When

being applied to R2R systems, this optimal controller functions as a supervisory controller that

optimizes set points for lower-level controllers that are designed in Chapter 2 and Chapter 3.

An overview of the modeling methodology is illustrated in Figure 4.1. We implement

a variational autoencoder (VAE) for each stage to translate process data into a set of quality

indicators, serving as a latent expression of the crucial quality information. The evolution of

the quality indicators along a production line is then captured by Koopman transition models.

The novel combination of VAEs and Koopman operators maps a nonlinear MMS onto a Hilbert

space (e.g. the latent space) where the state evolution is approximately linear. The latent model is

indeed a new variant of the conventional linear SoV models, while the overall framework can be

considered a generalized SoV model that is applicable to nonlinear systems. Therefore, following

the approach that designs a feedforward error compensation scheme in [109], a set point optimizer

can be designed based on our quality propagation model. However, unlike the compensator in

[109], which involves a linear control law, the proposed optimizer presents a nonlinear optimization

problem due to the nonlinearity of the MMS.

The main novelties of the work presented in this chapter are as follows.

1. The proposed method stacks all stages of an MMS into a single modeling scheme, enabling

a uniform representation of the underlying evolution of product quality.
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Figure 4.1: Overview of the proposed Deep Koopman framework.

2. To approximate the nonlinear quality evolution in MMSs, we devised Koopman operators

to enforce linear propagation of quality indicators in the latent space. This provides better

process visibility and interpretability to facilitate locating the root causes of potential quality

variations. In contrast to established SoV techniques, our method captures the stream-of-

quality [116] in a more generalized way.

3. Building upon the modeling framework, this work designs a nonlinear supervisory control

that dynamically adjusts the optimal set point for an MMS once an in-process quality

prediction is made.

4. We demonstrate through experimental results that the proposed method is a fast and cost-

effective way to model and control multistage R2R systems.

This chapter is organized as follows. Section 4.2 describes the overall problem statement.

Section 4.3 then presents preliminary background on the Koopman operator, followed by the

overall deep Koopman methodology and the controller design in Section 4.4. The proposed method

is then tested on two R2R case studies in Section 4.5. Finally, Section 4.6 provides concluding

remarks and future work.
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4.2 Problem Statement

We first present the mathematical formulation of the tasks that need to be addressed. In

the following sections, it is assumed that minimal physical knowledge is available for the system

of interest, without making any assumptions specific to R2R systems.

4.2.1 Part I: Modeling

Consider an archetypal N -stage production line with N ⩾ 2. Each stage is denoted by

Sk, k = 1, 2, . . . , N , and has mk machines. Each machine at the kth stage is denoted by Mk,i, i =

1, 2, . . . ,mk. Let pk,i be the number of process measurements taken from machine Mk,i, and the

total number of process measurements from stage Sk is pk =
∑

i pk,i. The process measurements

include material properties, environmental and human factors (which may be considered a shared

variable for multiple machines within a stage), and process parameters (which are specific to each

machine). We aggregate all process measurements from stage Sk into a single measurement vector

of dimension pk. Then, Each process measurement is denoted by xk,i, i = 1, 2, . . . , pk. Similarly,

the quality indices at Sk are denoted by yk,i, i = 1, 2, . . . , qk, where qk is the total number of quality

indices at stage Sk.

The quality prediction task is to find mappings gk so that

Ỹk = gk(X1, . . . , Xk), k ≥ 1 (4.1)

where Ỹk = [ỹk,1, . . . , ỹk,qk ]
T are the estimated quality indices and Xk = [xk,1, . . . , xk,pk ]

T are the

process measurements specific to each product. The structure of Eq. (4.1) indicates that quality

Yk is causally affected by X1 through Xk. Information that is unavailable to 1st through kth stages

should not be brought into the prediction model.
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To accomplish this task, a conventional SoV-based model can be constructed as follows:

Ỹi = AiỸi−1 +BiXi, i = 1, 2, . . . , k (4.2)

Ỹk =
k∑

i=1

(
ΓiXi

)
(4.3)

where Ai, Bi and Γi are transformation matrices. Eq. (4.2) indicates that a linearized mapping

between Y and X is used to model a generic nonlinear system. When modeling R2R systems

using Eq. (4.2), as demonstrated in [12], one needs to design the state variables Xi based on

physical knowledge (i.e., including x2k,i or x3k,i terms). Therefore, a lack of physical knowledge

may lead to a degradation of model performance.

4.2.2 Part II: Supervisory Control

From Equation (4.1), it is seen that the final product quality ỸN is jointly determined by

the process settings X1 through XN . In the event of a quality disruption, an active control law

must determine adjustments ∆Xi for i ∈ [1, N ] so that the adjusted process parameters Xi =

Xnom,i + ∆Xi, where Xnom,i represents the nominal process parameter, will minimize the quality

variations. Substituting into Equation (4.1), the control law must ultimately optimize the following

objective function:

min
∆Xi

∥∆YN∥22 = ∥Ynom,N − gN (Xnom,1 +∆X1, . . . , Xnom,N +∆XN) ∥22 (4.4)

where ∆YN and Ynom,N are the quality variation and the nominal product quality at the final stage,

respectively. It should be noted that the control law presented in this chapter aims to adjust process

set points directly, rather than through control inputs U as in Chapters 2 and 3. Therefore, it

functions as a supervisory controller.

There are mainly two ways to design a supervisory controller: feedback and feedforward.

The feedback quality control scheme, as illustrated in Figure 4.2, is more commonly applied in
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MMSs. In this scheme, one observes quality variations in yN and manipulates process variables x1

and x2 to avoid variations in future products.

On the other hand, the feedforward quality control scheme, as illustrated in Figure 4.3,

utilizes the prediction model to assess the quality variations caused by disturbances in x1 before

an actual disruption is observed. The controller can then plan for adjustments in the following

operations at stages S2 through SN to compensate for the foreseen variations. This scheme is

different from the feedback control scheme in that it uses a prediction model to anticipate potential

disturbances before they occur, making it a more proactive approach. This chapter is primarily

focused on the design and implementation of a feedforward control scheme.

Figure 4.2: Feedback quality control schemes react to quality disruptions after they happened.

4.3 Preliminary: Koopman Operator Theory

The linearization of a nonlinear dynamic system, i.e., xt+1 = F (xt) with x ∈ Rn

Figure 4.3: Feedforward quality control schemes anticipate quality disruptions and plan for
adjustments in advance.
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and t ∈ N0, is a common practice, but conventional linearized models provide reduced-order

approximations with local behavior. In 1931, B.O. Koopman proposed an alternative, global

linearization method that maps the original state of a nonlinear system onto an infinite dimensional

Hilbert space via possible measurements γ(xt) [117]. The Koopman operator K then linearly

advances the system dynamics in the invariant subspace as

γ(xt+1) = γ ◦ F (xt) = Kγ(xt). (4.5)

In practice, a finite-dimensional approximation of the infinite-dimensional K is sought, for

example, by numerical methods such as the dynamic mode decomposition (DMD) and extended

DMD [118, 119]. Recently, Lusch et al. used autoencoders (AEs) to identify the Koopman

eigenfunctions and achieved high accuracy in predicting the behavior of nonlinear fluid flow [120].

The eigenfunctions ϕ(x) are designed deliberately, satisfying:

ϕ(xt+1) = K(λ)ϕ(xt) = λϕ(xt) (4.6)

where λ represents the corresponding eigenvalues. From this eigenspace, K can be approximated

by a block-diagonal Koopman matrix. Balakrishnan et al. further improved the performance of

the deep Koopman model by integrating it with a generative adversarial network and enforcing a

stochastic latent embedding [121]. While most existing works utilize Koopman models to predict

the evolution of time series systems, we will instead use Koopman operators to propagate quality

characteristics over stages in an MMS.

4.4 Proposed Method

We will first present the proposed deep Koopman framework for MMSs through a base

model that uses a deterministic expression of the quality indicators in the latent space. Then, an

augmentation that enforces a stochastic expression in the latent space will be introduced. We will
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demonstrate through a case study that the stochastic model outperforms the deterministic model

due to its robust capability in handling noise.

Figure 4.4 illustrates the base model of the proposed framework, consisting of three

modules for each stage: the encoding module, the Koopman transition module, and the prediction

module. At the kth stage, the model takes process measurementsXk as the inputs, and the encoding

model extracts the temporal quality indicators. Combining with the quality information propagated

by a Koopman transition model Kk−1 from the upstream stage, the latent quality indicators Hk are

computed. A multilayer perceptron (MLP) network is designed to serve as the prediction model

that predicts the quality indices using the quality indicators. Note that the quality propagation starts

from S1 and terminates at SN .

In contrast to Eq. (4.2), the proposed method brings two benefits: 1) quality propagation

is modeled using critical parameters instead of raw process data; and 2) a linear embedding is

captured for a nonlinear system instead of applying simple linearization.

4.4.1 Encoding Module by AE

In general, the evolution of quality information in MMSs is nonlinear. We intend to find

a suitable invariant subspace where this nonlinear propagation can be approximated well by a

linear embedding. Based on Koopman’s theory, the linear approximation should converge to the

original propagation system as we increase the dimension of the linearly embedded space. This

contrasts significantly with standard feature engineering techniques present in machine learning,

which typically aim to reduce dimensionality with techniques such as principal component analysis

(PCA). We note that the selection of this subspace is not unique. Since AE allows one to

construct flexible mappings fromXk, we use it to identify the best invariant subspace where quality

indicators simultaneously serve as the eigenfunctions in Eq. (4.6).

The encoding module for the kth stage takes process measurements as inputs and returns
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Figure 4.4: In the base framework, the quality indicators are propagated in a deterministic latent
space. The Koopman transition models are constructed from eigenvalues that are parameterized
by auxiliary networks.

the temporal quality indicators, as given by:

Ĥk = ϕk(Xk) (4.7)

where Ĥk ∈ Rdh,k and dh,k indicates the dimension. Normally, the AE consists of an encoder ϕk

and a decoder ψk. In [120], the authors used the encoder to derive the latent variables and the

decoder to map from the latent space to reconstruct the original state space inversely. Therefore, it

follows

X̃k = ψk ◦ ϕk(Xk) (4.8)
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where X̃k are the reconstructed states. However, only the encoder plays a functional part in

our framework following Eq. (4.7). The decoder (ψk : Hk → Xk) is used for computing a

regularization term, called reconstruction loss, to train ϕk:

Lrecon,k =
1

n

n∑
i=1

∥(Xk − X̃k)i∥22 (4.9)

where n is the total number of data points. Note that ψk is omitted in Figure 4.4.

4.4.2 Koopman Transition Module

In MMSs, the product quality at stage Sk is determined by the local process characteristics

and the quality inherited from stage Sk−1. Therefore, the general expression of the quality

indicators follows

Hk = fk(Xk, Hk−1) (4.10)

where Hk ∈ Rdh,k , fk combines an encoding model and a propagation model. This recursive

expression indicates that Hk summarizes all the process measurements prior to Sk. Our goal here

is to identify the universal linear embedding for a nonlinear system and clearly observe the quality

propagation in the latent space. Therefore, we seek Koopman operators that induce the linear

aggregation of quality indicators following:

Hk = Ĥk +Kk−1Hk−1 (4.11)

In practice, Kk−1 can be approximated by a Koopman matrix Kk−1. There are several ways to

set up the Koopman matrix, including dense matrices [121], or Jordan blocks [120], etc. In the

view of Eq. (4.6), we choose to use a diagonal Koopman matrix that consists of the eigenvalues

corresponding to the Koopman eigenfunctions identified by AEs. Kk−1 constrains a decoupled

propagation between the quality indicators from adjacent stages. The method of constructing the

matrix is inspired by [120], as shown in Figure 4.4. An auxiliary network is used to parameterize
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the eigenvalues λ. The eigenvalues are then aggregated and reshaped to form the diagonal

Koopman matrix. It follows Kk−1 = diag(λ) ∈ Rdh,k−1×dh,k .

Unlike conventional Koopman approaches where Kk−1 is a static matrix, Kk−1 is allowed

to vary according to different Xk and Hk in our design. The advantage of this design is:

(1) the quality indicators are decoupled from each other, which provides a clear view of the

quality evolution; and (2) it allows input-dependent quality propagation, in contrast to the static

propagation model in [111], meaning the proposed method can adapt to a wide range of operating

conditions without sacrificing accuracy. Even though the input-dependent Kk−1 yields only a

piecewise (not globally) linear latent system, it allows one to account for nonlinear systems with

continuous spectrum using a low-dimension network [120].

4.4.3 Prediction Module

After sequential propagations, a two-layer MLP network is used to predict the quality

indices Yk using Hk. To this end, we have introduced all the essential modules to predict the

quality indices as in Eq. (4.1). For the deterministic model, it follows:

Ỹk =MLPk(Hk) (4.12)

where Hk is updated following a linear transition rule as defined in (4.11). Substituting (4.11) into

(4.12) yields:

Ỹk =MLPk

(
k∑

i=1

(( k∏
j=i

Kj

)
ϕi(Xi)

))
(4.13)

where Kk = I for the current stage Sk. The expression between Ỹk and Xk represents a nonlinear

system. However, the cumulative product of Kk in (4.13) yields a linear system in the latent space.

Our method first selects the most valuable parameters to find the Koopman embedding, which

is then combined with MLP to capture the nonlinearity in a linear manner. Pseudocode of the

prediction process can be found as follows.
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Algorithm 2 Prediction of quality indices.
Require: Process data X1, . . . , XN , Quality data Y1, . . . , YN

1: while k < N do
2: Compute local latent variable Ĥk = ϕk(Xk)
3: if k = 1 then
4: Compute Hk = Ĥk

5: else
6: Compute cumulated latent variable Hk = Ĥk +Kk−1Hk−1

7: end if
8: Predict Ỹk =MLPk(Hk)
9: Compare Ỹk with Yk when desired

10: end while

4.4.4 Two-step Training and Loss Functions

Many traditional machine learning algorithms require feature engineering before building

prediction models, whereas deep learning models enable combining these two tasks together.

In [102, 103], process data are converted into a unified feature space using feedforward neural

networks. However, training a DNN with a complicated structure can be unstable. For example,

the diffusion of gradients may happen when backpropagating errors to early stages of an MMS.

In practice, we propose a two-step training for our framework. This can be useful when global

optimality is difficult to obtain.

1. Step 1 (pre-training): This step requires the encoding module and prediction module to

be trained separately. An AE is trained for each stage to minimize (4.9), allowing for

unsupervised feature learning. This will guide the encoder modules to find optimal local

latent embeddings that best reconstruct the original data. Then, starting from stage 1, the

Koopman transition modules are trained together with their consequent prediction modules.

These modules can be trained jointly, with the temporal quality indicators and the propagated

quality indicators being inputs, and the ground truth quality measurements being outputs.

Figure 4.5 shows the training process at stage II. The loss function follows:

Lpred,k =
1

n

n∑
i=1

∥(Yk − Ỹk)i∥22 (4.14)
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Figure 4.5: Pre-training of the prediction module at stage II.

The performance of the pre-trained model is usually limited because it cannot guarantee

that the extracted quality indicators are universally optimized for all stages. Therefore, a

fine-tuning step is required.

2. Step 2 (fine-tuning): All modules are connected to form a complete network model. The

loss function consists of the penalty for prediction errors and other regularization terms.

The proposed deep Koopman model must enable quality predictions not only at the final

stages, but also at the intermediate stages, and likewise for reconstructing raw data from

latent variables. Therefore, we define the full loss function as:

Ltotal =
N∑
i=1

(
ρiLpred,i + θiLrecon,i

)
(4.15)

where ρi and θi define the significance of the prediction and reconstruction at each

stage. While minimizing Lpred,i is our primary goal, the reconstruction error serves as a

regularization term that helps mitigate overfitting.

4.4.5 Stochastic Deep Koopman Model (SDK)

In manufacturing systems, the same operation setting usually leads to varying product

quality due to various sources of process noise. With such considerations, the base model may

not capture the random deviations present in realistic processes. We propose an augmentation that
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improves the performance of the model to deal with uncertainties. In this stochastic approach, we

replace the AE with VAE and model the quality indicators as Gaussian variables. The updated

framework is shown in Figure 4.6. In the stochastic framework, the encoding module first encodes

the state into latent variables Ĥk as in Section 4.4.1. Then, we learn the Gaussian distribution of

Ĥk using two single-layer networks, which gives:

P (Ĥk | Xk) ∼ N (µ̂k(Xk), σ̂
2
k(Xk)) (4.16)

where µ̂k is the vector of temporal mean values and σ̂k is the vector of temporal variance. One can

refer to [122] for implementation details of VAE.

Figure 4.6: In the stochastic framework, quality indicators are modeled as Gaussian variables.
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Following Eq. (4.11), one can derive a similar expression of the transition of the Gaussian

variables. If P (Ĥk) ∼ N (µ̂k, σ̂
2
k) and P (Hk−1) ∼ N (µk−1, σ

2
k−1) are independent distributions,

then P (Hk) ∼ N (µk, σ
2
k) = N (µ̂k + Kk−1µk−1, σ̂

2
k + Kk−1σ

2
k−1). However, the distributional

dependency is often unclear. Once again, we use Koopman operators to approximate the transition

of P (Hk). The propagation of the Gaussian variables is given by [121]:

µk = µ̂k +Kµ
k−1µk−1 (4.17)

lnσk = ln σ̂k +Kσ
k−1 lnσk−1 (4.18)

For the case where VAE is applied, the design of Koopman matrices is similar, except that two

distinguished auxiliary networks need to be introduced. Outputs from the two networks are used

to construct Kµ
k−1,K

σ
k−1 ∈ Rdh,k−1×dh,k , correspondingly. Once the distribution of the Gaussian

variable is obtained, one can use the reparameterization trick to reconstruct exact local quality

indicators. That is, generate a random variable ϵ ∼ N (0, 1) to sample Hk = µk + ϵσk.

When pre-training the stochastic model, the reconstruction loss will follow the same

expression in Eq. (4.9). However, another regularization term needs to be introduced in the training

phase to enforce the Gaussian distribution in the latent space:

LKLD,k = DKL

(
P (Ĥk | Xk)∥N (0, I)

)
(4.19)

where DKL is the Kullback-Leibler divergence andN (0, I) is the standard normal distribution. To

fine-tune the model, the complete loss function becomes:

Ltotal =
N∑
i=1

(
ρiLpred,i + θi

(
Lrecon,i + ωiLKLD,i

))
(4.20)

where ωi is the weight of LKLD,i.
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4.4.6 Supervisory Control for Set Point Optimization

Without loss of generality, we assume that a product has already undergone processing

operations from 1 to k, and the goal of designing a supervisory controller is to optimize the

downstream settings in operations k + 1 to N to minimize variation in product quality.

Given that a deep Koopman model (either the base model or SDK) has been constructed,

the following equations (from previous sections) can be used to predict product quality in MMSs:

H0 = ϕ0(X0) (Initialization)

Hk = fk(Hk−1, Xk) (Propagation)

Yk = ψk(Hk) (Prediction)

Assume we need to compensate for a process fluctuation δXk, where its impact on the local product

quality can be characterized as:

Hk = fk(Hk−1, Xnom,k + δXk)

∆Yk = ψk(Hk)− ψk(Hnom,k)

(4.21)

where Hnom,k is the quality indicator under the nominal operation. Given the information up to

stage Sk, the impact of δXk on the final product quality is predicted to be:

Hk→N = fk ◦ fk+1 ◦ . . . ◦ fN(Hk−1, Xk + δXk, Xnom,k+1, . . . , Xnom,N)

∆YN = ψN(Hk→N)− ψN(Hnom,N)

(4.22)

Note Eq. (4.22) is based on the assumption that the downstream operations beyond Sk will still

follow the nominal settings. Also, Eq. (4.22) can be evaluated recursively at each stage, allowing

for the consideration of multiple disturbances being introduced to the final product quality. To

compensate for the quality variation caused by δXk, one needs to seek for a control sequence

∆X = [∆Xk+1, . . . ,∆XN ] to adjust the downstream set points. A feedforward control sequence
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could be obtained by solving the following optimization problem:

min
∆Xk+1,...,∆XN

(∆YN)
TQ∆YN +∆T

XR∆X

subject to Hk→N = fk ◦ . . . ◦ fN(Hk−1, Xk + δXk, Xnom,k+1 +∆Xk+1, . . . , Xnom,N +∆XN)

∆YN = ψN(Hk→N)− ψN(Hnom,N)

∆Xi ∈ Xi

(4.23)

Here, Q and R are positive semi-definite weighting matrices, and Xi defines the admissible

adjustments for the set points at each stage. Due to the nonlinearity in the NN modules, (4.23)

presents a nonlinear programming problem, which can be solved by using interior point methods

(such as IPOPT [123]) or sequential quadratic programming.

Formulation (4.23) builds upon the same idea as presented in [124, 125]. However, the

proposed feedforward control strategy is extended to nonlinear MMSs using the deep Koopman

models. One can also observe that this formulation can be viewed as an MPC problem, albeit

with a different focus. Instead of using models to propagate states over time, our formulation

uses the deep Koopman model to propagate quality information across stages in MMSs. When

implementing the algorithm in real production, the optimization problem needs to be solved

recursively as the product reaches each new stage. This is necessary to refine the adjustments

based on the new process and quality information obtained at each stage. After the optimization

problem is solved, the adjustments are communicated to the process-level controllers, which will

then accommodate the changes. For example, if a change in tension reference is commanded in a

R2R process, the tension controller should be activated to follow the new set point.

4.5 Case Study

In this section, two case studies will be presented to illustrate the effectiveness of

the proposed methods. The first case study involves validating the Deep Koopman modeling
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algorithms using a dataset obtained from a real R2R production line. The second case study focuses

on validating the control algorithms through a simulation study.

4.5.1 Validation of the Koopman Models

The dataset used in this case study was initially introduced in [92] and is derived from a

web handling process in an actual R2R manufacturing system. To ensure confidentiality, all results

have been normalized. The configuration of the process is depicted in Figure 4.7.

Figure 4.7: Layout of the R2R testbed.

The R2R system under consideration is composed of five distinct stages: 1) unwinding,

2) splicing, 3) dancer, 4) driven roller, and 5) registration. The process involves releasing the

substrate from the unwind section, performing various intermediate processes, and ultimately

stacking the substrate into a multi-layer product at stage 5. Maintaining good product quality

requires monitoring the pitch length of each substrate span at stage 5. A closed-loop control system

utilizes this monitoring data to regulate substrate tension and roller speeds, ensuring consistent

pitch lengths across all product spans. To facilitate proactive control actions, it is desirable to

establish a model for predicting the pitch length of each substrate.

In this particular testbed, a tension sensor is installed at the end of stage 2 to monitor

intermediate process characteristics, while a 2D vision system is positioned between stages 4 and 5

to capture pitch length information. From a modeling perspective, the measurements obtained from

these two sensors serve as quality metrics. Consequently, our modeling task involves using process

measurements to predict the intermediate tension value and the final pitch length value (labels).
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Specifically, 16 sensor measurements are collected from stages 1 and 2 for tension prediction, and

an additional 11 sensor measurements are gathered from stages 3 and 4 for pitch length prediction.

It is worth noting that, in order to train the Koopman model, stages 1 and 2 from the original

production line are considered stage I, while stages 3 and 4 are considered stage II. This distinction

helps in modeling the dynamics of the R2R system more effectively.

4.5.1.1 Implementation Details

The dataset used in this study consists of data collected from 7 trials of operations. To

prepare the sensor signals for modeling, a wavelet filter is applied to remove noise from the signals.

The dataset is then divided into a training set (comprising 4 trials) and a testing set (comprising

3 trials). The training set is randomly shuffled, and 10% of the shuffled data is separated as a

validation set for monitoring the model’s performance during training. The architecture of the

stochastic Koopman model is selected based on its performance on the validation set. In this

implementation, all stages share the same latent size, denoted as dh,1 = dh,2 = 40. This choice is

reasonable because a sufficiently large latent space is created, and each operation stage only affects

a subset of the latent variables. Several hyper-parameters are defined for the training process. The

batch size is set to 200, and the learning rate is set to 10−3 for the pre-training phase and 5×10−4 for

the fine-tuning phase. Constant weights are assigned as θ1 = θ2 = 0.01, ω1 = ω2 = 5× 10−5, and

ρ1 = 1 and ρ2 = 10. The algorithm is implemented using the Pytorch library, and the stochastic

gradient descent (SGD) optimizer is employed to train the model.

4.5.1.2 Performance Evaluation

We demonstrate the performance of the proposed deep Koopman model through a

comparison study between different regression models. The algorithms implemented in this study

include:

1. A hybrid approach from [92] that combines a physical model and a censored regression

model. It serves as a reference for all other data-driven algorithms.
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2. ANN refers to the fully connected feedforward neural network. A two-layer ANN is

implemented with 64 hidden units. The rectified linear unit (ReLU) activation function is

chosen for the intermediate layer.

3. Random forest (RF) is an ensemble of decision trees widely used in data challenges. To avoid

overfitting, the RF hyperparameters are set to be: number of estimators = 30, maximum

depth = 10, minimum samples at a leaf (fractional) = 0.01.

4. Static AE-Koopman (S-AEK) refers to the proposed base model, whose transition models

are static dense Koopman matrices.

5. Stochastic Deep Koopman (SDK) is the augmented Koopman model that is introduced in

Section 4.4.5

Root mean squared errors (RMSE) on labels (Y s) are used to evaluate the prediction

performance of the above algorithms. During the experiments, ANN and RF use individual models

to predict the quality measures from different stages, whereas the others can obtain predictions

under a unified framework. The prediction errors on the testing set are shown in Table 4.1. The

experiments are repeated 10 times with different random seeds to obtain reproducible results. In

addition, visualizations of the prediction results are shown in Figures 4.8 to 4.11.

The physics-based method (the first row in Table 4.1, as reported in [92]) achieves the

lowest prediction error for both stages, which aligns with our expectations as it is derived from

high-fidelity models from the literature. The proposed Stochastic Deep Koopman (SDK) algorithm

performs the best among the data-driven algorithms, reaching a similar level of accuracy in

predicting tension compared to the physics-based method. However, it performs less effectively in

predicting pitch lengths.

Figure 4.8 demonstrates that the S-AEK algorithm captures the general trend of tension

variations, while Figure 4.9 shows that the SDK algorithm has a different prediction pattern. Due to

its embedded stochasticity, the predictions from SDK are distributed between the upper and lower
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Table 4.1: Comparison of Prediction Errors

Model Tension RMSE Pitch Length RMSE

Hybrid [92] 0.2214 0.0102
ANN 0.2392 ± 0.0044 0.0251 ± 0.0021
RF 0.2814 ± 0.0052 0.0240 ± 0.0002
S-AEK 0.2454 ± 0.0149 0.0228 ± 0.0023
SDK 0.2254 ± 0.0101 0.0192 ± 0.0016

Figure 4.8: The base Koopman model reaches a comparable prediction accuracy compared to the
hybrid approach.

Figure 4.9: Stochasticity improves the robustness of the prediction.
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Figure 4.10: Prediction of pitch length reaches a fairly high accuracy.

envelope curves that surround the actual tension measurements, covering a significant portion of

the tension measurements.

From Figures 4.10 and 4.11, it can be observed that the proposed Koopman algorithm

produces reasonably accurate pitch length predictions. However, it is important to note that the

data-driven algorithms do not surpass the performance of the physics-based method. This can

be attributed to the fact that pitch length is influenced by a small subset of features from the

dataset, making it challenging to conduct effective feature engineering without access to physical

information. Specifically, two phenomena are worth noting:

1. In Figure 4.10, the data-driven model exhibits lower accuracy in predicting quality variations

when significant impulse-like disturbances occur. Note that the significant quality variation

in Figure 4.10 is caused by the splicing process, where the material roll is cut and connected

to a redundant roll before it is completely used up.

2. In Figure 4.11, a trending offset can be noticed between the ground truth and the model

prediction. It is deduced that the time-varying dynamics of the R2R process caused this

inaccurate prediction.

These limitations can be effectively addressed by the physics-based model, as it accurately captures
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Figure 4.11: Drifting in the pitch length prediction.

the system dynamics in this simplified scenario. Therefore, one future direction is to explore

the integration of physical knowledge, if available, into the deep Koopman model. Despite the

limitations, the proposed SDK algorithm demonstrates promising results in predicting tension and

performs reasonably well in predicting pitch lengths compared to the other data-driven algorithms.

4.5.1.3 Analysis in the Latent Space

Operators can perform analytics directly on the latent variables instead of the raw data to

understand how quality evolves as the products are transmitted along the production line.

It is critical to decide the latent space dimension. Unlike many other DNN models where

autoencoders are used to learn a compact subset of features, the Koopman-based architectures

usually require autoencoders to lift the dimension of features so that the linear approximation can

be well enforced. However, setting excessively large latent sizes can cause the model to encounter

problems such as high computational expense and vanishing gradients. In our work, the latent

space dimension is decided to be dh,k = 40 for all stages according to the stage II RMSE on the

validation set using the base model, as shown in Figure 4.12. In this test, the SDK model uses the

same dimension for the latent variables.
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Figure 4.12: The latent size is decided to be 40 using the elbow method.

Once an SDK (or the base models) is trained, the Koopman transition matrices provide

direct visualization of how the critical quality indicators are propagated to the downstream stations,

as shown in Figure 4.13. The matrices are normalized so that the diagonal terms are scaled within

[0, 1]. It can be observed that Kµ
1 and Kσ

1 have 17 and 18 non-zero eigenvalues, respectively. The

sparsity indicates that only a subset of the quality indicators from stage I significantly impact the

quality at stage II under the nominal operating condition. The rest of the quality indicators will not

significantly influence the operation at stage II, but they are critical for performing local quality

predictions at stage I. The simple structure of the devised Koopman matrices allows for streamlined

process monitoring. For example, operators can quickly locate the root causes by backtracking

through the latent space when unexpected quality disruptions occur. We highlight this additional

interpretability to be an important advantage of our approach over the other benchmarks. In the

next case study, we will further demonstrate that the linear propagation in the latent space can also

be applied to R2R systems involving more than two stages. This will showcase the scalability

and effectiveness of the proposed approach in capturing the dynamics of complex multistage R2R

systems.
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Figure 4.13: The layout of the Koopman transition matrices under the nominal operating condition.

The proposed approach has an inseparable connection with SoV methods. By constructing

propagation models, we both attempt to represent product quality indices in terms of process

measurements from all prior stages. However, our method resolves some key challenges under

the SoV framework while preserving its per-stage structure. In SoV, it is usually assumed that

there is prior knowledge of the key process characteristics and propagation mechanisms, which

is not always the case. Without the availability of physical information, it can be challenging

for engineers to define the key process and quality characteristics, which are necessary for the

conventional SoV analysis. In contrast, our method efficiently learns the key quality indicators and

Koopman matrices from data. The latent, decoupled transition model in SDK is precisely a variant

of SoV. Therefore, SoV-based methods can potentially be adapted to our framework.

4.5.2 Validation of the Supervisory Control

A simulation study is conducted on a five-roller R2R process to validate the performance of

the proposed supervisory controller. The system consists of three processing stages, each equipped

with a heating chamber, as illustrated in Figure 4.14.
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Figure 4.14: Schematic of the simulated R2R system.

The control objective is to maintain the pitch length of each substrate within a consistent

range throughout the entire process. It is assumed that the pitch length will be affected by tension

and temperature variations. The simulation includes the tension and speed models described in

Eqs. (2.1) to (2.7). Additionally, the thermal behavior of the substrate is taken into account,

accounting for pitch expansion under different temperature profiles. Specifically, the quality metric

used in this case study follows:

li = (
ti
AE

+ 1)l0 + α(Γi − Γ0)l0 (4.24)

where li is the actual pitch length, l0 is the unstretched pitch length, Γi is the actual temperature

and Γ0 is room temperature. ti, A, E, α are tension, cross-sectional area, Young’s modulus, and

thermal expansion coefficient of the substrates. The simulation settings align with those used in

Chapter 2. In addition, the unstretched pitch length is assumed to be 10 cm, and α = 6× 10−5/K.

The simulation is performed in MATLAB using the ode45 function. A total of 200

independent trials are conducted, with each trial lasting for 100 s. In each trial, the system starts

from a steady state, and then increments of substrate tension are applied to different stages of the

system. A temperature change is also commanded to the chamber starting at 60−70 s. Throughout

101



Table 4.2: Inputs and outputs of the deep Koopman model.

Stage Inputs Outputs

Stage I v0, u0, v1, δv1, u1,Γ1 t1, l1
Stage II v2, δv2, u2,Γ2 t2, l2
Stage III v3, δv3, u3,Γ3 t3, l3
Rewind stage v4, δv4, u4 t4, l4

this process, the pitch length of the substrates is continuously monitored and recorded as a quality

measurement. Notice that ±1% process noise is added to the simulation.

The collected data from the simulations are then utilized for training a deep Koopman

model, which aims to learn the stagewise quality propagation of the R2R system. The focus is

on understanding how the pitch length is affected by the tension and temperature at each stage,

without relying on the underlying physics described by Eq. (4.24). Additionally, we also enforce

the Koopman model to learn the influence of other process parameters on tensions. The features

provided to the Koopman model are listed in Table 4.2. The latent size of the Koopman model is

decided to be 16.

In our implementation, 80% of the data are used for training and the rest are used for

validating the model. The prediction results are illustrated in Figure 4.15. The second row

of figures represents the elongation of pitch lengths due to the applied tension and temperature

change, compared to the unstretched substrates. It is evident that even without explicit knowledge

of the underlying physics, the Koopman model can accurately predict the tension and pitch length

measurements using the provided process information for both stages II and III. This precise

prediction of process and quality characteristics is crucial for the development of the supervisory

controller in the subsequent steps.

To evaluate the performance of the proposed set-point optimization scheme, three new

simulation trials are conducted, each lasting for 300 s. In these trials, changes in the temperature

profile Γ1 of the first printing chamber are commanded, while keeping other process parameters at

the steady state. As depicted by the blue curves in Figure 4.16, the temperature variation induces

102



Figure 4.15: The deep Koopman model can accurately predict tension and pitch length elongation
at Stages II and III.

a change in the pitch length at processing stage I, subsequently resulting in pitch length deviations

across different processing stages. The control objective is to compensate for these deviations by

adjusting the tension references. Specifically, the supervisory controller periodically evaluates the

quality metrics and suggests adjusted set points for the motor torques in the downstream stages

every 10 s. The nonlinear programming problem in (4.23) is solved by using the CasADi package

in Python [123]. It is important to note that the supervisory controller operates at a much lower

control frequency compared to the lower-level process controllers. After the adjusted process

parameters are provided by the supervisory controller, the behavior of the system incorporating

these adjustments is computed using a physical model. This approach allows us to assess whether

the controller can offer valuable insights to actually improve the operation of the R2R system.
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Figure 4.16: The supervisory controller compensates for pitch length deviations when disturbances
occur. This deviation measures the variations of pitch length at different stages.

From Figure 4.16, it is evident that without active compensations from the supervisory

controller, disturbances can result in pitch length deviations of 60, 120, and 180µm for both stages

II and III in the three test trials. However, with the introduction of the supervisory controller, this

trend can be predicted and then eliminated. Specifically, the deviation of pitch lengths is regulated

within 40µm even when different levels of temperature changes are present. Furthermore, Figure

4.17 demonstrates the collaborative behavior of the motors at stages II and III in response to

disturbances. The supervisory controller enables the motors to work in cooperation, dynamically

adjusting their set points to counteract the effects of temperature changes and maintain the desired

pitch lengths. This showcases the capability of the proposed supervisory controller to optimize the

overall performance of the production line by considering the interdependencies between different
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Figure 4.17: The motor torque set points are adjusted every 10 s.

stages. In this case, the interdependencies among stages are learned directly from the data and

captured in the Koopman transition matrices, minimizing the reliance on human knowledge.

4.6 Conclusion of the Chapter

This chapter presents a deep Koopman approach to model the quality propagation in MMSs

and develops a feedforward supervisory controller to optimize the system settings. Two R2R case

studies validate the effectiveness of the proposed method and highlight its potential for improving

the operation of R2R production lines. The following conclusions are drawn from the study:

1. The proposed modeling method achieves high prediction accuracy by utilizing an

autoencoder-based framework. This approach extracts critical latent variables from the data,
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allowing for more robust predictions even in the presence of high-dimensional data and

industrial noise.

2. The stage-by-stage modeling scheme enhances the interpretability of the model without sac-

rificing accuracy. By applying the Koopman operator theory, the framework approximates

the nonlinear dynamics of R2R processes by enforcing linear transitions of latent variables

between stages. This approach provides insights into the system’s behavior at each stage and

facilitates decision-making in process optimization.

3. The proposed control scheme effectively optimizes the settings of R2R processes in a

dynamic manner. By leveraging the learned model, the feedforward supervisory controller

adjusts the system parameters to minimize quality deviations and improve overall perfor-

mance.

The proposed Koopman framework exhibits several limitations. Firstly, the drifting

phenomenon observed in Figure 4.11 may be attributed to the model’s inability to capture the

changing dynamics of R2R systems. In contrast, the physics-based model can accommodate such

characteristics. This indicates a drawback of most data-driven models (including the Koopman

models) - they are often trained with fixed model parameters. Adapting to evolving system

dynamics becomes challenging in such cases. To address this issue, potential solutions may

involve introducing online learning mechanisms or integrating the Koopman model with physics

knowledge to eliminate residues from drifting phenomena.

Secondly, the Koopman operator theory suggests that an equivalent linear embedding

may yield an infinite-dimensional feature space. However, in practice, dimension truncation is

necessary due to the limitations of numerical methods. This worsens the capability of Koopman

models in capturing highly nonlinear dynamics. Further research is needed to devise smart

truncation approaches and design suitable measurement functions for more accurate modeling.

Future work will focus on implementing the developed methods in real production lines to

validate their practical applicability. Additionally, the scope of research can expand to explore
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applications, including root cause analysis and anomaly detection, using the deep Koopman

framework. Furthermore, enhancements to the supervisory control scheme are essential to tackle

challenges related to process noise, model uncertainty, and limited data availability, thereby

improving its robustness.
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CHAPTER 5

Conclusions and Future Directions

5.1 Conclusions and Contributions

Over the past decades, roll-to-roll processes have gained great attraction in industry for

the fabrication of fabric and sheet-metal-based products. Extensive research in the field has

demonstrated the potential of R2R printing technology in enabling high-volume and cost-effective

production of flexible thin-film devices. However, despite these promising prospects, substantial

challenges persist, posing obstacles to the implementation of R2R printing for mass production.

These challenges need to be addressed to demonstrate the capability of R2R processes to meet

industrial demands.

In this dissertation, we have addressed the challenges associated with enhancing the

performance of R2R printing systems. The objective is to overcome the limitations of R2R

processes and enable their adoption in the production of flexible electronics. Three major research

topics that are explored include robust tension control, safety-critical registration control, and

modeling and control of quality propagation in R2R systems. Standing on the shoulders of existing

R2R hardware designs, the proposed methodologies approach from algorithmic perspectives to

improve the system reliability and finished product quality. Some major takeaways from the

presented work are listed as follows.

Chapter 2 provides a thorough investigation into tension control within roll-to-roll (R2R)

printing systems. The chapter highlights three critical challenges associated with the complex
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dynamics of R2R systems: model uncertainties, time-varying dynamics, and system constraints,

which can significantly degrade the performance of conventional tension control methods. To

address these challenges, the proposed LPV-MPC algorithm is introduced, demonstrating its

effectiveness in achieving rapid and precise tracking of tension set points. Acting as a process-level

controller, the proposed algorithm enhances the stability of R2R processes, thereby advancing the

state-of-the-art tension control for R2R systems.

The tension controller in Chapter 2 can be applied to R2R processes that require tight

tension margins. However, this controller does not directly address the issue of product quality,

particularly the challenge of poor registration accuracy in R2R printing processes. To tackle

this limitation, Chapter 3 focuses on the design of a quality-level control scheme that eliminates

registration errors while ensuring system safety. The chapter presents a primary controller based

on a modified Algebraic Riccati Equation to stabilize the registration dynamics. Additionally,

a safety controller is designed using the concept of control barrier functionals to ensure system

safety. By implementing this control scheme, registration errors can be minimized in the presence

of disturbances, while simultaneously keeping the substrate tension within desired control limits.

Instead of focusing on direct control of the process characteristics, Chapter 4 develops a

modeling and supervisory control framework that dynamically adjust the set points for process

parameters that are considered in the last two chapters. Specifically, R2R processes are modeled

as multistage manufacturing systems, and a deep Koopman model is designed to capture the

quality propagation between adjacent operation stages. By utilizing the Koopman model, potential

disruptions in quality can be anticipated in the presence of disturbances. The supervisory controller

then plans adjustments to the process parameters to mitigate these quality issues. Integrating

this supervisory controller with the lower-level controllers from the previous chapters holds the

potential for achieving an optimized performance in R2R printing systems.

Overall, this dissertation follows a bottom-up approach, progressing from the design of

a dedicated tension controller, then to addressing the simultaneous control of registration and

substrate tension. Finally, a system-level control scheme is proposed, which supervises the two
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lower-level controllers. This incremental approach allows for a comprehensive and systematic

exploration of control strategies, gradually addressing the challenges in R2R printing systems.

The contributions of this dissertation include:

1. The disturbance factors that can lead to degradation in tension control performance are

identified. An algorithm that combines a tube-based MPC and an incremental model is

proposed, which is shown to achieve better tension control performance compared to the

benchmarks from the literature.

2. The importance of addressing safety concerns on tension variations, aside from the design

of a regular registration controller, is extensively illustrated. Then, the control synthesis

that includes a primary controller and a safety controller is designed to mitigate registration

errors while enforcing tension constraints.

3. A system-level modeling scheme, which requires a minimal physical understanding of

the underlying system, is proposed to model the nonlinear inter-stage correlation in R2R

systems. In addition, a supervisory control formulation is designed to dynamically optimize

the process setting during operations.

5.2 Limitations of the Presented Work

Limitations of the proposed methods have been discussed in each corresponding chapter.

Here, we try to highlight the key issues that need further study. Firstly, it is important to validate

the control methods on experimental setups, as most of the validation in this work was conducted

via simulation studies for proof-of-concept. Specifically, the disturbance rejection performance

of the tension controller and the convergence performance of the registration controller should be

thoroughly examined, as these aspects were not extensively studied in this work. Additionally,

considering the types of disturbances specific to different R2R systems and incorporating them

into the controller designs would enhance their robustness, especially for the proposed registration
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control scheme.

The Koopman-based modeling and control method proposed in the last chapter was

developed under the assumption of minimal available physical knowledge of the underlying R2R

system. Therefore, the integration of physical knowledge into the Koopman framework was not

studied in this dissertation. Future research can explore incorporating physical knowledge or

active learning techniques to accommodate highly nonlinear and time-varying systems. While the

proposed Koopman model demonstrated promising results in predicting stagewise quality indices

for MMSs, further analysis can be conducted on the latent variables to assist root cause analysis

and anomaly detection. The proposed framework has great potential for improving the operation

of manufacturing systems, even though these aspects were not fully explored in this dissertation.

5.3 Future Work

Future work should prioritize resolving the aforementioned limitations while also explor-

ing the development of hierarchical approaches to further improve state-of-the-art R2R printing

systems. As mentioned in Chapter 1, to develop high-performance R2R processes that satisfy the

industrial demands for producing flexible thin-film devices, researchers need to conduct studies

from four different levels. Each level will require significant effort in the future.

At the equipment and sensor level, future research should focus on the development of

advanced R2R-related hardware components. This involves exploring new printing technologies

that offer improved precision, speed, and versatility in handling different materials and substrates.

Additionally, the design and optimization of equipment, such as rollers, tension control systems,

and web guiding systems, should be enhanced to ensure reliable and efficient R2R processes.

Advanced sensors capable of real-time monitoring and control of critical process parameters,

such as tension, temperature, and registration accuracy, should also be developed to enable better

process understanding and control. The integration of these advanced hardware components and

sensors will contribute to the overall performance and productivity of R2R systems, enabling high-
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quality and high-throughput production of flexible thin-film devices.

At the process level, advanced designs of R2R components are essential to enhance the

overall controllability. For instance, studies such as [16] and [77] have suggested innovative

designs for fixtures and guiding mechanisms that can significantly improve the performance of

R2R processes. There is also a need for comprehensive modeling and simulation tools that

accurately capture the dynamics and interactions within R2R systems. These tools can aid in

the optimization of process parameters, improvement of the system design, and prediction of

system behavior under different operating conditions. To enable this, efficient design of experiment

methods can be employed to identify critical process parameters and understand their impact

on the process intelligently. Developing advanced process control strategies, such as model

predictive control, adaptive control, and intelligent control algorithms, is another crucial area

for future research. These strategies should address the challenges posed by system nonlinearity,

uncertainties, and disturbances, while ensuring precise control of critical process parameters and

maintaining product quality. This dissertation proposed methods related to this direction and

conducted simulations to perform proof-of-concept studies of the algorithms. In the future, these

algorithms should be tested on large-scale R2R production systems to validate their effectiveness

further.

At the system level, future research should focus on integrating and optimizing the

interaction between different components and subsystems in R2R printing processes. This

involves developing advanced control and coordination strategies to ensure seamless operation

and synchronization of various process modules, including printing, drying, curing, and post-

processing stages. This dissertation has proposed a modeling and control scheme that holds the

potential to coordinate the lower-level process controllers. Future work could involve designing an

architecture that integrates the system-level and process-level controllers, making it applicable to

large-scale R2R systems.

Another important aspect of future work at the system level is the development of scalable

and adaptable R2R printing platforms. This involves designing modular systems that accommodate
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different printing techniques, substrates, and materials, providing flexibility and versatility in

manufacturing a wide range of products. Scalable configurations should be considered to support

both small-scale prototyping and large-scale production, allowing for seamless transition and

scalability based on market demands.

At the plant level, one should consider the development of advanced planning and

scheduling algorithms specifically tailored for R2R printing processes. These algorithms should

consider the complexities and constraints of the system, such as substrate availability, processing

time, and equipment utilization, to generate optimized production plans. By efficiently allocating

resources and coordinating production sequences, these algorithms can help maximize throughput,

minimize production time, and reduce energy consumption.
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process control robust to inaccurate knowledge about process noise. CIRP Annals,
66(1):437–440, 2017.
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