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Abstract 

Many theories of human information behavior (HIB) assume that information objects are 

in text document format. This paper argues that four important HIB theories are insufficient for 

describing users’ search strategies for research data because of differences between data and text 

documents. We first review and compare four HIB theories: Bates’ theory of berrypicking, 

Marchionni’s theory of electronic information search, Dervin’s theory of sense-making, and 

Meho and Tibbo’s model of social scientist information-seeking. All four theories assume that 

information-seekers search for text documents. We compare these theories to user search 

behavior by analyzing the Inter-university Consortium for Political and Social Research’s 

(ICPSR) search logs. Users took direct, orienting, and scenic paths when searching for research 

data. We interviewed ICPSR data users (n=20), and they said they needed dataset documentation 

and contextual information absent from text documents to find data, which suggested ongoing 

sense-making. However, sense-making alone does not explain the information-seeking behavior 

we observed. What mattered most to secondary data discovery were information attributes 

determined by the type of objects that users sought (i.e., data, not documents). We conclude by 

suggesting an alternative frame for building data discovery tools. 
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Data, information retrival, systems design  
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Data, not documents: Moving beyond theories of information-seeking behavior to advance 

data discovery 

Introduction 

Theories of human-information behavior (HIB) seek to explain user behavior and inform 

user-centered system development. Influential HIB theories, especially those focused on 

information-seeking, emerged in response to criticism of a query-centered view of information 

retrieval (IR) (e.g., Bates, 1989) and the parallel emergence of user-centered design. Seminal 

theories of HIB that developed in the 1980s and 1990s described information-seekers searching 

for text that was available online. Theories such as Marchionni’s (1997) portrayal of 

information-seeking in online environments and Ellis’s (1989) model of information-seeking by 

social scientists helped inform IR tool development. Although some of the most influential HIB 

theories are several decades old, they continue to inform our understanding of information 

discovery. However, these theories have limits, and we argue their applicability to data discovery 

and reuse is one such limit.  

Scientists are increasingly aware of the importance of data sharing. Despite this shift, 

information scientists do not fully understand how scientists discover research data and the user-

specific discovery considerations that inform secondary data reuse. This knowledge gap hinders 

the creation of search tools.  

To assess the extent to which theory captures how social scientists search for data, we 

studied behavior at a leading data archive, the Inter-university Consortium for Political and 

Social Research (ICPSR). ICPSR was founded in 1962 and provides access to over 10,000 social 

science studies, including over 250,000 data files in more than 17,500 data collections. 

Researchers, research centers, funders, and governmental agencies contribute datasets to 

ICPSR’s collection. ICPSR maintains a web-based catalog that supports faceted data searches 

based on metadata standards and controlled vocabularies. ICPSR also maintains a Bibliography 

of Data-related Literature and a variable database. The consortium curates data to enhance reuse, 

creates codebooks, and provides restricted data access using one of three modalities. ICPSR 

provides these resources on a website with a shared, uniform interface. 

We argue that distinguishing between data and documents clarifies why emerging 

research (Gregory & Koesten, 2022; Koesten et al., 2017; Gregory, 2021) finds that information-

seeking theories inadequately support data discovery tool design. Building tools for data 

discovery requires more than considering user behavior. Rather, we find that information about 

and within data (e.g., metadata and contextual information) is foundational to data discovery and 

reuse, because the objects users seek determine their most relevant representative and contextual 

information. Thus, data-specific attributes are important to consider when building IR systems. 

Still, the HIB theories we review do not make this point, nor is it made in other studies of data 

discovery. We conclude by arguing that a mid-level data representation model can support future 

systems design and help create new HIB theories. 

  

https://paperpile.com/c/m500Z3/YYKO
https://paperpile.com/c/m500Z3/YYKO


DATA, NOT DOCUMENTS  4 
 

Literature review 

Definitions of data and documents  

The concepts defined in Table 1, including “information,” “data,” “document,” and 

“text,” have long been contested in information science (Tredinnick, 2006). Scholars have 

resolved perennial questions about differences between “data” and “documents” based on the 

affordances of each class of information object. A comparison of dataset definitions (Renear et 

al., 2010) found four common functional features: grouping (e.g., a collection), content (e.g., 

observations), relatedness (e.g., to a subject), and purpose (e.g., a representation). For instance, 

scientific datasets need persistent, unambiguous identities for researchers to cite them 

(Wynholds, 2011). In this paper, we operationalize data as information objects (see Buckland, 

1991).  

 

Table 1. Key terms and definitions. 

 

Term Definition References 

Data Data can include geospatial coordinates, numerical 

values, and measurements, but also literature 

corpora, images, or physical samples—any of which 

may be used to provide evidence of phenomena or to 

serve as a subject of analysis.  

Data can be organized in different ways (i.e., in 

spreadsheets, as networks or graphs, or as collections 

of related artifacts). 

(Borgman et al., 

2015; Dourish & 

Gómez Cruz, 

2018; Gregory & 

Koesten, 2022; 

Munzner, 2014, 

as cited in 

Gregory & 

Koesten, 2022) 

Information A term used attributively for objects, such as data 

and documents, that are referred to as such because 

they are regarded as being informative, imparting 

knowledge, or communicating information. 

(Buckland, 1991) 

Quantitative data “Information-as-a-thing” containing highly 

structured numerical, categorical, and ordinal 

variables that comprise files originating from social 

research methodologies or administrative records. 

(Informed by 

Buckland, 1991; 

Buckland, 2018; 

ICPSR, n.d.) 

Textual 

document 

An information object containing written text 

organized into an artifact such as a book, academic 

journal article, webpage, or gray literature. 

(Buckland, 1991; 

2018) 

Questions surrounding the identity of texts are non-trivial. Documents carry meaning 

because they organize evidence and convey significance to individuals, sometimes referred to as 

“relevance” in information retrieval (Buckland, 1997). In his exploration of the distinction 

between “data” and “documents,” Furner (2016) found that “datasets are made up of 

https://paperpile.com/c/m500Z3/KGCy
https://paperpile.com/c/m500Z3/TuZH+Kz7I+QW3a+89SK
https://paperpile.com/c/m500Z3/TuZH+Kz7I+QW3a+89SK
https://paperpile.com/c/m500Z3/QW3a
https://paperpile.com/c/m500Z3/TuZH+Kz7I+QW3a+89SK
https://paperpile.com/c/m500Z3/KGCy
https://paperpile.com/c/m500Z3/KGCy
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documents...” and that the dataset is a “species of document” (p. 288). In this view, textual 

documents consist of texts, while datasets consist of numerical documents. This distinction is 

important because the representation and organization of textual documents in IR systems impact 

users’ ability to access and interact with information objects (DeRose et al., 1997). Treating 

quantitative data and textual documents as identical assumes that each is represented and 

organized the same—this may hinder the creation of user-centered IR systems. 

Critiques of information retrieval systems 

IR systems allow users to express their information needs as queries that systems 

subsequently use to return search results. Searches retrieve information including, but not limited 

to, documents, content in documents, images, metadata, moving images, sound, and databases 

(Luk, 2022). Web-based search engines are the most visible type of IR system, and they combat 

information overload by ranking results using measures of relevance.  

Critiques of IR systems are not new. In 1989, Bates asked us why traditional IR systems 

required users to represent their needs in structured queries. “Why cannot the system make it 

possible for the searcher to express [... their needs] as they would ordinarily, instead of in an 

artificial query representation for the system’s consumption” (p. 197)? This question underscores 

an important realization: how humans interact with IR systems shapes performance. Historically, 

default IR models did not account for user behavior (Robertson, 1977), so IR systems were 

technically sound but challenging to use. Responding to critiques like the one presented by Bates 

(1989), researchers began theorizing how users search for and behave using information to 

improve system usability (Norman & Draper, 1986). 

Users search for information differently, and these differences depend on user needs, 

context, psychology, and other considerations (Fisher et al., 2005). Recognizing this, the 

Information-seeking in Context Conference (ISIC, n.d.) provides a venue for researchers to 

present papers about information activities “going beyond a sole focus on [... technology]” (para 

2). Researchers also examine information needs, recognizing that these needs motivate 

information-seeking behavior (Wilson, 1981). Sometimes, information acquisition is 

unintentional and a product of serendipity (Erdelez, 1999). Scholars also acknowledge that 

behavior varies by the type of information with which individuals interact (e.g., Albertson, 2015; 

Lavranos et al., 2015). Discussing modern information retrieval systems, Chapman et al. (2019) 

note how they are optimized to return tuples (a basic unit of data in a relational database), 

documents, and web pages but not datasets.   

Data discovery and reuse 

Data sharing and reuse have a long history (Sherif, 2018), with continued growth in the 

amount of data available for reuse, the number of reuse studies conducted, and literature 

examining dataset reuse. Growth during the past decade was caused by an increased awareness 

among scientists about the importance of data sharing, which facilitates the creation of new 

knowledge, increases trust in science, and maximizes funders’ return on investment (Borgman, 

2012). The well-known FAIR principles (“Findable,” “Accessible,” “Interoperable,” and 

“Reusable”) note, “The first step in (re)using data is to find them” (para. 3). Thus, data discovery 

https://paperpile.com/c/m500Z3/cXFz
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is vital to sharing, stewarding, and reusing data. However, data discovery can be challenging to 

define. 

A substantial number of data discovery systems exist, making it surprising that data 

discovery is just now receiving close attention from information scientists. National governments 

operate data portals (e.g., www.data.gov) to promote data reuse. Google maintains a data-

specific search tool, while numerous institutional archives and subject-specific repositories exist, 

such as DataONE (www.dataone.org). 

The elusive nature of data discovery could be due to the fact that it encompasses an 

ongoing cycle of search and evaluation. Koesten et al.’s (2021) study of sense-making in data 

reuse revealed that researchers engage in multiple patterned individual and collaborative 

activities to make sense of the data they find. However, we also know from the literature that 

sense-making happens in stages, and information-seeking and data-related interactions are 

iterative. Data discovery, thus, involves a sequence of sense-making activities deeply interwoven 

with considerations about data reuse. Data reuse, in turn, is discussed in a wide variety of 

literature, including research on and descriptions of tools and infrastructure. Because discovery is 

often embedded within other data-related activities, Gregory et al. (2019) conclude that 

“Information documenting data retrieval behaviors are buried across disciplines and data-related 

literature and is not easy to identify” (p. 420). 

Nevertheless, research has uncovered consistent findings. Kriesberg et al. (2013) found 

that learning to reuse data—including finding data—is an acculturation process for novice 

researchers who learn the practices and norms of their community. Most importantly, they 

discovered that novice researchers decide what data to reuse in concert with mentors and more 

senior researchers. Their finding is supported by others (Zimmerman, 2007; Gregory et al., 2020; 

York, 2022), who argue that social and other scientists discover data through professional 

networks or reuse data with which they are already familiar. These studies also found literature is 

essential for researchers to discover data. Aside from curating and providing access to data, 

“intermediaries” like libraries promote data discovery by making it findable (Yoon et al., 2018).   

User-centered data retrieval 

User-centered data retrieval is an emerging area of study, motivated by an effort to create 

tools that place users at the center of the software development process. However, evidence 

suggests that building effective, usable data retrieval systems is challenging. Krämer et al. (2021) 

find that users often rely on literature searches to identify relevant data, suggesting that tighter 

integration of search systems for datasets and documents might improve user search experiences. 

However, variation in research practices (see below) makes it challenging to develop user-

centered IR tools based on user profiles. Existing HIB theory also appears inadequate to provide 

software developers and designers with the guidance they need. 

In a paper reporting international survey results, Gregory et al. (2020) discuss variations 

in how researchers use data. They conclude that behavioral differences make creating user-

centered IR tools based on profiles difficult because, according to their results, a diversity of data 

needs, uses, sources, and search practices “appears to be the rule” (p. 40). Instead, Gregory and 

colleagues call for developers to build IR systems that support discrete data-based tasks in situ. 

http://www.data.gov/
https://www.dataone.org/
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These purpose-driven tasks include using data for a study; preparing a new project or proposal; 

teaching; generating new ideas; experimenting with methods or techniques; identifying trends or 

making predictions; comparing datasets to find patterns; modeling algorithms; creating 

summaries, visualizations, or tools; integrating data to create new datasets; benchmarking; and 

calibrating models (p. 21). Each task provides “an entry point for design” (p. 46). Partially 

because data discovery requires attention to such considerations, Gregory and Koesten (2022) 

argue it is not like searching for literature (p. 3). 

Similarly, after reviewing data discovery practices in five disciplines, Gregory et al. 

(2021) draw another conclusion with implications for building data discovery tools. They argue 

“a theoretical framework based on information retrieval alone is insufficient for deeply 

understanding practices of data discovery” (p. 249). Koesten et al. (2017) support this finding, 

reporting on a study to inform systems design. They conclude existing user-centric information-

seeking theories “are a reasonable starting point” for IR tool development but are ultimately 

inadequate. They note “to be truly useful, [information-seeking models…] need to consider the 

specific search and sense-making activities people carry out when working with structured data” 

(p. 1,279). Koesten and colleagues then forward a taxonomy of data-centric tasks and a five-

pillar iterative model of how researchers work with structured data (p. 1,284). They also suggest 

that software developers use their taxonomy and model as touchpoints. However, they do not say 

what information about data users need to complete searches, nor do they differentiate between 

data types. 

Human information behavior models 

Here, we review four influential HIB theories: 

1. berrypicking (Bates, 1989); 

2. electronic information-seeking (Marchionini, 1997);  

3. sense-making (Dervin, 1983); and  

4. social scientist information-seeking (Meho & Tibbo, 2003).  

Despite their age, these theories remain relevant to theory and practice today (especially IR tool 

design), collectively receiving 3,810 citations since 2013.i We present these theories because 

they characterize the information-seeking literature. Although we do not employ formal 

inclusion criteria, we exclude theories without a focus on information-seeking. We also exclude 

redundant or overlapping theories (e.g., Kuhlthau, 1993, because her model is holistic, and the 

concept of uncertainty is explained by Dervin’s idea of a conceptual gap). Nevertheless, the four 

we review shed light on the state-of-the-literature with respect to models supporting IR tool 

development.  

Bates’ (1989) theory of berrypicking first emerged to criticize traditional IR systems. 

Observing a limitation of simple, query-based IR systems at the time, she found users do not 

search for information using simple query matching. Rather, she found they: 

[B]egin with just one feature of a broader topic, or just one relevant reference, and move 

through a variety of sources. Each new piece of information that they encounter gives 

them new ideas and directions to follow and a new conception of the query. At each 
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stage, they are not just modifying the search terms used in order to get a better match for 

a single query. Rather, the query itself, as well as the search terms used, is continually 

shifting in part or whole (p. 198).  

Bates argued that most searches evolve and that at different stages of the search process, users 

find information and references to inform the redirection of a larger search process. Thus, 

information retrieval occurs “bit-at-a-time,” much like picking berries “scattered on the bushes 

[in the forest]; they do not come in bunches” (p. 198). 

Marchionni (1997) also described iterative electronic information-seeking in online 

environments. Specifically, he said the information-seeking process is systematic and 

opportunistic, composed of several sub-processes that begin with recognizing a problem and end 

with some stopping point that can make calls to other sub-processes. Marchionni’s model 

includes identifying information needs, defining problems, selecting information resources, 

formulating queries, executing queries, examining results, extracting information, and reflecting 

on the process or ending the search. Like Bates (1989), Marchionni sought to help developers 

create usable search tools. Uniquely, he developed his model to describe resources increasingly 

connected by the Internet. 

Dervin's (1983) sense-making theory portrays search as related to cognition. 

Conceptually distinct from our other theories, it is a process and a methodology originally used 

by communications researchers. Dervin’s logic was that: 

 

1. individuals face a conceptual gap;  

2. in a situation; 

3. where they bridge this gap using information; and 

4. bridging the gap is helpful. 

 

In information science, researchers use sense-making as a methodological theory to “explicate 

and study variable analytic measures categorized as information needs, seeking, and use” 

(Savolainen, 1993, p. 13). Human-computer interaction researchers also began employing 

Dervin’s sense-making theory around the same time (Russell et al., 1993). The metaphor of 

sense-making lends itself to understanding cognitive processes that shape IR; however, it is not a 

theory of HIB per se. It is an outlier because Dervin does not focus on user behavior. Rather, 

sense-making describes how individuals benefit from information when they use it to develop 

mental models of the world and a methodological frame to ascertain where and when this occurs.  

Bates, Marchionni, and Dervin each study people but they do not focus on their 

attributes. We recognize that different populations may behave differently, and one theory 

focuses on ICPSR’s user group—Meho and Tibo’s (2003) social scientist information-seeking. 

Meho and Tibo expand on Ellis’ (1989) population-agnostic model to describe how social 

scientists use IR tools. They found four information-seeking stages: searching, accessing, 

processing, and ending. Within these stages are 16 sub-behaviors, including four behaviors that 

Ellis did not find. Unique among the theories we review, they account for on- and offline 

behaviors. Discussing information resources, Meho and Tibo point out that some are necessary 

for the research lifecycle to continue (p. 585). 
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Methodology 
 

Research suggests that HIB theory inadequately describes data discovery, which carries 

implications for building user-centered IR tools. However, as Gregory and Koesten (2022) 

remind us, millions of datasets are available online (p. 1), and numerous intermediaries provide 

these datasets to users. Because data intermediaries provide their datasets using diverse systems, 

we designed a study mindful of the potential for variation—behavior in one context may be 

different elsewhere. Data-seeking behavior at ICPSR had not yet been compared to HIB theories, 

so we tested them in a high-profile context, simultaneously gathering observational data for 

theory-building to meet the call issued by Gregory et al. (2019).  

Search log analysis 

We began our study by comparing the abovementioned HIB theories with data from 

ICPSR search logs (Lafia et al., 2023). Data were collected from ICPSR’s website using Google 

Analytics between 2012 and 2016 and described 98,000 user sessions. ICPSR staff were 

excluded from our analysis based on IP addresses. The search logs captured users’ interactions 

(i.e., clicks, queries) with ICPSR resources, including the data catalog, study-level pages, dataset 

variables, and the Bibliography of Data-related Publications. 

To analyze data, first, we manually classified the 25 most-accessed resources on the 

ICPSR website. We proposed five categories (i.e., access points, drop-off, lookup, object, and 

transactional) for these resources based on Broder’s (2002) taxonomy of users’ information 

needs and web queries.ii We classified these resources according to aspects of the data discovery 

process that they supported. For example, ICPSR’s “Find Data” page was an obvious access 

point, whereas individual study pages were data objects. Next, we determined behavioral 

sequences where ICPSR users accessed resources by identifying three paths: direct, scenic, and 

orienting. These paths led from the main website and concluded at exit pages, where users left 

the website. Finally, we noted points of failure and recurring behaviors that supported or 

impeded research data discovery along each path.  

Data user interviews 

After completing our search log analysis, we conducted a follow-up interview study. The 

purpose of this study was to 1) validate the behavioral paths we identified and 2) learn more 

about the information researchers need to find data. Our interviews helped us understand and 

interpret Google Analytics data, which did not provide granular insights into user interaction 

with website features (e.g., search facets, metadata fields). Work by Gregory and Koesten (2022) 

shows that metadata is central to research data discovery. However, as noted earlier, the 

literature says very little about what types of information are key to sense-making, and we 

wanted to know more. The literature says sense-making describes data-seeking behavior, but this 

begs the question—what is made sense of and how? 

In the summer of 2022, we interviewed 20 social scientists who had published in peer-

reviewed journals using ICPSR data. We used ICPSR’s Bibliography of Data-related 

Publications to identify individuals. We recruited participants via email, offering $50 gift cards 

https://paperpile.com/c/m500Z3/QW3a
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for their participation. In our emails, we provided a screening survey that collected demographic 

information and asked about the data-seeking behaviors we uncovered with Google Analytics.  

Our interview participants included university faculty (n=12), graduate students (n=5), 

postdocs (n=3), and government employees (n=1). Most participants were criminologists (n=6), 

psychologists (n=3), sociologists (n=3), and public health scholars (n=3). Interviewees reported 1 

to 5 (n=6), 5 to 10 (n=7), 10 to 20 (n=3), and more than 20 years (n=2) experience as researchers. 

Sixteen study participants self-identified as quantitative researchers, while four used mixed-

methods. We could not recruit qualitative researchers because of the quantitative composition 

(~98.7%) of ICPSR’s collection. All of our interview participants said they wanted data to carry 

out research. Other reasons that participants sought data included teaching (n=9), policy or 

program analysis (n=5), and writing class papers (n=3). 

After our participants responded to the screening survey, we conducted and recorded our 

interviews online using Zoom in a semi-structured fashion (Creswell & Creswell, 2017). We 

began our interviews by asking participants about their research data-seeking behaviors. We also 

asked about the need for information to enable data discovery on a scale of “1” (not necessary) to 

“5” (essential). Questions about information pertained to relevance, data usability, a need to 

conduct cutting-edge research, accessibility, and trust in data resources. Each category provided 

insight into the information that users need to find datasets.  

Findings 

The theories we evaluated inadequately describe research data discovery at ICPSR. Two 

(berrypicking and electronic information-seeking) fail to explain how users navigate searches to 

make sense of information rather than acquire information objects. Three (berrypicking, 

electronic information-seeking, and sense-making) do not encapsulate all of the data discovery 

paths we identified. We also found that data-specific information attributes are central to data 

discovery, which suggests that building usable tools requires more than identifying and 

supporting sense-making behaviors. As a standalone theory, sense-making failed to explain our 

collective study findings—rather, we find that data attributes and documentation are most 

relevant. 

HIB theory describes documents, not data 

The theories we reviewed state that they examine information-seeking, but they actually 

focus on text documents. Table 2 compares the theories we evaluated by describing their 

portrayals of information, whether users conduct multiple queries, whether users can engage in 

multiple tasks while searching, and user objectives. 

Table 2. Comparison of four HIB theories. 

 

Theory Search Object Query Task User Objective 
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Bates (1989) “Documents,” 

“Information” 

(p. 199) 

Multiple 

possible (p. 199) 

Multiple 

possible (p. 199) 

Information 

retrieval (p. 

199) 

Marchionni 

(1997) 

“Information” 

(Online, mostly 

text)  

Multiple 

possible (p. 50) 

Single (But 

multiple 

possible sub-

processes) (pp. 

36-38, 50, 59) 

Information 

retrieval (p. 50, 

59) 

Dervin (1983) “Information” 

(Product of 

human 

observing in 

communication) 

(p. 4) 

Single 

(Operationalized 

as a “gap”) (p. 9) 

Single (A 

“situation” and 

“use” of 

information to 

fill a “gap”) (p. 

9) 

Filling a “gap”  

(p. 9) 

Meho and Tibo 

(2003) 

“Information” 

(Books, journal 

articles, archival 

materials, 

fieldwork data, 

newspapers) 

(pp. 577–578) 

Multiple 

possible (p. 584) 

Multiple 

possible (p. 584) 

Ending a 

research project 

(p. 584) 

In these HIB theories, descriptions of information objects refer to documents, online 

texts, books, articles, fieldwork notes, and archival materials. We explain this characterization by 

noting the date each theory emerged. Their creators developed them when a library catalog or 

subscription database was the most visible IR system. Analog media was widespread, and system 

users sought textual information. As analog systems moved online, Bates (1989), Marchionni 

(1997), and Meho and Tibbo (2003) kept abreast of changes in information-seeking 

environments to support IR tool development.  

The theories we examined describe dynamic behaviors instead of simple query matching, 

likely because they emerged to critique traditional IR systems. Altogether, these theories portray 

individuals as conducting multiple queries and engaging in interrelated search tasks. Dervin 

(1983) is one exception because, to her, information is a product of human communication and 

not something to obtain like a document. She treats information-seeking as a cognitive process. 

Bates (1989) and Marchionni (1997) say object retrieval is an objective. However, Dervin (1983) 

theorizes that users engage in sense-making behavior to fill a cognitive gap, meaning that 

information retrieval is not their priority. Meho and Tibo (2003) agree, conceptualizing search as 

a means to an end. In social science information-seeking, academic researchers seek information 

to process it and finish a research project. When they process information, they engage in 

research tasks and end searches or formulate new queries as needed.  

https://paperpile.com/c/m500Z3/J6jo
https://paperpile.com/c/m500Z3/lnny
https://paperpile.com/c/m500Z3/qmUu
https://paperpile.com/c/m500Z3/hp0j
https://paperpile.com/c/m500Z3/J6jo
https://paperpile.com/c/m500Z3/hp0j
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Users look for data along direct, scenic, and orienting paths 

Our analysis of trace data confirms that HIB theory provides a starting point for IR tool 

development. Our analysis also confirms Gregory (2021) and Koesten et al. (2017), who argue 

that sense-making behaviors characterize research data discovery. As we show in Lafia et al. 

(2023), users follow one of three paths when searching for ICPSR data (Figure 1). Direct paths 

are linear, narrowly focused, and involve the fewest possible steps to return information. 

Orienting paths connect access points (e.g., a search page) to resources that provide users with 

contextual information about data. Scenic paths are where users alternate between access points 

and objects as they refine their search queries and change their access points.  

 
Figure 1. Simplified paths extracted from ICPSR search logs. Pages shown as scaled nodes 

with overlaid paths: direct (blue), orienting (yellow), and scenic (red). 

Direct and scenic paths prioritize data retrieval, which supports Bates (1989) and 

Marchionni (1997). However, orienting paths emphasize users acquiring information about data 

or services rather than the data itself. This information was diverse, including codebooks, web 

pages (e.g., “About ICPSR”), a variable index, and other forms of documentation that 

researchers used to identify and evaluate data. Users followed paths individually and in 

combination, which confirms that sense-making (Dervin, 1983) is central to research data 

discovery. Making sense of information about data was necessary for users to meet their 

information needs, but unlike document search (e.g., looking for a journal article), researchers 

evaluated a wider range of information than tradtional object-level metadata. Specifically, this 

information included descriptive metadata and study documentation indicating the potential ways 

data could feasibly be reused.  
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Because they describe some of what we observed (i.e., direct and scenic paths), 

berrypicking and electronic information-seeking are clear starting points for data discovery tool 

development. However, they fail to specify that users evaluate datasets using diverse 

information. Meho and Tibo (2003) account for this orienting behavior because they recognize 

that information-seeking is driven by individuals conducting research, which requires users to 

work with and analyze disparate information. However, sense-making also fails to describe 

discrete IR tasks associated with the direct and scenic search paths we found. In some cases, 

users conducted known-item searches for data with which they were already familiar. 

Users Rely on Metadata and Documentation to Evaluate Data Relevance 

“Doing” research requires sensitivity to the appropriateness of the data used. Answering 

research questions requires employing appropriate methods. In the case of secondary data, 

however, data are already collected, so users must evaluate them to ensure their latent 

affordances support research activities. These activities might range from calculating descriptive 

statistics to conducting inferential tests. Evaluation might occur before a search for data to reuse 

in a new study or during the study itself. The varied time and place of evaluation explains why 

berrypicking, electronic information-seeking, and sense-making were inadequate to describe the 

combined breadth of paths that we found.  

Responding to our screening survey, study participants confirmed engaging in behaviors 

that led them on direct, scenic, and orienting paths (see Appendix A). On a scale of “1” (never) 

to “5” (always), our 20 participants said that when they downloaded datasets, the data only 

“sometimes” (x̄=3.3) met their needs. Unsuccessful searches incentivized users to follow scenic 

and orienting paths. However, behaviors associated with these other paths were also 

unpredictable. Our participants “sometimes” (x̄=3.2) said they alternated between searching for 

and browsing data but “seldom” (x̄=2.6) changed their research questions. The variation we 

observed supports the claim that research data discovery happens in stages as users make sense 

of datasets and try to meet their information needs. It also confirms that highly varied data-

seeking behavior is the norm (Gregory et al., 2020). Indeed, respondents said that data discovery 

was “almost always” (x̄=4.4) harder when they did not know what data contained, so they 

“almost always” (x̄=4.1) used codebooks to evaluate datasets. Beyond confirming that IR and 

sense-making activities occur, however, none of the theories we examine acknowledged that the 

attributes of data might shape search behavior (including social scientist information-seeking).  

In interviews that followed our screening survey, we asked about the information 

researchers need to find data. We asked about information in traditional digital object metadata 

and contextual information associated with data discovery (e.g., papers published using data). 

Eight of the 27 questions we asked about information important to data discovery were “very” or 

“extremely important” to researchers. The most important information (our subset of 8 

questions) also described markers of relevance—social scientists needed information specifically 

about quantitative data and not textual documents, as is the focus of HIB theory. 

Data topics (x̄=4.10), geographic coverage (x̄=4.20), data collection methods (x̄=4.40), 

collection time period (x̄=4.05), and the ways that data operationalized variables (x̄=4.20) all 

mattered to our interviewees. There was also near-universal agreement that descriptive 

information about study populations (x̄=4.50) and variables (x̄=4.90) were essential to discovery 
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and the completion of studies. For questions unrelated to relevance, two mattered: dataset 

documentation (x̄=4.30) and whether data are publicly available (x̄=4.10) were “very important.” 

Respondents were asked how much each of these factors matters to them, and we provide our 

complete interview question responses in Table 3.  

Table 3. Interview Response Averages. 

 

Cutting Edge Research Average 

Past papers published with the data 3.6 

Information about if data are suitable to conduct a study 3.4 

The topic of papers that were recently published using the data 3.3 

Where papers were published 2.9 

Who has published papers recently reusing the data 2.5 

Data Accessibility Average 

Whether data are accessible (available for public download or restricted) 4.1 

How long it takes to access the data 3.7 

Trustworthy Sources Average 

Who created the data 3.3 

Knowledge about others’ experiences using the data 3.1 

Information about the data creator’s affiliations and reputation 3.1 

Who funded the original study 2.9 

How often others have downloaded the data 2.2 

How often others have viewed the data 2.0 

General information about who has downloaded the data (assembled from 

anonymous click patterns) 
2.0 

Relevance Average 

The variables studied (or concepts, if qualitative research) 4.9 

The population studied 4.5 

The population sample or methods that were used to collect the data 4.4 



DATA, NOT DOCUMENTS  15 
 

The geographic coverage of the data 4.2 

How variables or concepts were measured 4.2 

When data were collected 4.1 

The topic of the original study that produced the dataset 4.1 

Unique identifiers like grant numbers 1.7 

Data Usability Average 

What documentation is available (e.g., codebooks) 4.3 

Documentation quality (e.g., missing case notes, level of description, 

distributions) 
3.5 

How “clean” or well-curated the data are 3.4 

The file format(s) of data 3.0 

The ability to analyze data online 1.8 

Discussion 

 

Distinguishing between quantitative data and textual documents provides a frame that 

explains our collective findings. Furthermore, making this distinction confirms that HIB theory 

does not describe data discovery and expands upon work (Koesten et al., 2021; Koesten et al., 

2017; Gregory & Koesten, 2022; Gregory et al., 2020; Gregory et al., 2019) characterizing data 

discovery as a cycle of search and evaluation without treating sense-making as an all-

encompassing frame. Recall that data include objects used to provide evidence of a phenomenon 

or serve as the subject of research. Quantitative data are structured, countable “things” 

(Buckland, 1991) with neatly defined attributes represented in catalog records, variable indices, 

codebooks, and other lookup resources. Qualitative documents are text objects organized into 

artifacts like books with “fuzzy” meanings.   

Chu (2003) defines representation in IR as the extraction of object elements (e.g., 

keywords or phrases) or assigning terms (e.g., descriptors and subject headings) to an object so 

systems may characterize its essence. The “essence” of datasets in our study differed from 

textual documents, which required users to attend to a novel and complex range of metadata and 

contextual information for evaluation purposes. Differences in object representation and user 

needs explain the search behaviors we found that our interviewees elaborated upon.   

At ICPSR, users sought data, rather than textual documents, to conduct research. 

However, treating quantitative data and textual documents as identical assumes IR systems 

represent and organize them the same and researchers use them for equivalent goals. Our four 

theories made this assumption by operationalizing information as text documents (or products of 

human observation in the case of sense-making). At the same time, the user-centered data 

https://paperpile.com/c/m500Z3/KGCy
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retrieval literature neglects to differentiate between the many data types IR systems can 

represent, and two theories (berrypicking, electronic information-seeking) were geared to 

describing information retrieval alone. However, unlike in these theories, our users goal was not 

to retrive objects but to do research. Social scientist information-seeking acknowledges that 

information-seeking for academic research is motivated by a need to conduct research, but it 

focuses on text documents. Sense-making fails to account for the latent afordances of data 

objects that determine if they are suitable for reuse. At ICPSR, the most relevant information for 

discovery represented quantitative data specifically. Quantative data attributes were central 

because successful secondary data use (i.e., meeting an information need) depended on users 

obtaining objects with attributes that are required to successfully publish academic studies. 

Theories of HIB first emerged to build user-centered systems and support a broad range 

of behaviors. Related work demonstrates that context (e.g., Savolainen, 1995), information-

seeking tasks (e.g., Li & Belkin, 2008), information needs (e.g., Wilson, 1981), and 

demographics (e.g., Lorence et al., 2006) all shape user behavior. However, we found that data 

representation at ICPSR also shaped behavior, because sense-making effectively described users 

evaluation of a narrow range of relevant data attributes. HIB-related work has already 

demonstrated that information-seeking may vary by the object type sought (e.g., Albertson, 

2015; Lavranos et al., 2015; Beaudoin, 2016).  However, no paper we reviewed suggests that 

research data representation or the type of object sought should be a primary design 

consideration. 

Supporting Researchers 

To meet the promise of user-centered data retrieval, we argue that it is crucial for 

researchers to move beyond a focus on theories of human-information behavior alone. Koesten et 

al. (2017) portray data-seeking behavior as different than document search, but we go further by 

providing insight into what information users need. Discussing content-based image retrieval, 

Beaudoin (2016) found that the individuals who use image-retrieval systems are “primarily 

concerned with the formal characteristics (i.e., color, shape, composition, and texture) of the 

images being sought” (p. 350). Although ICPSR users sought quantitative data instead of images, 

their needs were comparable. 

Meho and Tibbo (2003) argue that IR systems should support discrete behaviors 

accounted for by theory, but without predictable explanations for why and when individuals act, 

theory is little more than speculation. Software developers and designers require actionable 

guidance from the theories and models they consult. Sensing that no one theory may be able to 

provide concrete guidance to developers, Koesten et al. (2017) provide a list of data-centric tasks 

alongside their model of how researchers work with structured data. However, identifying and 

predicting when and where search and sense-making behaviors occur with a high degree of 

precision is difficult. Our interview screening survey revealed that discrete search and sense-

making behaviors may be unpredictable, which means even heuristics of the sort provided by 

Koesten et al. (2017) may be sub-optimal. 

In information science, sense-making is a methodological theory, typically used to 

describe phenomena like human-information behavior. We found that ICPSR users made sense 

of metadata, documentation, and varied information sources to conduct research studies; their 
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behavior was an outgrowth of cognitive processes (another view of sense-making) tied to the 

research enterprise and the latent affordances data provide as objects with with to answer 

questions. Treating data attributes and representation as a frame for IR tool design enables us to 

sidestep problems associated with trying to build usable tools while relying on behavioral traces 

alone. By expanding the frame of IR tool design to include data representation, we can still 

leverage behavioral traces but understand why these behaviors occur. 

We found a predictable set of information needs exist for researchers to find quantitative 

data. Unlike textual documents, which IR tools describe using metadata or full-text intended to 

support activities like checking out a book or reading, ICPSR’s systems described quantitative 

data to support object retrieval and evaluation to enable research. Foundational to these processes 

were information like how variables were operationalized, when and how data were collected, 

the representativeness of sampling frames, and the topical coverage of datasets. This 

information, largely unique to quantitative, secondary data, provides an alternative starting point 

for tool design that, to our knowledge, is unexplored in the user-centered data discovery 

literature and understudied in the HIB literature.  

Missing from the literature is an empirically-validated model of research data 

documenting information about and within data that users find relevant to identify and select 

these objects for research. Our findings demonstrate that this information could help create user-

centered systems. Making sense of metadata and contextual information is a laborious process—

time-consuming enough that researchers prefer to collect their own data or rely on the 

recommendations of mentors and peers rather than searching for it alone (Zimmerman, 2007; 

York, 2022; Gregory et al., 2020). Placing relevant data-specific information detailing whether it 

is suitable to conduct studies at the center of design process would bypass this impediment to 

secondary data reuse. We, therefore, call for the creation of a mid-level theory of data 

representation that will provide system designers an account of the information researchers need 

to evaluate all types of secondary data, not just statistical information. Because secondary data 

can include documents, and documents are increasingly conceived of and used as data (see, e.g., 

Park and Pouchard, 2021; Kricka et al., 2020), such a mid-level theory may be beneficial in the 

design of discovery systems for documents and other research materials more broadly. 

Conclusion 

In this study, we reviewed four HIB theories and literature focused on user-centered data 

retrieval. Although the four theories we reviewed do not account for all research studying 

information-seeking, they are very influential, and we suggest that a data/documents distinction 

provides insight into how and why social scientists engage in sense-making behaviors when 

evaluating data for reuse. We provide an alternative frame for building user-centered data 

discovery tools, and we call for the development of a model of data providing information about 

and within data that users find relevant. 

Our study is limited in that it focused on users at ICPSR, a large data archive, and not all 

archives use comparable IR systems. Furthermore, because our study population oversampled 

quantitative and mixed-methods researchers, our findings may not be replicable across 

populations. Our interview sample focused on successful searches, operationalized as 

participants publishing papers with data, which also limits the generalizability of our findings. 
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Nevertheless, we revealed a path of interest to individuals studying human-centered data 

retrieval. The concept of information is not a monolith, and secondary data reuse depends on 

researchers finding and using data that enables them to answer questions and conduct research. 

The attributes of information objects dictate the methods that researchers can use to answer 

questions, so these attributes ought to be treated as central to research data discovery, as 

secondary data reuse becomes increasingly widespread. 
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Appendix A. 

Frequency of responses across survey population with questions organized by search path 

type. 

 

Direct  Average 

I know what I am trying to find (e.g., a specific dataset) 4.0 

When I open datasets, they have what I need 3.3 

I get what I want, typically on the first page of my search results 3.1 

I stop searching if I do not quickly get what I want 2.6 

Orienting Average 

Discovery is harder when I do not know what datasets contain (e.g., variables) 4.4 

I use codebooks to decide if a dataset meets my needs 4.1 

I switch between searching for data and evaluating datasets I find 3.6 

I revise queries based on my search results 3.5 

I download data to evaluate it 3.3 

I alternate between searching for and browsing data 3.2 

Scenic Average 

I look for data to see what is out there 3.5 

Data I found earlier is useful later 3.4 

I am willing to change my research question(s) when searching 2.6 

The data discovery process is more important to me than the result 2.4 

 

 
i Number current in Google Scholar as of September 21, 2023. 
ii See the methods section of Lafia et al. (2023) for detail. 
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