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Abstract--A general pattern recognition problem is posed in Hilbert space. Two new solutions are 
then given and it is shown that the sensitivity of the pattern recognition functions to pattern 
perturbation can be a priori controlled. A series of examples demonstrate the principal results in 
a variety of settings. 
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I N T R O D  U C T I O N  

The term pattern recognition is used in a diversity of 
settings ~'~) and hence it is only proper that we deli- 
neate the problem to be considered here. For  this 
we choose a hypothetical automated manufacturing 
application as a vehicle for the discussion. In short, 
consider a machining unit which is presented with a 
parts flow drawn from a large but finite number of 
distinct parts. Each part must be recognized, oriented, 
secured and machined in an appropriate way. 

For  simplicity, suppose that each part can be 
physically oriented and secured in the field of view 
of a set of optical scanners. The scanner outputs 
constitute a time-varying set of patterns from which 
the part must be identified, and oriented for machin- 
ing. Our interest here is in the part identification 
problem which has an obvious pattern recognition 
flavor. 

To model our problem in mathematical form con- 
sider first a discrete set of optical sensors with n 
outputs {xi}. At the instant, t, we may view {xi(t)} 
as an n-tuple or as a geometric array. For  conveni- 
ence we adopt the n-tuple viewpoint and let x(t) = 
(x l ( t ) ,  X z ( t  ) . . . . .  xn( t ) )  be the instantaneous pattern. 
The case where the optical scan is continuous in a 
spatial variable is also of interest and we shall use 
the notation x(c~, t) to denote the instantaneous scan 
function as it depends on the spatial variable e. Even 
more generally ~ could be interpreted as a triplet of 
3 spatial variables in which case the scanner would 
have three dimensional perception. 

In any of the above cases a static pattern recogni- 
tion problem can be easily formulated. For  each of 
the possible parts we assume an a priori pattern 
which may be viewed as a signature of the part. We 
have then a set of signatures, F = {7~ . . . .  ,?,.}, where 
each yie F is the same type of entity as the scanner 
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output. That is if x(t) is an n-tuple then each 7j is 
also an n-tuple. 

More precisely, let X be the universe of admissible 
patterns. Let Y be a set containing at least m distinct 

points {Yl . . . . .  Y~, }. 
Problem I. Find a function (or funct ions)f :  X ~-, Y 

such that 

f ( T i ) = Y i  i =  1,2 . . . . .  m. 

Problem l, which has been studied in a variety of 
settings, provides a function with a distinct output 
for each of the distinct 7ie F. It does not, however, 
take into account the effects of noise or variations 
in the patterns due, for example, to manufacturing 
tolerance. One way of modeling this would be to 
equip X and Y with a topology and then try to 
solve Problem 2, namely: 

Problem 2. Find a function f :  X--~ Y such that 
f(Yl) = Yi, i = 1,2 . . . . .  m and if w is close to 7i, then 
f ( w )  is close to tO'i). 

It is noted that existing minimum distance, maxi- 
mum probability, maximum dot product and com- 
mittee machine techniques 14~ generate solutions to 
Problem 2. In the present study we develop a linear 
and a polynomic solution neither of which appears 
to have been considered by other authors. Both solu- 
tions present a function which has the f (~,~)= Yi, 
i =  1 , . . . ,m  property plus its derivative ( F r e c h e t ) f '  
satisfies f'(Yi) = 0. The net effect is that f has zero 
first order sensitivity to additive disturbances. Of 
course this results in very effective suppression of 
small errors. 

In some applications it might actually be desirable 
to have a large derivative at ?i. Indeed, in the manu- 
facturing setting, the errors may be due to inaccurate 
part alignment and a high sensitivity to this could be 
useful in the alignment procedure. The techniques des- 
cribed in the following can set the derivative value 
arbitrarily. We consider only f '(7i) = 0 for simplicity 
of exposition. 
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The present paper develops the analytic properties 
of the recognition functions in question. In a subse- 
quent paper (8~ the results of an extensive computer 
simulation of these functions and such conventional 
recognition functions as maximum probability are 
reported. In these computer studies the Highleyman 
alphabetic data bank (5~ and standard multispectral 
environmental data (7~ were utilized. 

S O M E  P R E L I M I N A R I E S  

The discussion of the first Section must be given 
a precise mathematical interpretation before the stated 
problems can be solved. If the analysis is to be 
applicable to a variety of settings such as discrete 
pattern tones, continuous pattern tones, multiple con- 
tinuous and discrete spatial variables, and probabili- 
stic effects, then the mathematical format must be 
abstract enough to encompass these variations. 

The mathematical structure adopted here is the 
abstract Hilbert space. In solving the stated problems 
we shall move forward on an abstract level, inter- 
mixing examples to illustrate and motivate the de- 
velopment. In this spirit we first consider three 
examples. 

Let H denote a Hilbert space with inner product 
(.,.)131. The scalar field is denoted by F while 
F c H is the pattern set. 

Example I. For continuous spatial scanning (in one 
variable) suppose [a,b] is the spatial domain. A func- 
tion x is an element of H if x is real valued and 

b # 

Ilxll2 = Ja ]x(°0]2d°~ < O0. 

It is well known that H is a Hilbert space. We also 
note that H has a dot product. That is, a bilinear 
map to the scalars 

b 

( x , y )  = J~ x(°OY(~) d~ ,  

satisfying the usual inner product axioms 13~. 
Example 2. For discrete spatial scanning suppose 

we have n scan points in which case H is the set of 
all real n-tuples, i.e. R". We note that H = R n is a 
Hilbert space over the real field and has a dot product 
computed by 

n 

( x , y )  = ~ xiYi 
i = 1  

where x = (xl . . . . .  x,) and y = (Yl . . . . .  y,) are ele- 
ments of H. 

In both of these examples the scalar field consisted 
of the real numbers. However if the pattern was 
quantitized into white, black, and a finite number of 
grey tones, it is more natural to use a finite field. 
Both of the previous examples can easily be modified. 
For emphasis, we earmark the quantitized scan case 
by a separate example. 

Example 3. Let f~ consist of all n-tuples with entries 
from the set {0, 1, 2} = F. Using mod 3 addition and 

scalar multiplication the well known fact that F is a 
linear space over ~ follows easily. It is also clear that 
the bilinear map 

(x, y) = L xiyi' 
i : 1  

can be computed. This map, however, is not a legiti- 
mate dot product on F if the additions and multi- 
plications are mod 3. Noting that F" ~ R" we use the 
above bilinear map computing it in R" instead of F". 
Of course ( , )  maps into the reals instead of F and 
as such is not truely a dot product on F" although 
we shall refer to it as such. 

S O L V I N G  P R O B L E M  1 

Returning now to Problem 1 we may formalize as 
follows: 

Problem 1. Let H denote a Hilbert space with an 
inner product function ( . , ' ) .  Let F = (71,-..,Y,. } c H 
be a finite set of distinct elements. Let {y t , . . . ,y , ,}  
be any set of distinct symbols. Construct a function 
f such that 

Yl = f(Yi)  i = 1, 2 . . . . .  m. 

The posed problem has numerous solutions and 
we shall mention only two here. The first solution 

• is multilinear. Using the notation Ilzl[ 2 = (z ,  z )  we 
form the functionals 

m 
~,,(x) = H (x - w,7~ - 7~5 

k, i  i ( 7 i~Tk[ (  2 i = 1  . . . . .  m. 

It is easily seen that 

{01 j ~ i  i =  1 , . .  m, (1) 
0~%) = j = i ' ' 

and hence 
Lemma I. The function 

m 

f ( x )  = ~, YiOi(x) (2) 
i-i 

is a solution to Problem 1. 
Example 4. In the context of Example 1 let F = 

{Y~#2} where for instance, 71 (~) = k and 72(e) = le. 
Then 

C O,(x) = "  

Ex(cO - lcq Ek - lct] dc~ 

b 

f Ek - l~] 2 d~ 

b 

: [x(~) - k] [hz - k] dc~ 

02(x) = 

a [ k  - 10~3 2 d0~ 

The discrete scanning of Example 2 exhanges sum- 
mations for the above integrals. As for the finite tone 
setting, we treat that separately since there is some 
concern over the validity of the inner product. 
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Example 5. Here we take F = {7t, 3'2, ~3 } where, for 
illustrative purposes F = {0, 1, 2} and 

3'~ = (0, 1, 1,2, 1) 

3'2 = (1, 1, 1, 0, 1) 

3'3 = (1,0, 1, 1,0), 

using nonfinite arithmetic we compute 

A I 2  = 71  - -  3 '2 = ( - 1 , 0 , 0 , 2 , 0 )  

A13 = 71 - 3'3 = ( - 1 ,  1,0, 1,1) 

A 2 3  : )12 - -  ])3 : ( 0 ,  1,0, - 1, 1) 

of course A u = - Aj~ and from the above 

liar2 II 2 = 5 

I[ A13 II 2 = 4, 

and 

[IA23 II 2 : 3. 

Let x = (x, . . . .  , x5 ) E R ~ be arbitrary. Then, still using 
nonfinite arithmetic, 

(x  - 72,7, - 72> = - (Xl  - 1) + 2(x,) 

<x - 3'3,3'1 - 3'3> = - ( x l  - 1) 

+ ( x 2  + ( x 4 -  1 ) + ( x s )  

Since IJA,2 II" I[A,3 II = 20 we have 

(2x4 - xl + 1)(x4 + xs + X2 - -  Xl ) 
0,  (x) = 

20 

Similar computations identify 02, 03 as 

0_,(x) = (x, - 2x4 + 4)(x2 - x4 + xs + 1)/15 

03(x) = ( x ,  - x 2  - x 4  - x 5  + 4) 

x ( - x 2  + x4 - x~ + 2)/12. 

It is easily verified that 0i(Yj)= 8i~ and hence the 
solution to Problem 1, identified in (2), can be 
constructed. Moreover  if the set {y~} consists of dis- 
tinct code words the function f outputs in trans- 
mittable form. 

Suppose G = {9 : 9(F) = 0}, then if 9 e G, and Y is 
a linear space, clearly f + g is another solution to 
Problem 1. The converse is also true and we have: 

Lemma 2. Let Y be a linear space. Then f is a 
solution to Problem 1 if and only if f = f + 9 for 
some g • G. 

Before proceeding to Problem 2, we shall identify 
one other specific solution to Problem 1. For  this we 
assume that the set F is linearly independent. Then 
there exists a unique set F + = {~; . . . .  3'~} with the 
properties 

Span(F +) = Span(F) 

(3'f, 7i> = 6o. (3) 

The set F + is called the dual of F. It may be 
computed by first inverting the grammian matrix 

M =  [ <3 '~ ,~ j> ] ,  

which is nonsingular by virtue of the linear indepen- 
dence of F (3) and then using the row entries of 
M - '  as coefficients in the following way. If (~il, 
o~i2 . . . . .  :~im) is the i th row of M -  l then 

m 

3'+ = ~ ~ijYj, i =  I . . . . .  m 
j--1 

Lemma 3. Let Y be a linear space and F be linearly 
independent in H. Then 

m 

#(x) = ~ yi(Ti+,x)  (4) 
i - ,  

is a linear solution to Problem 1. 
That Lemma 3 is correct is easily verified using 

equation (3). In the context of Examples 3 and 5 the 
dot products and matrix inversions are all done in 
R 3. For  instance in the context of Example 4 the 
Grammian is 2 x 2 and has the numerical form (take 
a = 0, b = 1 for convenience) 

M kj 
which has the inverse 

- 2 412 
M -1 = (kl) k [ - 6 k l  - 6 k l l  

12k2]" 

Using the rows of M -  ' as indicated above, we find 

Y[(~) = 2 k - ' { 2  - 3~} 
~ E [ 0 ,  1]. 

7~-(c0 = 61-1{-1  + 2~} 

To complete the construction suppose that Yl = (1,0) 
and y= = (0, 1). Then using the inner product we see 
that g outputs a tuplet computed by the equality 

( f/ 9(x) = 2k- l {2 - 3ct)x(:t)d~, 

f x 61-1 3o { - 1  + 

In our examples we have stressed what could be 
construed as a time domain construction of the pattern 
identification function. However, since the Fourier 
transform is a unitary operator on L2(0, oo), the 
frequency domain is never far from hand. Indeed, using 
Parseval's theorem, the functions of Lemmas 1 and 2 
can both be interpreted in the frequency domain 
setting. Their implementation in that setting could 
involve, for example, an optical filter. In this case 
Lemmas 1 and 2 specify the spatial filter in the optical 
processor 12) 

S O L V I N G  P R O B L E M  2 

We now take up the question of solutions to 
Problem 2. For  this we shall make use of the concept 
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of abstract  differentiation (see [-9]). Let  H denote  a 
Hi lber t  space and 0 a (Frechet) scalar-valued function. 
A scalar-valued function ~ is said to be the derivat ive 
(Frechet) of 0 at Uo if 

l im [[0(Uo + v) - 0(Uo) - T[Uo, v]H 

H~O Itvll ' 

where kU[uo, .] is linear. 
N o w  suppose 0i is any function satisfying 0i(?j)  = 

6/j, ij = 1 , . . . ,m  and having the derivat ive 7J/ at ?i. 
Then  we form 

hi(u) = {1 - 27*i[?/, u - ?i]} Off(u), (5) 

and denote  its Frechet  der ivat ive by H/ .  

Lemma 4. 

(i) h/(yj) = 6/j i,j = 1, 2 . . . . .  m 

(ii) H i [ x j , ' ]  = 0 i,j = 1,2 . . . . .  m. 

Proof. Par t  (i) follows f rom inspection. F o r  par t  (ii) we 
differentiate equat ion (5), using the chain rule for 
Frechet  derivatives/9) 

H/[u, 6v] = - 2 ~ i[u,6v] ~i (u) 

+ {1 - 2~iEu, u - ?i]} 201(u)~U/[u, 6v], 

when u = yj we have H i [?j,  6v] = 0. Whi le  for u = 7/ 

H/ [? i ,  6v] = - 2 g t i [ y i ,  6v] + {l}27Ji[-7i, ~Sv] = 0 

which completes  the proof. 

Theorem 1. Let  {0/} be any set of differentiable 
functions satisfying 0i(?j)  = 6/j. Let {hi} be computed  
as in equat ion  (5). Then  

m 

f(u) = ~ ylhi(u) (6) 
i=1  

is a solut ion to P rob l em 2. 
The  solut ion f of  equat ion  (6) is unique  to within 

the addi t ion of  an arbi t rary function which is zero on 
F and has a zero der ivat ion on this set. We  also note  
that  Theo rem 1 can be implemented  using the 
functionals computed  in equat ion  (1) or  (4). In both 
cases a more  explicit form of the {h/} is for thcoming.  

Consider  first the case where 01 is computed  as in 
equat ion  (1). Differentiat ing by parts it follows readily 
that  

t.[tlFU, (~vl = {jZci (~v, ?i - ?j) 

l l  <u  - ?k, ?/ - ~,~)} 
kg:i,j 

hence 

"- [I  ( ? / -  ?J, ? / -  ?~), j~i 

(<u- <7 - ?"?/- ~'/E?,, u - ~,]  = y . . _ .  j , i  - j ? ' - ~ j ) } "  

It  follows then that  

h,(u)= ~l - 2 E ( u -  y , , y , -  yj> ~Of(u). (7) 
( 

It is not  difficult to verify directly that  the (h/} of 
equat ion  (7) satisfy the condi t ions  of  L e m m a  4. 

Suppose now that  F is l inearly independent ,  then 
the functionals 0/(u) = <?/+, u> of  equat ion  (4) satisfy 
the condi t ions  of  Theo rem 1. Moreove r  

7Ji[u, 6v] = (7[-,fir) i =  1 . . . . .  m 

hence in equat ion (5) we have 

hi(u ) = {1 - 2(2 +, u - ?)} ( ? + , u )  2 i =  1 . . . . .  m. 

(8) 

As before, the propert ies  of L e m m a  4 can be verified 
directly using the funct ional  defined in equat ion  (8). 

Corollary. If F has no duplicate  points,  then the 
functionals of equat ion (7) together  with equat ion  (6) 
solve P rob lem 2. If F is l inearly independent  then the 
functionals of equat ion  (8) used in equat ion  (6) solve 
P rob l em 2. 

Example 6. Let  us return to Example  5 and consider  
the function 01 of  that  example.  By a direct  computa -  
t ion we see that  

01(x + v) 

(2X4 q- 2v4 - x l  - vl + 1) 
(X 4 -[- 1) 4 -1- X s + 19 5 -~- X 2 -[- l) 2 - -  X 1 - -  1)l) 

~--- 0 1 ( X )  -{- 

+ 

+ 

and hence 

20 

(2x4 -- x 1 -b 1)(V4 + v5 + U 2 --  Vl) 

20 

(2v4 -- vl) (x4 + x5 + x2 -- x l )  

20 

(2v 4 -- vl) (v 4 -4- v 5 d- p 2 -- vl) 

20 

2 0 ~ l [ x , v ]  = (2x 4 - x 1 + 1)v5 

q- (2x5 d- 4x 4 -t- 2x 2 - 3x 1 -+- 1)v4 

+ ( 2 x 4 -  x l  + 1)v2 

+ ( - x 5  - 3x4 - x  2 "/f" 2xl  - l )vl  

Us ing  Yl = (0, 1, 1, 2, 1) we have  then 

20~1[?  x, u - 71] = 5 (us - 1) + 13(u4 - 2) 

+ 5(u2 - 1) - 9(ul - 0) 

= 5u5 + 13u4 + 5u2 - 9ul - 36, 

where u = (ul . . . . .  Us). N o w  using (5) we have 

h i ( u ) = {  4 6 + 9 u l  - -5 /22 - -10  1 3 u 4 - - 5 U S t x  

{(2u4 -- ul + l)(Us + U4 + U2 -- ul)t2 
20 - " 
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By direct computation it can be verified that 

h~(~,j) = ~ j  

~Ul/l(yj ) = 0 i = 1 . . . . .  5 ; j  = 1,2,3, 

hence ha has the desired properties. 

DISCUSSION 

There are several points of interest in our solution to 
Problem 2. First, let us focus on equation (8) and note 
that it can be rewritten 

hi(u) = 1 - 3 [ (y+ ,u )  - 1] 2 - 2 [ (y+ ,u )  - 1] 3. (9) 

Thatis,  ifp(x) = 1 - 3 ( x -  1) 2 - 2 ( x -  1) 3 then h~(u)= 
p((7 +, u)). Moreover,  p(x) is the unique polynomial of 
order < 3 satisfying 

p(0) = 0 p'(0) = 0 

p ( l ) =  1 p ' ( 1 ) = 0 .  

From this it is clear how one can suppress any finite 
number of Frechet derivatives. For  example if p: 
R ~ R satisfies 

p(O) = p'(O) = p"(O) = p'(1) = p"(1) --- 0 p(1) = 1. 

Then hi(u) = p((7 +, u)) provides (using equation 6) a 
function such that f(7~) = Yi and f'(,/~) = f"(Ti) = O, 
i =  l , . . . , m .  

We take note also of the fact that the solution utiliz- 
ing equation (8) is quasi-linear. Indeed, if 

m 

[ - 1  

then 

m 

f ( x )  = }~ P(~i)Yi, 
i = 1  

operator of order 2m - 1. Examples can be constructed 
which have polynomic solutions of order n for any 
3 < n < 2 m - 1 .  

S U M M A R Y  

One thrust of the development is to demonstrate 
that a broad spectrum of pattern recognition problems 
can be modeled in Hilbert space. In this setting pattern 
recognition becomes a function design problem. It was 
shown that polynomic functions provide a convenient 
construction technique wherein the derivatives of the 
recognition functions can be a priori controlled. 

While a hypothetical automated manufacturing con- 
text was used to motivate the development an equally 
convenient motivation comes from the area of 
alphabetic character recognition ~'~'). In this setting F 
represents the alphabetic symbols. Problem 2 is 
relevant to identifying these symbols with distortion 
caused by scale factor or difference in type face and 
hand written variation. 

Another motivating example arises in the processing 
of multispectral data relevant to remote agricultural 
crop survey (v). In this setting F consists of the multi- 
spectral signatures of various crops as corrupted by 
soil, moisture, seasonal, cloud cover and other 
variables. 

Our attention here has focused on the abstract defi- 
nitions and concepts involved. This has been 
accompanied by an extensive simulation using both the 
Highleyman data bank (51 of hand written characters 
and a standard multispectral data bank taken over 
California's Imperial Valley. In these simulations the 
present pattern recognition functions were compared 
with minimum distance and maximum probability 
pattern recognizers. The simulation results and associa- 
ted analysis are in preparation as a separate study (s~. 

where p is the third-order polynomial indicated above. 
The concept ofa  multilinear operator is also relevant. 

Suppose W maps X" into Y where both are linear 
spaces. We say that W[xl ,  x 2 , . . . ,  x,],  is n-linear if W 
is linear, in every argument. For  example 

W[~x' ,  + p x ' ; , x 2  . . . . .  x . ]  = ~ W [ x i , x 2  . . . . .  x . ]  

+ / ~ W [ x ' ~ ,  x2 . . . . .  x . ] ,  

holds for all x'l, x~, x2 . . . . .  x, ,  a, ft. If k(x) = W[x,  
x , . . . , x ]  where W is n-linear, then k is said to be 
n-power, obviously k(2x) = 2"k(x). Finally, a finite sum 
of n-power operators is said to be polynomic with the 
order of the operator being the largest multiplicity of 
the n-power operators in its sum. Notice that n = 0 
is a constant vector, and n = i is a linear operator. 

F rom equation (8) it follows easily that the second 
solution to Problem 2 is a polynomic operator of 
order 3. The first solution of Problem 2 is a polynomic 
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