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We report the results of an experiment which measured np elastic scattering differen- 
tial cross sections over a range in - t  from 0.15 to -3.6 (GeV/c) 2 for incident neutron 
momenta from 70 to 400 GeV/c. We find the logarithmic slope parameter, evaluated at 
- t  = 0.2 (GeV/c) 2, to be consistent with existing proton-proton parametrizations. The 
data exhibit a dip in the cross section near - t  = 1.4 (GeV/c) 2 for incident neutron mo- 
menta above 200 GeV/c. For neutron momenta less than 280 GeV/c, the neutron-proton 
cross sections are found to be higher than existing proton-proton data in the range 0.7 
- t  ~ 1.3 (GeV/c) 2 which is in contradiction to most Regge predictions. 

1. Introduction 

We describe here an experiment to measure neutron-proton elastic scattering 
differential cross sections. A brief report has already been published [1 ]. A more 
detailed description of the experimental techniques can be found in refs. [2,3]. 
Cross sections were measured in the momentum range 70 to 400 GeV/c with an 
incident neutron beam at Fermi National Accelerator Laboratory. Four-momen- 
tum transfers squared from 0.15 to ~3.6 (GeV/c) 2 were covered. Cross sections 
for np charge-exchange scattering have already been measured in this momentum 
range [4]. There is also considerable data on pp elastic scattering [5,6]. The pp 
data at 200 GeV/c and above show an interesting dip near Itl = 1.4 (GeV/c) 2 and a 
second maximum at larger [tl. One of the objectives of this experiment was to deter- 
mine if the np cross sections show a similar behavior. 

The organization of this paper is as follows: In sect. 2, a description of the 
apparatus is presented. Sect. 3 details the event reconstruction techniques and the 
calculation of the cross sections. The results are presented in sect. 4 in graphic and 
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tabular form. In addition, various parameterizations are presented and the data are 
compared to existing pp data. We summarize our results in sect. 5. 

2. Experimental apparatus 

A schematic diagram of  the experiment is shown in fig. 1. The neutron beam 
was incident upon a liquid hydrogen target, 30.5 cm long and 5.1 cm diameter. The 
spot size of  the beam varied from 5 mm wide × 5 mm high to 20 × 30 mm, depend- 
ing on the desired intensity. The beam intensity ranged from ~10  s neutrons per 
1 sec spill at the low [tl settings to ~2 × 107 for the large It[ data. Charged particles 
were removed from the beam by sweeping magnets. Photons were effectively 
removed by two lead filters with a total thickness of  approx. 11 rad. lengths. For 
neutron momenta  of  approximately 100 GeV/c, the K~Jn ratio is ~0.05 ; above 
150 GeV/c it is <~0.01. The fi contamination is negligible. 

The recoil proton momentum and scattering angle were measured by a spectrom- 
eter consisting of  four wire spark chamber modules SC1-SC4, each with X - Y - U - V  
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Fig. 1. Schematic layout of the experimental apparatus. The inset shows the neutron detector 
in more detail. 
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magnetostrictive readout planes, and a 105 × 100 cm analyzing magnet with a 15.1 
cm gap. The strength of the magnetic field was 7.6 kG for the low Itl data (0.1 <~ 
Itl ~< 1.0 (GeV/c) 2) and 12.5 kG for the high Itl data (0.8 ~< Itl < 3.6 (GeV/c) 2. 
Part of the trigger requirement was a fast coincidence between scintillation counters 
P1, P2 and P3 which indicated that a charged particle had traversed the spectrom- 
eter. The scattered neutron was required to interact in a neutral-particle detector 
and produce a charged-particle shower. The detector contained 30 wire spark cham- 
bers, 28 zinc plates and six scintillation counters (see inset of fig. 1) and was placed 
71 m downstream of the hydrogen target. We determined the interaction point to 
an accuracy ~2 mm FWHM by locating the vertex of the charged-particle shower in 
the chambers. The neutron scattering angle was then defined by the interaction 
point in the neutral-particle detector and a point on the proton trajectory within 
the illuminated part of the liquid hydrogen target. The second part of the trigger- 
ing requirement was a fast coincidence between any two of the six scintillation 
counters indicating that at least one charged particle had passed through the neutron 
detector. Veto counters A_I, ..., A6, not all of which are shown in fig. 1, were used 
to reduce the trigger rate from inelastic events. These almost completely surrounded 
the target except on the recoil proton side. All except A 6 consisted of lead-scintilla- 
tor sandwiches with approximately 3 radiation lengths of lead, so that they were 
sensitive to photons from rr ° decays. The veto counters typically reduced the trigger 
rate a factor of 50. A counter telescope M and a total absorption calorimeter were 
used to monitor the beam flux. 

3. Data analysis 

The differential cross sections were computed by reconstructing the event from 
the raw data which had been written on magnetic tape by the on-line computer. 
This was accomplished by first computing the recoil-proton momentum and scatter- 
ing angle from the charged-particle spectrometer data. The neutron scattering angle 
was then determined by extracting the shower vertex from the neutral-particle 
detector data. This point and a point in the LH 2 target on the proton trajectory 
defined the scattering angle. Thus, all kinematic variables were measured except for 
the momenta of the incident and scattered neutrons. Momentum and energy con- 
servation allowed a two-constraint fit to the hypothesis of np elastic scattering. The 
fitting program calculated the unmeasured momenta and a X 2 for the fit. Events 
with ×2 < 10 were considered to be elastic and were binned according to the inci- 
dent neutron momentum and the four-momentum transfer squared, t. In fig. 2, X 2 
distributions are shown for a low Itl range where the background is expected to be 
small and for the region 1.8 <~ - t  ~< 3.0 (GeV/c) 2 where the background is expected 
to be more significant. The smooth curves show the expected distributions for a 
two-constraint fit to a sample of elastic events. The distributions are dominated by 
inelastic events for X 2 ~> 8. 
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Fig. 2. X 2 distributions for the fitted events with (a) 0.4 ~ - t  ~ 0.8 (GeV/c) 2 and (b) 1.8 ~ - t  
3.0'(GeV/c) 2. The solid curve represents the expected distribution for a two-constraint fit. 

Various corrections have been applied to the data. We have calculated the geom- 
etric acceptance by a Monte Carlo technique which was checked using an approxi- 
mate analytic method.  Two positions of  the detectors were used to cover the 
desired Itl range. Fig. 3 shows the variation of  the geometric acceptance with t for 
incident momenta  of  100 and 200 GeV/c for the two positions. 

Inelastic background corrections, as estimated from the X 2 distributions, 

amounted to less than 3% at small Itl and less than 35% at large Itl. Corrections for 

nuclear absorption of  the recoil proton ranged from 2 to 4%. Target-empty correc- 
tions were negligible. It is important  to note that the neutron detection efficiency, 
which was about 65%, does not  significantly affect the t-dependence of  the mea- 
sured cross sections because the energy of  the scattered neutron differs from that  
of  the incident neutron by  at most 2%. 

We have estimated the uncertainties in the calculated incident momentum P and 
the measured value of  the four-momentum transfer squared t. This was accomplished 
by examining the f i t ted errors in the neutron and proton scattering angles and the 
proton momentum as determined by  the kinematic reconstruction program. 
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Fig. 3. The geometric detection efficiency for the low Itl (I) and high Itl (II) data at 200 GeV/c. 
At 100 GeV/c (dotted line) the neutron detector limits the acceptance at large Itl. 
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Fig. 4. ExperLmentzl resolution of the data: (a) the uncertainty in the four-momentum transfer 
squared; and (b) the fractional uncertainty in the incident neutron momentum for several values 
of the four-momentum transfer squared. 
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In fig. 4a, the uncertainty in t, At, is plotted against t. Because the value of t is 
measured directly, the uncertainty in t is not dependent on the incident neutron 
momentum.  Since multiple Coulomb scattering is responsible for a large "fraction 
of  the uncertainty in t, the error increases nearly linearly with increasing It[. The 
fractional uncertainty is approximately constant at 1% which implies that at It[ = 1.0 
(GeV/c) 2, the error in t is 0.01 (GeV/c) 2. Since the bins are 0.1 (GeV/c) 2 wide in 
this region, the error is only 10% of  the bin width and hence does not appreciably 
affect the cross-section measurement.  

The uncertainty in the incident neutron momentum,  AP, was dependent on both 
P and t. This dependence is shown in fig. 4b. In the case of  small It[ and large P, the 
error in P was nearly 40% of the bin width in P. The uncertainty in incident momen- 
tum is dependent on the horizontal width of  the beam. For the small [tl setting, a 
smaller beam spot was used. The dashed line in fig. 4b shows the typical behavior of  
AP/P for the small It[ setting. The solid lines in fig. 4b show the errors for the large 
Itl setting. 

The uncertainty in the incident neutron momentum smears out the neutron spec- 
trum. Since the resolution varies with t, this effect is t dependent. Corrections for 
this were only significant for the highest momentum bin where they were <4%. 

Both low It[ and high [tl data were collected in each of  two running periods 
which were spaced six months apart. In principle, it is possible to use either the 
telescope "M" or the total absorption calorimeter to provide relative normalization 
between data sets. However, because of  possible shifts in the energy spectrum due 
to different production angles of  the neutral beam for the two running periods, the 
data sets were normalized relative to each other by tying the data together in various 
overlap regions. This typically involved five data points per data set and we estimate 
the uncertainty in this procedure to be approximately 4%. After the data were com- 
bined, the overall normalization was calculated by fitting the data to the form 
da/dltl = AeBt+Ct2 in the range 0.17 ~< [tl ~< 0.7 and extrapolating to t = 0. The 
intercept was then adjusted to the optical theorem point as given by 

da(t = 0) _ 1 o~-(1 +t92) .  (1) 
dltl 167r 

The values of  OT used were calculated from a fit of  np total cross-section data given 
by Murthy et al. [7]. I f  we assume that the ratio of  the real to imaginary parts of  the 
forward scattering amplitude, p, for np elastic scattering is approximately the same 
as that for pp scattering (8), the contribution of the pZ term in eq. (1) is negligible. 
The uncertainty in the overall normalization is estimated to be +__155%, mainly due to 
the uncertainty in the extrapolation to t = 0. 

4. Results 

The differential cross sections for np elastic scattering as measured by this experi- 
ment  are presented in fig. 5. The continuous neutron spectrum has been divided into 
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Fig. 5. Neutron-proton elastic differential cross sections from 70 to 400 GeV/e as measured by 
this experiment. 

seven momentum bins. Each data set in fig. 5 has been labeled with the nominal 
momentum value of  that bin. The momentum ranges were chosen to provide com- 
parable statistical accuracy for each bin, while making them narrow enough to pre- 
serve any energy-dependent effects that may exist. The width of  the t bins increases 
as It] increases in order to partially compensate for the lower data-collection rate at 
higher Ltl. While bins smaller than 0.1 (GeV/e) z in the region - t  ~ 1.4 (GeV/c) 2 

would have been desirable, it was not possible given the number o f  events in that 
region. 

Tabulations of  the differential cross sections are presented in tables 1 - 7 .  The 
heading of  each table gives the range of  incident neutron momentum for that bin 
(Plab), the average c.m. energy squared (Save), the np total cross section (aT) and 
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Table 7 

PLAB = 340-400 GeV/c, Sav e = 677 GeV 2 

(~T = 40.3 mb, P* = 13.0 GeV/c) 

t d~/dt Error 0- 
ave 

mb/(GeV/c) 2 deg. 

175 I15E+02 
205 829E+01 
239 588E+01 
279 378E+01 
322 234E+01 
372 .143E+01 
423 847E+00 
473 .512E+00 
524 
572 
623 
672 
724 
773 
824 
873 
924 
973 

1 041 
1 144 
1.241 

.52E+00 

.36E+00 
• 25E+00 
• 17E+O0 

• lIE+00 

.68E-01 

.45E-01 

.30E-01 
293E+00 .15E-01 
178E+00 . lIE-01 
II6E+00 .78E-02 
755E-01 .59E-02 
398E-01 .19E-02 
258E-01 .13E-02 
150E-01 .81E-03 
101E-01 .59E-03 
667E-02 .42E-03 
418E-02 .30E-03 
175E-02 .13E-03 
603E-03 .72E-04 
182E-03 .40E-04 

.530E-04 .24E-04 

.882E-05 .99E-05 

.254E-04 .18E-04 

.302E-04 .16E-04 

.256E-04 .12E-04 
480E-04 .15 E-04 
474E-04 .12 E-04 
338E-04 . lIE-04 
136E-04 .48E-05 
936E-05 .38E-05 
604E-05 .28E-05 

i. 346 
1.414 
1.550 
1.651 
i. 774 
1.920 
2. 079 
2.327 
2. 549 
3.012 
3.662 

1 847 
1 999 
2 159 
2 332 
2 506 
2 693 
2 872 
3 036 
3 196 
3 341 
3 485 
3 619 
3 757 
3 882 
4 009 
4 126 
4.245 
4.356 
4. 506 
4. 724 
4.920 
5.124 
5.252 
5.499 
5.676 
5. 883 
6.121 
6.369 
6.739 
7.054 
7.668 
8.457 

the c.m. momentum (P*). In the tables, tar e is the average value of  [tl for all events 
in the bin, and 0* is the c.m. scattering angle. 

The errors plotted in fig. 5 and listed in tables 1 - 7  include statistical uncertain- 
ties as well as the point-to.point systematic errors. However, the uncertainty of  the 
overall normalization of  the data, estimated to be +__ 1 s% for each momentum bin, 
has not been included in the error assignment. The point-to-point %ystematics reflect 
the uncertainties of  various corrections such as geometric detection efficiency, 
nuclear absorption of  protons, and so forth. This estimate was added in quadrature 
to the statistical uncertainties in the number of  good events and background events 
to yield the final error assignments. Uncertainties due to possible K ° contamina- 
tion in the beam at lower energies have not been included. 
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The following observations can be made. The data exhibit the usual diffraction 
peak which shrinks with increasing energy. Above 200 G e V / c ,  the data show the 
gradual evolution of a dip in the cross section near [tl = 1.4 (GeV/c) 2 as the inci- 
dent neutron energy increases. While the dip is similar to that previously reported 
in pp elastic scattering [5,6,9], the np cross sections are generally higher in this 
region and do not appear to vary as rapidly as a function of energy in the/tip region. 
The cross sections then rise to a second maximum and begin to fall in a much 
slower fashion. As in pp data, the logarithmic slope beyond the second maximum 
is ~2 (GeV/c) -2 .  

Traditionally, elastic scattering has been characterized in the diffraction region 
by the logarithmic slope parameter b* (s, t) with the interpretation that the radius 
of the strong interaction is proportional to b*, where b* is defined as 

b* (s, t) = ~-[ ln -dT (s, t ) . 

We have fit the data to the form 

d o =  AeBt+Ct2 
dt 

in the region 0.17 ~< - t  ~< 0.67 (GeV/c) 2. For this parametrization, b* is given by 

b * (s, t)  =B(s) + 2C(s ) t  . 

We have evaluated b* at t = -0 .2  (GeV/c) 2. The results are shown in fig. 6, where 
the data from this experiment are compared to previous np and pp data [3,9-11].  
The slope parameters have been plotted as a function of s, the c.m. energy squared. 

i i i i r i r l  I i T I , , i i i  I , i , f , , , 

S l o p e  P a r a m e t e r  
E v a l u a t e d  at  - t  =.2 ( G e V / c ) 2  

, , . o  o - - 

° "i '- v L ,', S tone  e t o l .  - ua t0.0 
o" ,.,..,.i~ ~ ~ "I' '-' B ~ h m e r  et al. 
. J  
~0 ~ 1  T" P-P 
0"5 / 1 ~ • Barbiellini etol 
-J 9 . 0  . ~ [ • A y r e s  e l a l .  - 

~ T - - K a n e - S e i d l  M o d e l  

8 . 0  , , , J , = , , I  , , ~ i , , , , [  , ~ , , , , , ,  
10 t O 0  1 0 0 0  

s ( GeV z) 
tig. 6. Logarithmic slope parameter evaluated at - t  = 0.2 (GeV/e) 2 for neutron-proton and 
proton-proton elastic scattering. The solid curve is the prediction of Kane and Seidl [ 121. 
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Also shown is the predict ion of  the reggeized absorption model of  Kane and Seidl 
[12]. There seems to be very little difference between the np and pp slope param- 
eters over the interval 100 % s ~< 1000 GeV 2. 

One of  the more interesting areas of  comparison between np and pp data is in 
the region - t  ~ 1.4 (GeV/c) 2 . Given the dip in pp data, it is of  interest to look for 
similar structure in the np data and to see if it develops in the same manner. In fig. 
7 we compare our data at 200 GeV/c with the pp data of  Akerlof  et al. [6], and to 
the preliminary data of  Bomberowitz et al. [13]. 

As discussed earlier, the development of  the dip in np scattering seems to be less 
dramatic than in pp scattering. Whereas only a shoulder exists in the np data at 200 
GeV/c, a rather pronounced dip occurs in the pp data. The np data appear to be 
higher in the dip region, but  given the rather large errors in both  the pp and np data 
it is not  possible to draw strong conclusions. 

While examination of  the dip region does not  lead to any definite conclusions, 

some interesting comparisons can be made in the region 0.6 ~< - t  ~< 1.2 (GeV/c) 2 . 
In fig. 8, the np data are compared to the pp elastic scattering data of  Akerlof  et al., 

Bomberowitz et al., and Kwak et al. [4] in the range 0.70 ~< - t  ~< 1.50 (GeV/c) 2 . 

At 100 GeV/c, the np and pp cross sections are comparable up to - t  ~ 0.8. At  

E 

b 
nO 

100 ,o\ 
o s 

t6' I 
0.0 

PINC = 2 0 0  GeV/c 

o This Exp. (np) 

• Akerlof etol.(pp) 
~, Bomberowitz et ol.(pp) 

o 

!!  D 

1.0 2.0 
- t (GeV/c) 2 

I I I 
3.O 4.O 

Fig. 7. Comparison of neutron-proton elastic differential cross sections from this experiment 
and proton-proton elastic differential cross sections from Akerlof et al. [6] and Bomberowitz 
et al. [13] at 200 GeV/c. 
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l d  1 

ICY ~ 

10 -i 

¢,..'0 

ld 2 
E 

b 
ld a 

10 4 

• P = 100 GeV/c 

P = 200 o. • ~ GeV/c 

i 

9 
, , } 

m ~ 

P: 280 GeV/c ~ I 

• np (This Exp.) 
o pp (Akerlof el oi.) 
o pp (Bornberowitz el oi.) 
,, pp ( Kwok el oi.) 

÷ 

i L 

1.3 1.4 1.5 
I i 

0.'8 o19 ,.o ,i, ,z 
-t(GeV/c) z 

Fig. 8. Neutron-proton differential cross sections for 75-125 GeV/c, 175-225 GeV/c and 
265-300 GeV/c bins. Also shown are the 200 GeV/c proton-proton data of Akerlof et al. [6], 
preliminary data from Bomberowitz et al. [12], and the 280 GeV/c pp data of Kwak et al. [14]. 

larger It[, they begin to diverge with the np cross section approximately 3 times the 

pp cross section near - t  ~ 1.25 (GeV/c) 2 . This difference persists out to - t  ~ 1.4 
(GeV/c) 2. At 200 GeV/c the cross sections remain comparable out to - t  ~ 0.95 
(GeV/c) 2, beyond which they begin to differ. As in the 100 GeV/c data, the np data 
is approximately three times the pp data at - t  ~ 1.25 (GeV/c) 2. (In order to see if 
the np data exhibit  a strong energy dependence, we have also binned the data for the 
incident momentum range 200 to 240 GeV/c. The cross sections remain unchanged 
out to - t  ~ 1.3 (GeV/c) 2.) 

The cross sections at 280 GeV/c agree out  to - t  ~ 1.2 (GeV/e) 2. Thus, as the 
incident momentum increases, the np and pp cross sections agree out to larger 
values of  t. In Regge theory the difference between np and pp elastic scattering is 
caused by  a difference in the sign of  the O and A 2 isovector amplitudes. The mag- 
nitude of  these reggeon amplitudes should decrease with increasing energy. The 
comparison of  the np data with existing pp data indicates just such an effect. From 
this comparison, the contr ibut ion of  the p and A2 above 280 GeV/c would seem 
to be small, at least for t ~< 1.4 (GeV/c) 2 . However, in simple Regge models, the 
np cross sections are expected to be less than or equal to the pp cross sections. The 
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(.9 
"T" 
.o 1 -  

i 

16'- 

ld 2 
lo 

- t  = 1.25 (GeV/c) 2 

I I 
102 105 

s (GeV z ) 

Fig. 9. Difference between neutron-proton and proton-proton elastic differential cross sections 
plotted against s for - t  = 1.25 (GeV/c) 2. 

comparison of  the np cross sections measured by this experiment with existing pp 
data indicate the opposite effect. In fig. 9, the difference ( d o / d t ) n p  - (do/dt)pp is 
plotted against s at flExed t. Although there are only three data points, they are 
approximated by a straight line with slope ~ ( - 2 ) .  One example of  a mechanism 
which could account for greater np cross sections would be the interference 
between the f0 and the A2 net helicity-flip amplitudes [ 15]. I f  an interference 
term between the fo and A2 is responsible for the greater np cross sections, then it 
should go like 

do de cc s2~(t) - 2 , 

~- n p  - -  ~ pp 

where ~(t) ~ 0.4 - 0.85 Itl. For -t = 1.25 (GeV/c) 2, this corresponds to a power 

in s + -3.3. If, on the other hand, an interference term between the pomeron and 

an isovector were responsible, the difference should go like s ¢Kt)-1 or s -1"7. 

Although the data would seem to favor a pomeron-reggeon interference term, the 

data are inadequate to distinguish clearly between pomeron-reggeon and reggeon- 

reggeon interference terms. 

5. Summary 

Differential cross sections for neutron-proton elastic scattering have been mea- 
sured over the incident neutron momentum range to 70 to 400 GeV/c. The results 
can be summarized as follows. 
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¢J 

.) 

i 
e~ 

E 

b 

"-(3£) O~ O8 1.2 1.6 2.0 
-l (GeV/c) 2 

Fig. 10. Composite of neutron-proton elastic differential cross sections for this experiment, 
Stone et al. [3], and BiShmer et al. [9]. The number in parentheses gives the incident momentum. 

(i) At  - t  = 0.2 (GeV/c )  2, the np logarithmic slope parameters agree with exist- 
ing pp data for s ~< 1000 GeV 2 . 

(ii) In the region 0.8 ~< - t  ~< 1.2 (GeV/c) 2 for incident momenta  less than 280 
GeV/c, np cross sections are significantly higher than the pp cross sections which 
indicates that  net helicity-flip amplitudes may be important  in this region. 

(iii) As the incident momentum increases, better  agreement is reached between 
the np and pp cross sections, in qualitative agreement with Regge theory.  

(iv) A dip in the np cross section above 200 GeV/c has been confirmed although 
the d, etailed behavior seems to be different from that of  the pp data. 

A synopsis of  neutron-proton elastic scattering over a large momentum range is 
presented in fig. 10 where some representative np elastic scattering data have been 
plot ted against [tl over a large energy range. (The numbers after the references in 
parentheses give the incident momentum.)  I f  we fix - t  = 2.0 (GeV/c) 2 , the scatter- 

ing angles in the c.m.s, go from 0crns ~ 40 ° at low momenta  to 0cms ~ 8 ° at Fermi- 
lab energies. The lower momenta  cross sections (3) at this Itl drop like s - n  where 
n ~ 8 - 1 0 ,  while between 100 and 360 GeV/c the cross sections at - t  = 2 show 
little change. 
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