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INTRODUCTION 

The purpose of this paper is to give a self-contained exposition of the 
main results of a “Standard Monomial Theory” partly proved and partly 
announced in [L-M-S],. The initial motivation of this work was to prove 
the announcements (regarding what is called the “mixed case”) made in 
Section 16 of [L-M-S13, since we found that the proofs we had in mind, 
and which were briefly sketched in [L-M-S],, were inadequate. We found 
a new approach to proving one of the main steps in the proof of the main 
results (namely, generation by standard monomials), which would also 
prove these announced results. Then we became aware of a serious gap’ 
(pointed out by V. Kac) in the work of Demazure (cf. [Dll), which has 
been used in [L-M-S], in an essential manner. Fortunately, by a suitable 
modification of this new method, we could avoid the explicit use of this 
work of Demazure. But this has required an extensive revision of the proofs 
in [L-M-S], and therefore we have taken this occasion to present an 
exposition which does not make use of [Se] 1, [L-S] 1, [L-M-S] *, and [L- 
M-S], in any essential manner. We should point out, however, that many 
of the techniques of this paper are essentially the same as in [L-M-S], and 

* Both of the authors were supported in part by the NSF. 
’ This has now been set right. See the comments near the end of this section. 
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that the cited work of Demazure and the related one (cf. [Se],) have been 
of great help. 

It should also be pointed out that as a consequence of our main results, 
we give proof of the main results in [D] , , say, when G is a classical group; 
in fact, we go farther, since we prove these results in arbitrary characteristic 
and even over Z. 

We recall that the main goal of [Se], , [L-S] 1, [L-M-S],, and [L-M- 
S13 (as well as this paper) is to generalize the classical Hodge-Young 
theory (cf. [H], [H-P]), which gives a canonical basis for the 
homogeneous co-ordinate ring of a Schubert variety in the Grassmannian, 
to the case of a Schubert variety in the flag variety associated to a semi- 
simple algebraic group. We solve this problem completely when G is a 
classical group and more generally for a Schubert variety in G/Q, where Q 
is a parabolic subgroup of “classical type” (cf. Definition 2.3). Thanks to 
the Borel-Weil Theorem (see [B] 1, for example), this paper gives, in par- 
ticular, a canonical basis for any irreducible G-module, when G is a 
classical group and the base field is of characteristic zero. 

We recall that in [Se], , the case of a Schubert variety in G/P, where P is 
a maximal parabolic subgroup associated to a minuscule fundamental 
weight (cf. [Se], for the definition of a minuscule fundamental weight), was 
treated. This showed the possibility of generalizing the classical 
Hodge-Young theory. However, even if G is a classical group and not of 
type A,, there exist maximal parabolic subgroups whose associated fun- 
damental weights are not minuscule. Hence the generalization in [Se], was 
not strong enough. In [L-S], , we arrived at the crucial conjectural for- 
mulation of our main results, aided by the work of DeConcini and Procesi 
on classical invariant theory (cf. [D-P]). In [L-M-S], the case of Schubert 
varieties in G/P, where P is a maximal parabolic subgroup associated to a 
quasi-minuscule weight, was treated; this case figures in the work of G. 
Kempf (cf. [K J) in his proof of the generalization of the Kodaira vanishing 
theorem, in arbitrary characteristic, on the flag variety, associated to a 
semi-simple algebraic group. The results of [L-M-S], help in 
understanding this work of Kempf. In [L-M-S13, the case of Schubert 
varieties in G/P, where P is a maximal parabolic subgroup of clussic~al type 
(cf. Definition 2.2), was treated and a sketch of proof was given (in Sec- 
tion 16 of [L-M-S],) for the case of Schubert varieties in G/Q, where Q is 
a parabolic subgroup of classical type. 

The new aspect of this paper which does not figure in [L-M-S], can be 
briefly summarized as follows: given a Schubert variety X, we choose a nice 
Schubert variety Y of codimension one in X and we construct a proper 
birational morphism t,F 2 -+X such that Z is a fiber space over P’ with 
fiber Y. The main results are proved by induction on the dimension of X 
and can therefore be supposed to be true on Y. This allows us to have a 
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control over the geometry of Z and to prove the required theorems on Z. 
Then one makes the results “go down to X.” A similar method was also 
adopted by Kempf (cf. [K]). It appears likely that this method would be 
effective in proving the conjectures, on a general standard monomial theory 
for Schubert varieties in G/B (G being semi-simple algebraic group of any 
type), stated in [L]; in fact, using this method, one gets a standard 
monomial theory for the case G = G2 (cf. CL]). 

The proof of the main results of this paper can be divided into the 
following three steps: 

(i) Proof of the first basis theorem (cf. Theorem 3.15)-namely, 
giving a canonical basis for H(‘(X, L), where X is a Schubert variety 
in G/P, where P is a maximal parabolic subgroup of classical type 
(cf. Definition 2.2) and L is the ample generator of Pic(G/P). 

(ii) The proof of linear independence of “standard monomials” (in 
the basis elements constructed in (i)) on a Schubert variety in G/Q, where 
Q is a parabolic subgroup of classical type (cf. Definition 2.3). 

(iii) Generation of the space of sections of a line bundle on a 
Schubert variety, as in (ii), by standard monomials. 

The proof of (i) and (ii) runs essentially on the same lines as in [L-M- 
S], ; however, there is a serious difficulty due to the non-availability of 
Demazure’s results (cf. [D]i). By using the methods of [L-M-S13 and the 
constructions in [D] i (also [Se]*) one arrives at a slighlty weaker 
assertion2 than (i). 

In the proof of (ii) one cannot completely follow [L-M-S],, since it 
makes use of the normality of a Schubert variety (a result in [D]i, in 
whose proof there is a gap). 

The proof of (iii) in [L-M-S], is done only for the case of a maximal 
parabolic subgroup. It is first reduced to the case of standard monomials of 
degree 2 and then this case is treated in an explicit way be a simple but 
rather tedious counting argument (cf. Section 4 of [L-M-S],). The proof 
presented in this paper is conceptually better but could be called more 
sophisticated. This is based on the method of taking I(/: Z -+ X, as described 
above; this also serves to overcome the difficulties, pointed above, in the 
proof of (i) and (ii). The main feature in this proof is the following: In [L- 
M-S13, we gave, as a consequence of the standard monomial theory, a 
filtration of a canonical scheme-theoretic hyperplane section of a Schubert 
variety in G/P, P being a maximal parabolic subgroup of classical type (cf. 
Theorem 9.3 in [L-M-S],). If a similar filtration could be established a 
priori, then it is not difficult to see that the proof of (iii) above would be 

‘We are grateful to C. Musili for helping us to arrive at this step. 
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achieved. We show (cf. Section 7) that a similar filtration holds on Y as a 
consequence of our induction hypothesis; this in turn yields a related 
filtration on Z, using which, the “generation by standard monomials” is 
proved on Z. Then the required “generation by standard monomials on X 
is deduced. 

STATEMENT OF THE MAIN RESULTS AND A SKETCH OF ITS PROOF 

Let G denote a semi-simple, simply-connected Chevalley group defined 
over a field k. Let T be a maximal k-split torus, B a Bore1 subgroup, T c B, 
and P a maximal parabolic subgroup, Px B, with associated fundamental 
weight w. Let W (resp. W,) be the Weyl group of G (resp. P) and ( , ) a 
W-invariant scalar product on Hom( T, G,). We say (cf. Definition 2.2) 
that o (or P) is of classical type, if 1 (w, CI* ) 1 ( = ]2(w, ~()/(a, ,x)1 ) < 2 for 
every root CX. For WE W, let X(w) = BwP (mod P) with the canonical 
reduced structure be the Schubert variety in G/P associated to w. Let 
[X(w)] denote the element of the Chow ring of G/P, determined by X(w). 
If H denotes the unique codimension one Schubert subvariety in G/P, then 
it can be shown (cf. [C]) that 

[X(w)l. [HI = c 4 [WwJl, di > 0 

where . denotes multiplication in the Chow ring of G/P and X(w,) runs 
over all the Schubert varieties of codimension one in X(w). We call di the 
(intersection) multiplicity of X(w,) in [X(w)] . [H]. A pair (4, w) of Weyl 
group elements in W/W, (P being of classical type) is called an admisibfe 
pair (cf. Definition 2.4) if either 4 = w (in which case it is called a trivial 
admissible pair) or 4 # w and there exist {di}, 1 6 i < s, 4, E W/W,, such 
that 

(i) d=d, >&> ... >d,=w, 
(ii) X(4,) is a Schubert divisor in X(di- ,) with intersection mul- 

tiplicity 2 in [X(4;- i)]. [H], 2 <i< s. 

If (#i, wl) and (d2, w2) are admissible pairs in W/W,,, we write 
(dI, w,)> (h, wJ if wI ah (equivalently Jlw,)2W4,)). 

Now let Q = fir=, Pi be such that Pi is a maximal parabolic subgroup of 
classical type, 1 < id Y (we refer to such a Q being of classical type (cf. 
Definition 2.3)). We now call (cf. Definition 4.1) a Young diagram on G/Q 
of type a = (a,,..., a,), a, > 0, a pair (0, 6) where 

0 = (Q,), 6 = (6,) 



466 

and 

LAKSHMIBAI AND SESHADRI 

(e,, 6,) is an admissible pair in W/W,,, 

1 < i < Y, 1 <j Q ai. If a, = 0 for some t, 1 < t < r, we understand that the 
corresponding admissible pair ((e,, ~ , 6,- ) is empty, i.e., does not figure. 

We say (cf. Definition 4.2) that a Young diagram (0, 6) is standard on 
X(r), r E W/W,, if there exists a pair (~1, p) which we call a defining pair 
for (0,6) such that 

(I) Z=((x,), fl=(Pij), Mij,b;,E W/W,, 1 di<r, 16j<U;, 

(2) each CX;, (resp. p,,) is a lift in W/W, for the element eji (resp. 6,) 
in W/W,, under the canonical morphisms W/W, + W/W,,, 

(3) 
z>a,,>fl,13E123fl,z> ‘..3cc,,,3BIU,>/a,,3Bz,>/ ‘.‘2%,,38,,,. 

Then we have the following (cf. Theorem 9.6). 

THEOREM. Let 5 E W/W, and let L, (or just L) = @ ;= 1 Lyl be a positive 
line bundle on G/Q. Then there exists a basis { p(B, S)} for @(X(T), L) 
indexed by Young diagrams (0,6), of type a, standard on X(z) (the elements 
p(B, 6) are referred to as standard monomials (cf: Definition 4.3) on X(z) of 

We 0). 

The linear independence of the standard monomials on X(r) is proved 
using induction on dim X(r) and using some special quadratic relations on 
X(r) (cf. (*) in Section 5). Proceeding as in [M-S], we in fact prove linear 
independence of standard monomials on a union of Schubert varieties (cf. 
Theorem 5.1). 

To prove the generation by standard monomials we proceed as follows: 
Let us fix a maximal parabolic subgroup, say, P,, containing Q. Let X(f) 
(resp. X(i)) be th e projection of X(r) (resp. X(b)) under G/Q + G/P,. Let 
e be a generator of the unique B-fixed line in @(G/P,, L,) (here L, is the 
ample generator of Pic(G/P,)) and let p(f) (resp. p(4)) be the Zw, (resp. 
&v,,) translate of e, where w,, denotes the unique element of largest length 
in W. Let us denote by p(i) (resp. p(i)) itself, the restriction of p(Z) (resp. 
p(d)) to X(t) (resp. X(4)). Let H(r) (resp. H(d)) be the zero set of p(Z) in 
X(T) 0-w. ~(49 in X(b)). Let now c1 be a simple root such that s,Z < 2, in 
W/ Wp, (and hence s,r < r, in W), and let 4 = s,r. Associated to ~1, there is 
a copy of SL, in G, which we shall denote by SL(2, c(). Let B, be the Bore1 
subgroup in SL(2, ~1) given by B, = B n SL(2, IX). Now for the canonical 
action of SL(2, a) on G/Q (induced by the canonical action of G on G/Q) 



GEOMETRY OF G/P - v 467 

X(r) remains stable; and observing that any Schubert variety in G/Q is 
stable under the action of B, we set (cf. Section 8; see also [D] i and [Se12) 

z,, = SL(2, a) xB, X((b) 

( = P, xB X(d), where P, is the rank one parabolic subgroup associated to 
a), i.e., Z,,, is the quotient variety modulo the equivalence relation in 
SL(2, a) x X(d) defined by 

k, X)“(& h-lx); g E SL(2, a), b E B,, x E X(d). 

Let p denote the canonical map 

p: Z,,, + P’ = SL(2, a)/Br 

(p is a libration over P’ with fibers isomorphic to X(4)) and let + be the 
canonical map 

Now for any B,-object A4 on X(4), we can associate a canonical object fi 
on Z,, (namely, I@= SL(2, a)xBU M). Now denoting by I(H(r)) (resp. 
I(H(4))) the ideal sheaf of H(r) (resp. H(d)) in X(r) (resp. X(d)), we prove 
(cf. Lemma 9.2) 

~*(I(H(r)))~I~))O~~l(-n) (*) 

where n = (d(w,), CC* ), o, being the fundamental weight associated to P, 
Now assuming (by induction on dim X(r)) that standard monomials on 
X(W) (where dim X(W) $ dim X(r)) form a basis for @(X(W), L), we 
obtain a filtration (cf. Lemmas 7.3 and 7.4) 

Io=I(ff(4))=I1= “’ =L=I(ff(~Ll) 

such that 

0 6 s B d (where I ~ 1 = (0)), X(A)3 being certain Schubert subvarieties of 
X(4). Now using this and (*) above, we prove 

dim @(Z,,&*(L)) = dim @‘(H(t),,,,, L) + dim @(X(T), L’) 

+ C dim IT”(X(A), L’) 
(**I 

where L’ = L,,, a’ = (a, - 1, a2 ,..., a,), and the summation on the R.H.S. is 
over all X(A)‘s such that X(A) is a maximal lift (cf. Remark 4.7) in X(r) of 
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2, where (Z, 1) is a non-trivial admissible pair on W/W,,. On the other 
hand we prove (cf. Proposition 5.8) that 

R.H.S. of (**) = # {standard monomials on X(r) of type a}. 

From this it follow that 

dim p(Z,,, $*(L)) = # {standard monomials on X(r) of type u}. 

This together with linear independence of standard monomials on X(T) (cf. 
Theorem 5.1) and the canonical inclusion 

implies that standard monomials on X(T) of type a form a basis for 
@(X(T), L) (in particular it also proves the generation). 

Among the several consequences of standard monomial theory we would 
like to mention the following: 

( 1) A proof of Demazure’s conjecture (cf. [D] r ). 
(2) A proof of “Vanishing theorems,” i.e., the result H’(X(w), L) = 0, 

i > 1, L > 0 (cf. Theorem 9.6). 
(3) Normality of Schubert varieties (cf. Theorem 9.6). 
(4) Determination of the Singular Locus of a Schubert variety (cf. 

CL-Sld. 
(5) A character formula for the T-module @(X(T), L) (cf. 

Corollary 9.8). 
(6) Surjectivity of p(G/Q, L) -+ ff'(X(~), L) (cf. Corollary 9.8). 
(7) Behaviour of unions and intersection of Schubert varieties 

(namely, that unions and intersections of Schubert varieties are reduced) 
(cf. Theorem 9.6 and Lemma 6.3). 

(8) The Cohen-Macaulayness of (the multi-graded ring) 
@(L>o) @(x(T), Lt) (cf. CD-L], W-L],, CH-LI,). 

For other methods of construction of “Standard Bases” one may refer to 
[B-U, PI> CL-U, PI,, C-Uz. 

After this work was completed, the gap in Demazure’s work, mentioned 
above, has been set right, just recently, due to the efforts of A Joseph (see 
his preprint “On the Demazure character formula”), V. Mehta and A. 
Ramanathan (see their preprint “Forbenius splitting and cohomology 
vanishing”), and the second author of this paper (see the preliminary ver- 
sion “Normality of Schubert varieties” of a paper to appear in the Bombay 
Colloquium on “Vector Bundles,” 1984). In fact, if X is a Schubert variety 
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in the flag variety G/B, associated to an arbitrary semi-simple, simply-con- 
nected algebraic group G (in arbitrary characteristic), and L a line bundle 
on G/B, associated to a dominant weight, it follows now that: 

(i) the Demazure character formula for H”(X, L) holds, 
(ii) X is normal, 
(iii) the canonical map @(G/B, L) --f #‘(X, L) is surjective, 
(iv) H’(X, L) = 0, i > 0, and 
(v) the Schubert variety in char. 0 “specializes well” to the one in 

char. p, p > 0. 

Some of the arguments in this paper could be skipped (as one sees 
easily) if these results are assumed; to make it very precise, if one assumes 
(i) above, one may omit Proposition 3.2 in Section 3. Again, if we assume 
(ii) above, then we obtain that the “special quadratic relations” (cf. (*) of 
Section 5) hold on any X, the proof of this fact is on the same lines as that 
of claim 1 in the body of the proof of Theorem 9.6, wherein it is proved 
that assuming normality of Schubert varieties of dimension $ dim X, the 
special quadratic relations hold on X. For the same reasons, one need not 
have the additional assumption that the “special quadratic relations” hold 
on Schubert varieties for the results in Section 6, Lemmas 7.3, 7.4 and 9.2 
through 9.5. 

The sections are organized as follows. 
In Section 1 we recall some generalities on Schubert schemes. 
In Section 2 we define fundamental weights, admissible pairs, etc., and 

prove some lemmas on admissible pairs. 
In Section 3 we prove the first basis theorem (which is, in essence, about 

the construction of a basis for @(X(r), L,), o being a fundamental weight 
of classical type). 

In Section 4 we define Young diagrams and standard monomials. 
In Section 5 we prove linear independence of standard monomials. 
In Sections 6 and 7 we discuss the consequences of the induction 

hypothesis; i.e., assuming that standard monomial theory holds for 
Schubert varieties of dimension < dim X(r), we show that we get a stan- 
dard monomials theory for unions (and intersections) of Schubert varieties 
also and as a consequence we obtain that unions and intersections of 
Schubert varieties are reduced. Further, as a consequence of the induction 
hypothesis, we also obtain the filtration for I(H(4),,,), described above. 

In Section 8 we define the variety Z,,, (or Z,) and prove some results 
relating to Z, (required for our purpose). 

In Section 9 we prove the main theorem and its consequences. 
In Section 10 we explicitly write down the ideal sheaf of X(z) in G/Q and 

state a conjecture regarding the defining equations of a Schubert variety. 
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1. NOTATIONS AND PRELIMINARIES 

Let Gz denote a semi-simple, simply-connected, Chevalley group scheme 
over the ring of integers Z (for many basic facts on Chevalley groups see 
[St]). We fix a maximal torus subgroup scheme T, and a Bore1 subgroup 
scheme B, containing T,. We talk of roots, weights, etc., with respect to 
T, and B,. The Weyl group scheme N( T,)/T, (N( T,) = normalizer of T,) 
is a constant group scheme and hence we talk of the Weyl group W of Gz. 

If A is any ring, we denote the objects obtained by the base change 
Spec A -+ Spec Z with the suffix A (unless otherwise stated), e.g., 
G,, B,, T,, etc. In the sequel, when A is a field k, we will often drop the 
subscript k, e.g., G, = G, T, = T, etc; further, we shall be mostly concerned 
with Z or a field k. 

Let Q, be a parabolic subgroup scheme of Gz containing B,, associated 
to a subset of the set of simple roots or equivalently a subset of the set of 
fundamental weights. Let 1 be a weight of the form 

where the set {wi}, 1 < i < r, is the complement of the set of fundamental 
weights associated to Qz. Then i gives rise to a line bundle on GA/QA for 
every ring A and we denote this by L,,,. One knows that this line bundle is 
ample on GA/QA (relative to A) if and only if ai> 0 for 1 < id r. One 
knows that if L,,, is ample on GA/QA, it is in fact very ample as a con- 
sequence of a lemma of Deodhar (cf. Lemma 5.8 of [L-M-S],). One knows 
tht Pit GJQz (resp. Pit Gk/Qk, k a field) is isomporphic to Z,; in fact 
{L,,,.} (resp. {L,,,k]) constitutes a basis. 

Let r E W. Then if A is any ring, we see that z determines an A-valued 
point of GA/B,, which we denote by the same letter z. More generally, if 
W, denotes the Weyl group of a parabolic subgroup QA of G, (the Weyl 
group scheme of QA is a constant group scheme and we talk of the Weyl 
group W, of QA for any ring A) and r E Wj W,, for any ring A, r deter- 
mines an A-valued point of GA/QA, which we denote by the same letter. 
Let now k be a field and t E WjW,. We denote by X,(z) the Schubert 
oariety in Gk/Qk associated to r, i.e., we define X,(T) to be the (Zariski) 
closure of B,t (the Bk orbit through t) in Gk/Qk, endowed with the 
canonical reduced structure. Similarly, we define the Schubert subscheme 
Xz(r), r E WJW,, as the Zariski closure of B,r in GZ/Qz, endowed with 
the canonical structure of a closed reduced subscheme of Gz/Qz. We note 
that X,(r) is the j7at closure of X,(r), (Q = field of rational numbers) in 
GZ/Qz, i.e., the canonical morphism X,(r) -+ Spec Z is Z-flat and its 
generic fibre is X,(r). It is not clear that the base change of X,(t) by 
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Spec k + Spec Z coincides with X,(r) for any field k. In fact, we get this as 
a consequence of the main results of this paper (cf. Corollary 9.8 (d)). 

Recall that we have a canonical partial order in W/W, (W/W, as 
above), which is defined as follows: For t, , r2 in W/ Wa, we say that 
tr 2 z2 if for some field k, X,(zr ) 2 X,(7,) (this partial order in W/W, can 
also be defined in a combinatorial manner). Recall that dim X,(z) = l(z), 
where 1 denotes the length function on W/W, (k a field). 

DEFINITION 1.1. Let z, 4 E W/W,, QZ being a parabolic subgroup 
scheme of GZ as above. Then we say that X, (4) (or X,(d), k a field) is a 
moving divisor in X, (7) (or X, (z)), moved by a simple root a, if 4 = s,z (in 
W/W,), s, being the reflection associated to the simple root a, and X,(d) 
(or X,(d)) is of codimension one in X,(z) (or X,(r)). 

We shall now recall some simple lemmas which are of basic importance. 

LEMMA 1.2. Let P, be a maximal parabolic subgroup scheme of G, 
associated to a fundamental weight w. Let c1 be a simple root and 1+4 E W/W,. 
Then we have the following: 

(i) X,(d) is a moving divisor in X,(S,~) moved by a (see 
Definition 1 .l ), if and only if 

(d(o), a*> =2(:;y>o 
5 

(here ( , ) denotes the W-invariant scalar product in Hom(T,, C,)). 
(ii) X, (s,#) is a moving divisor in X, (4) moved by cc, if and only if 

(4(o), a* > < 0. 

(iii) Xz(s,d) is a moving divisor in X,(d) moved by a, tf and only if 
X,(b) is stable under the unipotent subgroup scheme of GZ, denoted by 
G- CZ,ZY and isomorphic to the additive group scheme G,, canonically 
associated to the root --c1 (then X, (4) is in fact stable under the SL(2) in 
GZ canonically associated to a). 

These results follow essentially from the following 

LEMMA 1.3. Let w E W. Then the following are equivalent. 

(a) The closed Bruhat cell B, wB, in GZ is stable for multiplication on 
the left (resp. right) by Gp,,z, equivalently by the minimal parabolic sub- 
group scheme P,,,. 

(b) l(s, w) < l(w) (resp. l(ws,) < l(w)). 

(c) w -l(a) < 0 (resp. w(E) > 0). 
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A proof of Lemma 1.3 may be found in [L-M-S], (cf. Proposition 1.4 in 
[L-M-S],). One considers the canonical map rr: GZ/BZ -+ P,,,/B, and 
expresses the condition for X,(w) to be saturated for x to prove stability 
for multiplication on the right by PEsz, etc. 

Remark 1.4. Note that the assertion (iii) of Lemma 1.2 is valid when Pz 
is any parabolic subgroup scheme of G, instead of being a maximal 
parabolic one. 

LEMMA 1.5. Let QZ be a parabolic subgroup scheme of G, und 
4 E WJ W,. Suppose that X,(4’) is a Schubert divisor in X,(4) moved by a 
simple root a. Then any Schubert subscheme X,(w) of X,(4) is of the form 

(i) either X,(w) c X,(4’), or 

(ii) X,(w)= Xz(s,w’) for some X,(w’) C X,(4’). 

In the latter case, X,(w) is obtained by (moving by the same root a) a 
suitable Schubert subscheme X, (w’) of Xz (4’). We then say that Xz (w’) is 
moved outside of X,(4’) by ol. (Note again that the above lemma could 
have been stated for a more general base than Z.) 

Proof. For any reduced expression 

q5’ = sp, . . sg, (mod W,), ,!?i E S, S = set of simple roots 

C$ has the reduced expression 

qj = spa “p, . . . s/J (mod W,), &, = CI. 

Now suppose that X,(w) is any Schubert subscheme of X,(d). We know 
that w has a reduced expression of the form 

(mod W,); 0 9 i, < . . < i, < r. 

It is clear that if w C$ 4 in W/W, (i.e., X,(w) $ X,(4’)), we must have 
i, = 0, i.e., w = s,(w’) (mod W,) for some w’ < 4’ in W/W,. But then 
Xz (w’) is a moving divisor in X,(w), moved by the same root CC. 

This completes the proof of Lemma 1.5. 

Remark 1.6. Note that Lemmas 1.2, 1.3, and 1.5 and Remark 1.4 hold 
over a general base rather than Spec Z, i.e., we could have taken XA (c$), 
etc., instead of X,(d), etc., A being any ring. 
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2. CLASSICAL FUNDAMENTAL WEIGHTS AND ADMISSIBLE PAIRS 

Let P, be a maximal parabolic subgroup of GZ containing B,, whose 
associated fundamental weight is w. For z E W/W,, let us denote by 
[X,(z)] (k a field) the element of the Chow ring, Ch(Gk/Pk) of G,/P,, 
determined by the Schubert variety X,(z) in Gk/Pk. Let Hk denote the uni- 
que codimention one Schubert subvariety of G,/Pk. It can be shown that 

[x/c(t)1 ’ CHkl =C diCX/c(d~)l, d; > 0 (1) 

where . denotes multiplication in GJP, and the summation on R.H.S. 
runs over the set of all Schubert subvarieties of X,(r) of codimension one. 
By a formula of Chevalley (cf. [Cl), the di is expressed in the form 

where ( , ) stands for the usual W-invariant scalar product in 
Hom(T,, G,) and czi is given by 4i = T s,,. 

DEFINITION 2.1. We call di the multiplicity of X, (4i) in X,(t) and 
denote it by m(4,, r). 

DEFINITION 2.2. A fundamental weight o (or equivalently the associated 
maximal parabolic subgroup scheme P, or Pk) is said to be of classical type 
if 

2(w @) I<w,a*>l= (a,co 62 I I V root tl. 

If o is of classical type, by the formula of Chevalley referred to above, it 
follows that did 2 in (1) above. It can be seen easily that conversely, if 
d, < 2 for every T E W/W,, then P is of classical type. Note that if Gk is a 
classical group, every maximal parabolic subgroup of Gk is of classical type 
(and conversely). Note that for an arbitrary Gk there exists always a 
maximal parabolic subgroup which is of classical type. For a simpZe G,, a 
list of all the fundamental weights of classical type is easily written down. 
Recall also (cf. [Sell) that the property di < 1 for all z E W/W, is 
equivalent to o being minuscule (i.e., [(o, a*)[ < 1 V root a). 

DEFINITION 2.3. A parabolic subgroup scheme QZ of GZ is said to be of 
classical rype if every maximal parabolic subgroup scheme P, containing 
QZ is of classical type. 
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DEFINITION 2.4. Let P, be a maximal parabolic subgroup scheme of G, 
of classical type. Then a pair of elements (r, 4) in W/W, is said to be an 
admissible pair, if either r = q3 (in which case it is called a trivial admissible 
pair) or there exists {ri}, 1 6 ids, ri E W/W,, such that 

(i) z=z,>,z,> ‘.’ >Ts=cp, 
(ii) X(r,) is of codimension one in X(r,- ,) and the multiplicity of 

X(r,) in X(r,- ,) is exactly 2 (for 2 < i 6 s) (note that in the minuscule case, 
every admissible pair is trivial). 

In the rest of this section we prove some results on admissible pairs (to 
be used later). 

Given an admissible pair (r, qS), a chain 

with X(pi) being a double divisor in X(pL, _ i ), 1 < i < n, shall be referred to 
as an admissible chain for the admissible pair (t, 4). 

LEMMA 2.5. Let X,(d) be a moving divisor in X,(z) (in G/P) moved by 
the simple root LI and X,(w) be any other divisor in X,(r). Let X,(e) be the 
divisor in X,(d) which is moved out to X,(w) by c( (cf Lemma 1.5). Then 
multiplicity of X,(w) in Xz (z) is equal to that of X,(O) in X,(4). 

Proof X,(w) being a divisor in Xz(r), there exists a root fi such that 
w=sar (cf. [D]i). 

Now m(w, t), the multiplicity of X,(w) in X,(r) is given by (cf. [Cl) 
m(w,t)=l(z(w),/?*)I. Also #=s,z and O=s,w imply that ~=s,.s~s~~ 
and hence m(e, $I= I(fi(o), s,(S)*>1 = I<sd(~), b*>I = I<r(w), B*>I 
(since r = s,fj) = m(w, z). 

LEMMA 2.6. Every double divisor is a moving divisor. 

Proof: Let X,(w) be a double divisor in X,(r). We shall prove the 
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result by induction on dim A’, (5). Let X,(p) be of least dimension such 
that X,(p) has a double divisor X,(A). If X,(A) is not a moving divisor, 
let us fix a moving divisor X,(A’) in X,(p), moved out by CI, say. Let 
X,(P) be the divisor in X,(1’) moved out by c( (cf. Lemma 1.5). 

Then by Lemma 2.5, we obtain that X,(0’) is a double divisor in X,(2’) 
contradicting the minimality assumption on dimension of X, (p). 

Now fix a moving divisor X,(d) in Xz(z), moved out by tl, say. Let 
X,(O) be the divisor in X,(4) moved out to Xz(~j) by CI. 

Now in view of Lemma 2.5, we have 

WZ(d, 4) = m(W, T) = 2. 

Hence X,(O) is a double divisor in X,(d) and hence by induction 
hypothesis X, (0) is moving in X, (#), say, 4 = s,8 where y is simple. Let 
m(& T) =p and m(O, w) = q. Then we have 

2y + per = 2j3 + qcr; i.e., 28=2y+(p-q)cr. 

Hence we obtain p = q (mod 2) and hence in fact p = q (since both p and 
q are < 2). Now this yields that /3 = y, proving that X,(w) is a moving 
divisor in X,(T). 

LEMMA 2.7. Let (T, p) be an admissible pair and T = p,, > 
&-I > ‘.. > pO = p be an admissible chain, i.e., pip , is a double divisor in pi, 
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1 <i<n; further let t~~=s~,u~+~, 0 < i < n - 1, where pi is simple (cf 
Lemma 2.6 ). Then 

(a) Zf for any simple root ct, (u(w), a*) = 1, then (u;(w), a*) = 1, 
16iGn. 

(b) Zf for any simple root a, (z(o), a*) = - 1, then 
(uj(W),a*)=-1, O<i<n-1. 

Proof. Note that (b) follows from (a). 
(a) Now (~I(~),a*)=1-2<<Bo,a*) (since11,(w)=~LO(W)-22PO), 

from which it follows that (/IO, a*) = 0. Thus (pi(o), a*) = 1 and the 
same argument yields that &(w), a*) = 1, 1 < i<n. 

LEMMA 2.8. Let x,(1+3) be a moving divisor in X,(z) moved by a; further 
let (#(co), a* ) = 2. 

(a) Let (4, A) be a non-trivial admissible pair such that u = s,l> A. 
Then (z, A), (7, ,tt) are again admissible pairs. 

(b) Let (I$, A) be an admissible pair such that s,A = A. Then (z, A) is an 
admissible pair (note that the proof of(b) is trivial). 

Proof. (a) The proof of the assertion that (z, A) is an admissible pair 
is trivial (since (r, 4) and (4, ;I) are admissible pairs). It remains to prove 
that (r, s,A) is an admissible pair. The facts that 

(4(o), a* > = 2 and (A(o), a*) > 0 

(since s,il>k) imply that (A(w),a*)=2. Let q+=IZn>An-i> ... >I,,=,? 
be an admissible chain defining the admissible pair (4, A) and let 
A,=s,,A, &=sP2A1, etc. Suppose jl=a, then Ai =s,A and hence (&s~~L) is 
an admissible pair. From this, it follows that (r, s,A) is an admissible pair 
(since (z, 4) and (4, s, A) are admissible pairs). 

If b, #a, then 

(2, (w), a* > = CLys,40), a* > 

= (4f3)-Vl,a*) (note that (A(o), /I: ) = 2) 

=2-2(fi,,a*) (since (A(o), a*) = 2). 

Hence, if (j?I,a*)#O, then (A,(w),a*)>4 (note that (/?i,a*)<O, 
since they are both simple roots). This is not possible, since o is of classical 
type (cf. Definition 2.2). Thus (A, (w), a*) = 2. To complete the proof, we 
use induction on the length of the admissible chain. If the length of the 
admissible chain is 1 i.e., if Xz (A) is a double divisor in X,(4), then we 
obtain that X,(s,A) is a double divisor in X,(z) (cf. Lemma 2.5) and the 
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result follows in this case. Let then the length of the chain > 1. By the 
induction hypothesis, we obtain that (r, s,l,) is an admissible pair. Also 
(s,Izi, s,n) is an admissible pair (cf. Lemma 2.5). Hence (r, s,A) is an 
admissible pair, as asserted. This completes the proof of Lemma 2.8. 

LEMMA 2.9. Let X,(4) be a moving divisor in X,(z) moved by a; further, 
let (d(w), a*) = 1. Let (4, A) be a non-trivial admissible pair such that 
p = s,A > A. Then (z, p) is an admissible pair. 

Proof Let q5=;In>;In-, > ... > A,, = 1 be an admissible chain defining 
the admissible pair (&A). Now the facts that (b(w), a*) = 1 and 
(A(o),a*)>O (since s,A>l) imply that (A(w),a*)= 1 and hence 
(Ai( a*) = 1, O<i,<n (cf. Lemma 2.7). Hence Ai<s,,?i; further 
X,(S,~~~~) is a double divisor in Xz(s,&) (cf. Lemma 2.5). Hence we 
obtain (s,q5, s,1), i.e., (r, cl) is an admissible pair. 

COROLLARY 2.10. Let (4, ;1) be an admissible pair such that 
(d(o) f A(w), a*) >O. Then (s,& s,A) is again an admissible pair. If 
(1/2(4)(o) + A(o)), a*) = 2, then (s,qJ, A) is also an admissible pair, 

Proof: The hypothesis that (d(w) + n(o), a*) > 0 implies that 
(b(w), a*) and (n(w), a*) are both > 0 (since o is of classical type). If 
(d(w), a*) > 0, then the result follows from Lemmas 2.7 and 2.8. If 
(4(o), a*) = 0, then this implies that (A(o), a*) = 2 and we proceed as in 
the proof of Lemma 2.8 to conclude that (s,d, s,J) is an admissible pair 
(note that if (d(w), a* ) = 0, then S,C$ = 4). 

COROLLARY 2.11. Let (4, A) be an admissible pair such that 
(i(o) + A(o), a*) ~0. Then (s,& s,A) is again an admissible pair. 

Proof: We first claim that 

(&A) is an admissible pair if and only if (w,i, w0q4) is an 
admissible pair, w0 being the element of largest length in W. (*) 

To prove the claim, it obviously suffices to prove it when X(n) is a double 
divisor in X(4). Let them 4 = s,l, where y is simple (cf. Lemma 2.6). Now 

w,qh=s*w,l 

where 6 = i(y), i= - wO, is the Weyl involution. Further, 

I <wd(~)> d* >I = I (d(U)> Y* >I = 2. 

Thus X(w,q5) is a double divisor in X(w,n). This completes the proof of the 
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claim (*) above. Now, denoting b = i(a), i= - wO, the Weyl involution, we 
have 

<WcJ(~) + w,&w), p* > = - (d(w) + n(w), cc*> > 0. 

Hence (in view of Corollary 2.10) we obtain that (sgw,J., ssw,,d) is an 
admissible pair i.e., (wO.ralZ, wOs,qS) is an admissible pair. Hence (s,& s,A) 
is an admissible pair (cf. (*) above). This completes the proof of 
Corollary 2.11. 

COROLLARY 2.12. Let X, (w, ) be a moving divisor in Xz (w) moved by 
the simple root tl. Let (0, p) be an admissible pair on X, (w,) such that 

s,be, (1) 

(~(o)+p(o), a*> >o. (2) 

Then (s,O, s,p) is an admissible pair on X,(w); further, if 
(t(B(o) + p(o)), a*) = 2, then (s,B, p) is also an admissible pair on X,(w). 

Proof. Case 1. ($(0(o) + p(o)), c1* ) = 2. This implies (19(o), CI* ) = 2 = 
(p(o), U* ). Now, we have s,p > p; hence taking q5 = 8 and A = p, in (a) of 
Lemma 2.8, we obtain that (s,8, p) and (s,Q, s,p) are admissible pairs; 
further, they are admissible pairs on X,(w) (since w, z 8, we have w > s,0). 

Case 2. (4(0(o) + p(o)), a* ) = 1. In this case, we have the following 
two possibilities: 

(NW), a*> = 2, (P(W), m* > = 0 

(or) 

(O(o), a*> = 1 = (p(w), cc*>. 

If the former possibility holds, then taking 4 = 6 and A = p, in (b) of 
Lemma 2.8, the result follows. If the latter possibility holds, then taking 
4 = f3 and A = p in Lemma 2.9 (note that s,p > p), the result follows. This 
completes the proof of Corollary 2.12. 

LEMMA 2.13. Let X,(d) be a moving divisor in X,(z) moved by ~1. Then 
for any admissible pair (z, p), we have (4, A) is an admissible pair, where A is 
the smaller of (u, s,u} (note that #>A (cf: Lemma 1.5)). 

Proof. (By induction on d= codim of Xz(p) in X,(r).) If d= 1, then 
denoting by Xz (0) the divisor in Xz (4) moved out to X,(p) by tl, we 
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obtain (cf. Lemma 2.5) that X,(e) is a double divisor in X,(4) (since 
m(B, #)=m(p, r)=2). Thus 4 >s,p and (4, s,~) is an admissible pair. 

Let now d> 1. Since (r(o), a*) ~0, we conclude that (p(o), a*) # 1 (cf. 
Lemma 2.7). Now we discuss the remaining possibilities for (p(o), cr*). 

Case 1: (p(o), cr*) = 2. Let us fix an admissible chain p,,=r > 
IA-1 > ‘.. >po=p, further let ~i=~Di~i+l, O<idn-I. Now 
(p(o), a*) = 2 implies that (r(o), a*) is even and is in fact -2 (since 
(t(W), a*> < 0). 

Now 
(~~(W),a*)=2-2(Bo,a*). 

Hence we obtain that either /IO = CI in which case (pr (o), CI* ) = -2 or 
(/I,,cz*)=O. Now since (z(o),u*)= -2, we find that bi=cr for at least 
one i, 0 6 i< n - 1. Hence we obtain pi+ I =s,p; (for that particular i). 
Now applying induction hypothesis to (r, pI + r), we conclude that (4, pi) is 
an admissible pair (note that 4 3 pi) and hence also is (4, p). 

Case 2: (p(o), OL* > = -2. Now (r, p) and (p, s,~) are admissible pairs 
and hence (r, 3,~) is an admissible pair with (s,p(o), ct*) = 2. Hence by 
Case 1, we obtain that (4, s,,n) is an admissible pair. 

Case 3: (p(w), a*) = - 1. This implies (t(m), 8) = - 1 and hence 
(fixing an admissible chain as above) (P~(w),~*)=-1, VO<i<n (cf. 
Lemma 2.7). Now considering 
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we have m(s,pi+ i, sapi) = m(pi+ I, pj) (cf. Lemma 2.5). 
s,pL,- i,..., s,~} is an admissible chain and in particular 
admissible pair. 

Case 4: (p(o), CI* ) = 0. Now, in this case 4 > p (necessai 
admissible chain as above, we have 

Thus 

:ily). Fixing an 

If (pi(o), cr*) =O, then applying induction hypothesis to (7, pi), we 
obtain that (4, p, ) (and hence also (4, p)) is an admissible pair). If 
(pi (o), ~1* ) = 2, again induction hypothesis applied to (7, pi) gives that 
(4, pl) (and hence also (4, p)) is an admissible pair. 

This completes the proof of Lemma 2.13. 

LEMMA 2.14. Let 4, T be as in Lemma 2.8. Any admissible pair (7, p) on 
X,(7) is uniquely of the form (a) or (b) of Lemma 2.8. 

Proof. Let I = the smaller of {p, s, p}. Then by Lemma 2.13, (4, A) is 
an admissible pair. If s,A = A, so that p = A, then (z, p) is the admissible 
pair as given by (b) of Lemma 2.8. If s, A > 1, then (5, cl) is the admissible 
pair as given by (a) of Lemma 2.8. 

LEMMA 2.15. Let 4, z be as in Lemma 2.9. Any admissible pair (z, p) on 
X,(z) is uniquely of the form as given in Lemma 2.9. 

Now (r(w), a* ) = - 1 implies that (p(o), a*) = - 1 (cf. Lemma 2.7). 
Hence p > s,~ and Lemma 2.13 implies that (4, s,~) is an admissible pair. 
Thus (7, p) is the admissible pair as given by Lemma 2.9. 

LEMMA 2.16. Let X, (w , ) be a moving divisor in X, (w) moved by a. The 
admissible pairs on X,(w) are those on X, (w,) and those of the form 
(s,O, s,p) or (~~0, p) for (0, p) as given in Corollary 2.12 with w1 2 s,8. 

Proof. We have only to prove that if (v, (r) is an admissible pair on 
X,(w) with w, # q, then (q, a) is as mentioned in the Lemma. Now w1 4 q 
implies that w, >/s,q (cf. Lemma 1.5) and v > s,q. The result now follows 
from Lemmas 2.14 and 2.15. (One takes q5 = saq, etc.) 

Remark 2.17. Given an admissible pair (A, p), any chain 

A = 1, > A1 > . . . > I, = p 

where X(&) is a Schubert divisor in X(A,_ l)r 1 < i < n, is an admissible 
chain, i.e., X(Ai) is a double divisor in X( ;ljP , ), 1 $ i < n. For a proof of 
this, the reader may refer to [D-L]. 
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3. FIRST BASIS THEOREM 

In this section, we prove the first basis theorem. Notations being as in 
Section 1, let U denote the enveloping algebra of Lie Go-the Lie algebra 
of Go. Let Uz (resp. U,+ , resp. U.z ) denote the canonical Z-form of U, i.e., 
the Z-subalgebra of U spanned by X:/n!, LX a root (resp. c(, a positive root, 
resp. a negative root) where X, denotes the element in the Chevalley basis 
of Lie Go corresponding to c(. Let U, (resp. U,,,) denote the Q-vector sub- 
space (resp. Z-submodule) of U (resp. U,) generated by X:: (resp. Xi/n!). 
Let GE,, or just G, (resp. G,,) denote the unipotent subgroup scheme 
isomorphic to G,,, (resp. G,,,) of Bo (resp. B,) corresponding to c(. We 
see that Lie G,, %QX,. 

Let V be a finite-dimensional Q-vector space which is also a Go-module. 
Then a lattice V, in V is said to be an admissible Z-form if any of the 
following three equivalent conditions are satisfied. 

(i) V, is Uz-stable. 
(ii) Vz is a GZ-Z module, i.e., for every commutative ring D (with 1) 

V, 0 zD has a Gz (D)-module structure (here G,(D) = group of D-valued 
points of Gz) which is functorial in D. 

(iii) Vz is stable under Y&&z!, c1 a simple root and HEN. 

We observe that if V, D, etc., are as above, then for de D, 

exp(dX,) = Cd” 5 

defines an automorphism of the D-module Vz @ .D. When we identify 
G,,(D) with D, the action of d on V, 0 D is given by exp(dX,). If A is any 
ring, we set 

U,=UzOz4 u,,, = u,,z 0 .A 
and the above definitions made for Z can be generalized to A. 

For a dominant weight o, let V, or just V denote the finite-dimensional 
Q-vector space which is the irreducible G-module with highest weight O. 
Fix a highest weight vector e = e, in V, (determined uniquely up to a non- 
zero factor in Q). For z E W/W,, we write 

Vz(z)= U,fe,, where e, = 5. e 

(z can be represented by a Z-valued point of N(Tz) and we see that e, is 
well-determined up to a factor f 1). We write 

Vz(wo) = vz 
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w0 being the element of W of maximal length. One knows that 

V,@Q=V 

and that I’z is a U,-stable Z-submodule of V or, equivalently, a G, - Z 
module. We see that 

Vz= U,e=U,fe,,. 

If A is any ring we define 

V,(z)= V,(~)O.4 VA= Vz@gzA. 

We observe that V, = V and that VA is a G,-A module. Also, e is a 
primitive element in Vz, i.e., Ze is a direct summand in Vz. Consequently, 
every e,, t E W, is a primitive element in V,. For the rest of this section, we 
shall assume that w is a fundamental weight of classical type (cf. 
Definition 2.2). 

Let Z[N] denote the group ring of the multiplicative group exp N, 
where 

expN=(exp1//2.EN}, N=Hom(T,G,)). 

For a simple root CI, let Lsa be the linear operator LTU: Z[N] -+ Z[N] 
defined by 

L,* (exp 2) = 
exp 1- exp S, (1) 

l-expx ’ 
LEN 

(cf. [Dll). Let MSz be the operator defined by 

Msg: Z[N] + Z[N] 

MAz(exp A) = (exp P) L,(ew(l -PII 

(p being half the sum of positive roots). For r E W, fixing a reduced 
expression t = s,, . . . s,,, let M, be the operator M, = MSg, 0 . . * o MS= . It can 
be easily seen that M, is independent of the reduced expression chosen for 
z (for example, this follows from Theorem (2) of [D]i) and that 
M, (exp 1) = exp p. L, (exp(J. - p)), A E N. Now we have the following 

PROPOSITION 3.1. With notations as above, we have for any w E W/W,, 

where the summation on the R.H.S. is over all admissible pairs (A, p) such 
that T > A. 
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Prooj (By induction on dim X(r).) If dim X(z) = 0, then r = Id and the 
result is trivially true. Let then dim X(r) > 1. Let X(b) be a moving divisor 
in X(r) moved by LX, so that o = s,#. Let 

I, = {all admissible pairs (A, p)/# > A}. 

For simplicity of notations, let us denote an admissible pair (A, p) by just 6 
and let 6( +w) denote +(A( &o) + p( f o)). Let us partition I, into the 
following four subsets: 

P={sd&@),C1*)=0) 
z- = (6 E 1~/(6(0), a*> -CO} 
I+ = (6 E Z4/(6(w), a*) > 0 and (p >, s,13 where 6 = (A., p)} 

1’={6~Z~/(6(o),cc*)>Oand~~t~~where6=(A,~)}. 

Let us define 

F= 1 exp6(-o); F- = 1 exp6(-o) 
SGP 6 E I- 

F+ = 1 exp6(-0); F= C exp6(-0). 
66I+ 6 E I@ 

By the definition of the operator M,Sa, the following can be checked easily: 

MS0 (exp 1) = exp 1+ exp(l + a) + . . . + exp(;l + ncc) if n= -(&cc*)>0 

=o if -(A,cr*)= -1 

= - [exp(l-cI)+exp(A-2cr) + ... +exp(Jti-qcc)], 

if q=(A,a*)-lal,i.e., -(Iz,fx*)<-2 

for any 1 E Hom( r, G,). From this, we deduced easily the following: For 
any 1 E Hom( T, G,), 

(i) M,(exp A) = exp A, if (1, c(* ) = 0. 
(ii) M,(exp A+ exp(s,A)) = exp A + exp(s,l). 

Using (i) we obtain M,~(Fo) = F and using (ii) we claim that 

M,(F+ +F-)=F+ +I;-. (*I 

To prove (*) we first observe that the map (A, P)I-+ (s,A, s,~) define a 
bijection of I+ onto I- (in view of Corollaries 2.10 and 2.11; note that if 
(A(o) + p(w), cc*) ~0, then (A(o), a*) < 0 so that s,ll d 1 Q 4 and hence 
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if (A, P) E I-, then (~~1, s,~) E I’). Further (s,l(o) + s,p(o), a*) = 
- (n(o) + p(o), a*). Claim (*) now follows using (ii) above. 

We next claim that 

M,(f-“)= c exp@( --ON. (**I 
6 E I< v Iz ~ 34 

To prove this, we proceed as follows. For 6 E Z,, say, 6 = (A, p), let n(6) = 
((A(o), c1*), (p(o), a*)). If 6eZe, the possibilities for n(6) are (2,2), 
(2,0), (1, 1) (note that 4 2 s,l in particular implies that s,l > A and hence 
(A(w), a*) > 0). Now we have 

M,(exp(4-o)))= i exp(4-o)+@) 
j=O 

where r = - (6(---o), cc*). We shall now evaluate MJexp 6( -0)) 
explicitly (where 6 = (A, p) E I”). 

(1) Let n(6) = (2, 2), so that r = 2. In view of Corollary 2.10, 
6, = (s,& p) and 8* = (~~1, s,~) are again admissible pairs and they are 
both in I, - Z4 (since 4 ?# s,n). Further Si( -0) = 6( -0) + ice, i= 1,2. 

(2) Let n(6) = (2,O) or (1, l), so that r = 1. In view of Corollary 2.10, 
q= (s,& s,~) is again an admissible pair. Further y~( -w) = 6( --o) + ~1. 

On the other hand, by Lemma 2.16, every 6’= (A’, p’) EZ, - Z, is (uni- 
quely) of the form (Iz’, $) = (s,J., p) or (~~1, s,~) for an unique (A, cl) E I’. 

This completes the proof of (**). Now the proposition follows from (*), 
(**), and the induction hypothesis. (One also uses the fact that 
KJ~“) = I;“). 

PROPOSITION 3.2. (cf. [D]i). Notations us before, we have 

M,,(ew( -0)) = ch J’w 

where View) is the irreducible G-module (in characteristic zero) with highest 
weight i(w), i( = - wO) being the Weyl involution. 

ProoJ: Recall the operator L,@: Z[N] + Z[N], 

L, (exp 4 = 
exp A-exps,(il) 

l-expcr ’ 
Ae N=Hom(T, G,). 

Also recall (cf. [Blz) the operator J= EWE w (- 1)““)~. We have (cf. [S],) 

ch Vito, = Jtexp(i(w) + P)) 
J@xp P) 
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(where p = 4 sum of positive roots). We first claim (cf. [D] i ) 

(*I 

To prove (*), we first observe that for a simple root CI, we have 

-Lx L, = L,. 

From this it can be easily seen that 

L, L,rq = L,v if ws, < w 

and 

L,@ L, = L, ifs,w< w. 

In particular, we obtain 

for all simple roots oz. From this we obtain 

%L’, =expcr.L,, 

for any simple root ~1. Now set 

A = exp p J(exp( -p)) L,,,. 

In view of (2), we have 

(2) 

(3) 

s,A= -A 

(one also uses the fact (cf. [B12) that J is anti-invariant, i.e., 
wJ= ( - l)““‘J, w E IV). Hence we obtain 

WA = ( - 1 )““‘A. (4) 

On the other hand, proceeding as in Lemma 3 in [D12, we obtain 

L,,=(-l)y n (l-expcc))‘w,+ C a(w’)w’ (5) 
r>o w’ z wo 

where a(~‘) E quotient field of Z[N] and q = # {positive roots}. Using (3) 
and (5) we obtain that the coefficient of w. in A is 
=(-l)“expPJ(exp(-p))n,,, (l-expa)-l=(-l)Y (for J(expp)= 
I-I a>~ (exP(d2) - exp(-@)I = exp(-p) rIor,o (exp ~1 - 1)). Hence 
C,,o(l-exp~)-l=((-l)qexp(-~))l(J(expp)) and J(exp(-p))= 
(- l)qJ(exp p) (since J is anti-invariant, w,J(exp p) ( =J(exp( -p))) 
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= (- l)““O’J(exp p) = (- l)qJ(exp p)). N ow this together with the fact that 
A is anti-invariant (cf. (4) above) implies that A = J (cf. [B]*). From this 
(*) follows immediately. Now 

M,(exp(-w))=expp.L,,(exp(-o-p)) 

= (J(exp(-p)))~‘J(exp(-w-p)) 

=J(exp(-4) 
J(exp( -PI) 

=J(exp(-w&)+d) 
J(exp PI 

= JMN4 + 4) = ch v, 
Jkxp PI 

l(O) 

(cf. [S],). This completes the proof of Proposition 3.2. 

Remark 3.3. In view of Propositions 3.1 and 3.2, we have 

(a) ch Vi(w)=Cexp[+(IZ(-m)+p(--o))] 

where the summation on the R.H.S. is over all admissible pairs (A, p) on 
G/P. In particular, we obtain 

(b) dim V, = dim ViCoj = # {admissible pairs on G/P}, 

(c) for any weight x in V, and any root a, 

I(X(~)T a*>1 G2 

(note that /(t(w), tx*)l ~2, for ZE Wand any root a). 

LEMMA 3.4. Let ~S,TE WLin ( = the set of minimal representatives of 
W/W, in W (cf [L-M-S],)) and let d=s,z, Z(z)=/(d)+ 1, where s, is the 
reflection associated to the simple root a. Then we have 

u --a,Z V,(d) = v,(t) 

(in particular V,(d) c Vz(z)). 

Proox We first observe that 

(*) 

X,e, = 0; Kaer = 0. (1) 

For, if XEe, #O, then it is a weight vector (for the T,-action) of weight 
b(w) + a. Also since a moves X($), we have (4(o), a*) > 0 (cf. 
Lemma 1.5). Hence (q5(o)+a, a*) > 3. But this is not possible (see 
Remark 3.3(c)). Thus X,e, = 0. Similarly, Xaer #O leads to a contradic- 



GEOMETRYOF G/P-V 487 

tion. This proves (1). Now (1) implies that e, (resp. e,) is a highest (resp. 
lowest) weight vector for the three-dimensional subalgebra of Lie(G) 
isomorphic to s/(2) associated to CI. Then by the well-known s/(2)-theory 
(cf. [S]& we obtain 

+e,=s,e9=X-,eg 

L! 

Similarly, we have 

+e,=s,e,=X,e, 

Xe =OL 
2! 

if (#(CO), a*) = 1 
(2) 

if (4(o), a*) = 2. 

if (z(o), a*) = - 1 
(2’) 

if (z(w), a*) = -2. 

Now V,(z) and V,(d) are both Tz- Z modules and hence are stable 
under the operators (tfl), PE d +, the set of positive roots (see [St J for the 
notation (to). Since Tz normalizes the group scheme G,,z, we conclude 
immediately that the LHS of (*) is also a T,-Z module, so that the L.H.S. 
of (*) is stable under the operators ( $s), p E A+. To prove Lemma 3.4, we 
make use of the following 

SUBLEMMA. (i) Let a E A +. Then we have 

(ii) Let a be a simple root and /I a positive root such that fl# a. Then 
the subalgebra of U generated by X:./m! and X2/n!, m 2 0, n b 0, can be 
written as an integral linear combination of terms of either of the following 
forms: 

(a) a...xzx”@, 
m,! m,! n! 

Bi~A+, l<i<r 

Proof of Sublemma. The assertions (a) and (b) of (i) are just those of 
Lemma 5 in [St]. The assertions (a) and (b) of (ii) can be deduced from 
Lemma 8 in [St] as follows. 



488 LAKSHMIBAI AND SESHADRI 

Let R be the set of roots which can be expressed in the form i/3 -ja, 
i > 0, j > 0. Since a is a simple root and /I E A +, we see easily that 

if yER, y# -a, then yeA’ 

and 

if yER, then -y&R. 

Then the assertions (a) and (b) of (ii) are obtained from Lemma 8 of [St] 
by taking the set S of Lemma 8 (lot. cit.) as R. 

Returning to the proof of Lemma 3.4, we now claim the following 

R.H.S. of (*) is stable under U_,,z. (3) 

This claim, in particular, would imply that the R.H.S. of (*) 1 L.H.S. of (*), 
for, it is clear from (2) that V, (4) c V,(r). The claim (3) is proved by the 
following inductive argument. Let 

xml X”r -&...A 
m,! r. m ,e,=F, m, > O,..., m, > 0 (4) 

be an expression representing an element of Vz(r). We call (m, + ... + m,) 
the degree of F. We now show 

by induction on the degree of F and this would prove (3). Suppose 
deg F= 0, i.e., F= e,. Then by (l), (X:./n!) e, = 0 and thus (5) follows in 
this case. Suppose then that deg F > 0 so that we can suppose that m, > 0. 
Consider first the case yr # a. Then by (ii)(a) of Sublemma, 
(X:oJn!). (X;l/ml!) can be expressed as an integral linear combination of 
sums of type 

F, 3 F, _ pm pr YZ . . . Yr e 
m,! m,! ’ (6) 

so that deg F, = m2 + . . * + m, < deg F. Hence by induction hypothesis 
(PoJm!) F, E V,(r) and since Bi E A+, it follows that the elements in (6) 
are in V,(r). This proves (5) if y1 # a. Suppose now that y1 = a. Then by 
(i)(b) of Sublemma, (XYDJn!)(XT/m,!) can be expressed as an integral 
linear combination of sums of type 
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Hence (5) can be expressed as an integral linear combination of sums of 
type 

so that deg F, = m2 + . . . + m, < deg F. By the induction hypothesis 
(X’1&!) F, E V,(r). One knows that (H=-T-‘*) can be expressed as an 
integral linear combination of sums of type (7) and as Vz(r) is stable 
under expressions of type (7) it follows that the elements in (7) are in 
V, (7). This concludes the proof of (5). 

Remark 3.5. In proving the assertion (3) we have in fact shown that 

Now to conclude the proof of Lemma 3.4, it s&ices to show that 

R.H.S. of (*)sL.H.S. of (*). (8) 

Now by (2) we have 

e, E L.H.S. of (*) 

so that to prove (8) it suffices to show that 

L.H.S. of (*) is U,+-stable (9) 

and then the proof of Lemma 3.4 would be complete. To prove (9) we 
have to show that an expression of type 

(10) 

belongs to the L.H.S. of (*). Now we express (X;/n!)(XYJm!) as an 
integral linear combination of expressions of type as in (i)(a) of Sublemma, 
in case /I = CI, and (ii)(b) of Sublemma otherwise. Then using the fact that 
Vz (4) is stable under 

and 
xq 
2,. 
4 

y~d+,p>O, q>O 

we see immediately that an element in (10) can be expressed as an integral 
linear combination of sums of type 
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which shows that the elements in (10) are in the L.H.S. of (*). This proves 
the assertion (8) and the proof of Lemma 3.4 is now complete. 

LEMMA 3.6. Let 4, z be as in Lemma 3.4. Suppose the Z-module V,(d) 
has a basis {Q(A, p)} indexed by admissible pairs (A, p) on X(d) having the 
following properties: 

(1) Q(A, p) is a weight vector of weight 

i(40) + P(O)). 

(2) rf W(e) denotes the Z-submodule of V,(d) spanned by all Q(A, u) 
such that qS> 821, then 

w(e) = v,(e). 

Let now (A,,uL1) be such that $>A,, (A,(co)+u,((~),a*)>O, and 
42sdl. If(~(n,(0)+~ll(~)),a*)=l, set 

(4 Q(b)=xLQh~d, W)=(sA,wl). 

If (1(& (0) + h (w)), a* > = 2, set 
(b) Q(L PL)=~W~!) QU,, P,), (4 PI= (s,h, w,)r 
(cl QW,, PI)=X-~Q(&, ~1). 

We call the Q(A, u) defined in (a), (b), (c) as the new basis elements (relative 
to 4, z). Consider the set of all Q(J., u) a b ove, i.e., the new basis elements as 
well as those given by the hypothesis. Then we have the following. 

(A) {Q(k PI> ts a basis of the Z-module V,(z) and is indexed by 
(distinct) admissible pairs on X(t). 

(B) Q(A, p) is a weight vector of weight 

fMw) + P(O)). 

(C) Zf W(0) denotes the Z-submodule of V,(t) spanned by all Q(A, u) 
such that 0 2 A, 4 2 0, then 

we) = v,(e) 

(we call these Q(A, u) the basis elements of W(e)). 

Proof: That {Q(A, p)} 1s indexed by distinct admissible pairs on X(z) 
follows from Lemma 2.16. The assertion (B) follows from the way 
{ Q(A, p)} has been defined. 
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Let 

1. (A, p) is an admissible pair on X(4) 

G= CAP) 2. (n(w)+p(W),C(*)>O 

3. $2 s,A / 
and let V, = V, (4) denote the Z-submodule of V, (4) spanned by { Q(A, p), 
(A, p) E Z$} and let Vz = V2 (4) denote the Z-submodule of Vz (4) spanned 
by {Q(A PL), (1, PM;>. W e h ave therefore V, (4) = V, @ V,. We claim 
that 

Vz(z) = u-,,z v, + v,. (1) 
On account of Lemma 3.4, to prove the claim (l), it s&ices to show that 

(1, p), an admissible pair on X, and 

(4 ~L)4t& then L,,Q(A P)C U-,,,. v, + vz. 
(1’) 

Suppose now that (+(A(o)+p(~)), cr*) ~0. Then we claim that 
x-,Q(k PI= 0. For otherwise, the weight of X,Q(A, p) is 
t(A(o) + p(o)) - c( and we have 

(+(~(w)+p(o))--,ol*)< -3 

which leads to a contradiction (cf. Remark 3.3(c)). Suppose now that (A, p) 
is an admissible pair on X(d) such that C$ > s,;l. Then we have either 
1, > s,A or 4 2 0 = s,A 3 1. If A 3 s,A, then we have (cf. Remark 3.5) 

u-0. VZ(J) s V,(A) and vz(n) c V,(d). 

If 4 > 8 = s,% 3 A, then again we have (cf. Remark 3.5) 

u-x,, . vz(N c V,(@ and vz (0) s vz (4). 

Thus in this case, we have indeed 

so that, in particular, (1’) follows in this case. Thus to complete the proof 
of (l’), it remains only to prove it for the case ($(2(w) + p(o)), c1* ) = 0. In 
this case, we set 

We observe first that if u = 0, then X-, Q(A, p) = 0. For, at first Q(A, ,u) is a 
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highest weight vector for the s/(2) associated to c1 and since the weight of 
Q(A, p) is +(1(o) + P(W)) where (t(A(w) + p(o)), a*) = 0, by the standard 
s/(2)-theory (cf. [S],), we see also that X-,Q(A., p) = 0. If X,Q(A, p) = 0, 
then the assertion (1’) is immediate. Let then u # 0. We now claim that 

xz 2 
2! u = JLQ(k PL). (2) 

Let us first show how (2) completes the proof of assertion (1’). For this, it 
suffices to show that 

LQ(A P) E U-a,, J’, + VT 

and hence by (2), it suffices to show that 

x-a 

(3) 

2, UE K,,z. v, + v,. (3’) 

Since u E V,(d) and (weight of U, cc*) = 2, we can write 

~4 = Cae,,Q(R 01, ah E Z 

(0, a) admissible pair on X(4), (weight of (0, a), CL* ) = 2. 
(4) 

NOW (0, a) being as in (4), (0, a) either E 1; or $ I$. In either case, by our 
discussion above 

Now (3’) and hence (3) follows immediately and consequently (1’) also 
follows. Thus to complete the proof of (l’), it just remains to prove (2) and 
we proceed as follows: 

X-,x, Q(A P) = X,X-, Q(k PL) 

(since H,Q(A, /A) = 0, as (weight of Q(%, I), a*) = 0) 

x x nu=1 
2! 2 (X-J, Q(4 ~1) 

x-,x, x,x-, H, 
since-=7+land%(XP. Q(A,p)) 

2 

since (weight of (Q(A, p), c1* ) = 0 . 
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Also, 

for otherwise (weight of x’-, Q(& p), tr* ) = -4 and this leads to a con- 
tradiction (cf. Remark 3.3(c)). This proves assertion (2) above and thus the 
proof of assertions (1’) and (1) is complete. 

We now claim that 

x,Q(A CL) = 0, (4 k4q. (5) 

This is immediate, since, if X,Q(& p) # 0, then (weight of 
X,Q(& p), a*) = 2 + (weight of Q(1, p), cc*) > 3, since (2, p) E 1;. Now 
from (5), by standard s/(2)-theory, it follows that UP,,, Q(,$ p) is spanned 
as a Z-module by X-, Q(n, p) or by .K, Q(1, P) and (x’_J2!) Q(1, p) 
according as (weight of Q(%,p), cc*)= 1 or 2 ((I., ~)EZ;). Thus (1) 
together with this observation shows that V,(r) is spanned as a Z-module 
by { Q(& p), (& p) an admissible pair on X(r)}. 

Linear Independence 

We prove the linear independence of { Q(& p), (2, p) an admissible pair 
on X(r)} by proving the linear independence of { Q(A, p) (I*, p) an 
admissible pair on G/P} (P being the maximal parabolic subgroup 
associated to the fundamental weight 0). To be very precise, starting with 
{Q(A ~1, (A P) an admissible pair on X(r)}, and fixing a chain 
r0 = r < r1 < z2 < ... <z, = wO, where X(r,) is a moving divisor in X(zi+ ,), 
0 6 i6 n - 1, we follow the above construction and arrive at the set 
{ Q(;l, p), (E,, p) an admissible pair on G/P}, which gives a set of generators 
for the Z-module Vz. Now {Q(n, p), (A, p) an admissible pair on G/P} 
generates the Q-vector space V= I’, 0 Q (note that by our notations, 
V= V,, the irreducible G-module with highest weight 0). The linear 
independence of { Q(J., p), (A, p) an admissible pair on G/P} follows from 
the fact that dime V= # {admissible pairs (A, 11) on G/P} (cf. 
Remark 3.3(b)) (since {Q(& p), (A, p) an admissible pair on G/P} 
generates I’,, by our construction). Hence we conclude that it is in fact a 
Q-basis for V,. This in particular implies that { Q(& p), (1, p) an 
admissible pair on G/P) is linearly independent over Q (and hence also 
over Z). In particular { Q(n, p), (2, p) an admissible pair on X(r)} is Z- 
linearly independent. This concludes the proof of the assertion (A) of 
Lemma 3.6. 

To conclude the proof of Lemma 3.6, it remains to prove the assertion 
(C). Let then 8 E W/W, be such that z > 13. Consider first the case q5 > 0. 
Then because of the hypothesis on { Q(n, p), (2, p) an admissible pair on 
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X(4)> as well as the new Q(1, p) which have been defined, we see 
immediately in this case that W(O) = V, (0). Suppose then that 4 2 8. Then 
we have Or E W/W,, s,Or =6’ such that d>fI, (cf. Lemma 1.5) so that 
W(0,) = k’,(O,). By Lemma 3.4, we have UP,,,. V,(O,) = V,(O) and 
hence 

u-,.~ w(e,) = wo (6) 

The relation (6) implies that 

v,(e)= up,.,. v,(b)+ we,) 
where V,(t),) is the Z-submodule of Vz(8) generated by Q(nl, ,x,) such 
that (,I,, pI) E Z;, (the proof being the same as that of assertion (A)). Sup- 
pose now that (2,,pr)~Z& is such that (~,,,u~)EZ;. Then by the way in 
which the new basis elements (relative to 4 and r) have been defined, we 
see that U-,,z Q(Jr, p,)c W(6). Suppose on the other hand that 
(J,,n,)~Zeg, is such that (IV,,p,)$Z;. This means that d>,I where i=s,A, 
(note that X(A,) is a moving divisor in X(I) moved by a). By hypothesis, 
we have Vz(A) = W(i); further, since I3 s,d = j., , we have, by Remark 3.5, 
that 

Further, Q(l,,pL,) E Vz(l,) = W(i,) E V,(A) = W(A) c W(0). Hence 
UP,,, Q(nr, pL1) E W(0). Thus we conclude that U-,,z. V, (0,) c W(e) and 
since W(fJ,)z W(O), it follows that V,(O) E W(0). Thus to show that 
Vz (6’) = W(O), it finally remains to be shown that W(e) G V, (0). Let then 
Q(1, p) be a basis element of W(0). Suppose that 42 0, then 
Q(& p) E T/,(/z), since by hypothesis Q(J, p) E W(A) = V,(A). But we have 
V,(,I)c V,(e) since 02 %, so that Q(,I, P)E V,(O). Suppose on the other 
hand that 42 2, then if 1, =s,l, X(2,) is a moving divisor in X(J) moved 
by c( and 42 2, (cf. Lemma 1.5). Further by the construction of the new 
basis elements, we have 

where Q(A,, P,)E W(0,). The relation (6) implies then that Q(& P)E V,(e). 
This proves that W(0) c V,(O) and thus we conclude that V,(e) = W(e) 
and the proof of Lemma 3.6 is now complete. 

COROLLARY 3.7. Let z E W/W,. Then there exists a basis {Q(A, p)} of 
the Z-module V, (7) indexed by admissible pairs (A, p) on X(z) having the 
following properties: 
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(B) Q(A, p) is a weight vector of weight 

t(4w) + P(W)). 

(C) Zf W(0) denotes the Z-submodules of Vz(z) spanned by all 
{ Q(A, p)} such that 8 b 1, z 2 8, then W(0) = V, (0). In particular V, (0) is a 
direct summand in Vz (7). 

This corollary is an immediate consequence of Lemma 3.6. 

Remark 3.8. We would like to remark that once a choice of the 
extremal weight vectors Q(p) has been made, the construction of the vec- 
tors Q(A, 11) (as given by Lemma 3.6) is in fact canonical; to make it very 
precise, we shall now prove the following: Let (A, p) be an admissible pair 
on X(t). Then the vector Q(A, p) (as constructed in Lemma 3.6) is given by 

Q(k PL)=L,-.L,Q(P, (*I 

where A= 1, > 1, > ... > ;I, = .LA, X(2;) is a divisor in X(Li_ ,), and 
A, _, = sEAi, 1 d i < n. In particular, Q(A, ,u) is uniquely determined by the 
admissible pair (A, p) (and does not depend on the path from X(A) to 
X(P)). 

To prove (*), we proceed as follows. Having fixed a moving divisor X(d) 
in X(r) moved by tl (as in Lemma 3.6), let X(w) be another Schubert 
divisor in X(r); further let m(w, z) be 2 (cf. Definition 2.1). Let w = s,, r, so 
that c~i is simple (cf. Lemma 2.6). Let X(4,) be the divisor in X(d) moved 
out to X(w) by c(. Now we claim that 

(4 h =s,, 4 
(b) s, and s,, commute 

(c) multiplicity of X(4,) in X(w) = multiplicty 

of X(d) in X(r). 

(**I 

Proof Let 4, =sgd where /I is some positive root (possibly non- 
simple). Now 

and 

7=s,,w=s,,s,4,. 

4x1 Inn.?-13 
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Hence s,,s, =s,sg (taking r, 4, 4r, w, etc., to be minimal representatives), 
i.e., 

which implies that 

If s, and s,, do not commute, let s, (c(r) = CI, + na where n is a nonzero 
positive integer. Now 

=$-4(7(m), s,(a,)) 
13 I 

2 
= (co (7(m), El + fia) 

(4 co 
= (z(o), a:> +- 

(a,, a,) 
n(7(o), a* > 

(4 a) z-2-n-a 
(ai, aI) 

where a= (d(o), a*) (note that a ~0 (cf. Lemma 1.2) and that 
(7(w), a:) = -2). Thus we obtain that (b(o), a:> < -2 which is not 
possible (since o is of classical type). From this it follows that s, and s,, 
commute. This proves (b) of (**). Now (b) implies that /? = a, (since, from 
above, p=s,(a,)) and from this (a) follows. The assertion (c) of (**) 
follows by interchanging the rolls of 4 and o and using Lemma 2.5. This 
completes the proof of (**) above. 

Now we return to the proof of (*). We prove (*) by induction on 
dim X(7) so that it is enough to prove (*) for A = z. Given any chain 
A = I, > A, > . . > A, = p (where X(2,) is a Schubert divisor in X(2,- I ), 
1 d i < n), we first observe that X(&) is in fact a double divisor in X(A+ r), 
1 < i<n (cf. Remark 2.17). Hence, if A, = s,,AiP ,, then a, is simple (cf. 
Lemma 2.6). We now distinguish the following two cases. 

Case 1: (7(w), a*) = - 1. Let X(4,) be the divisor in X(d) moved out 
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to X(A,) by a. Then by (c) of (**) (taking w=Ai) we obtain that 
(Ai (w), a* ) = - 1. Thus continuing we obtain a path 

do=d>h>h> ... > 4, = 8 such that di = s,&, q5-, = saji, and mul- 
tiplicity of X(q5J in X(q5- ,) is 2, 1 6 i 6 T. Further S, commutes with s@,, 
1 <iQr (cf. (b) of (**)). Now, by our construction, X,Q(& 0)= Q(r, cl) 
(where 8= c$~=s,~). On the other hand Q(& 0) =X-,;..X+ Q(e) (by 
the induction hypothesis). Now XP,, X-,, . . . X-, Q(p) = Xx, . . . 
X,,X, Q(d) (since (O(o), a*> = 1, JK,Q(O) = Q(p)) =X-,X-,, ... 
X-, Q(0) =X_.Q(& 0) (since S, commutes with s,,, we have XP,XP,= 
X_,JL,, 1~ i< r). Thus we obtain 

Now from (1) it follows that Q(r, p) =X-., ... X+, Q(p) (since 
X-,Q(q5, 0) = Q(r, ,u)). We also obtain from (1) that for any two paths 

and 

z=l>w,> ... >w,=p wi-I = sg, w, 

we have 

x -a, ... X-x, QbL)=X-,, ... X-, Q(P) = Qk ~1. 

This completes the proof of (*) in this case. 

(2) 

Case 2: (r(w), LX*> = -2. In this case, we have the following two 
possibilities. Either c1# LY;, 1 < i < T, in which case, denoting by ~(4~) the 
divisor in X(4;-r) moved out to X(Ai) by cq we obtain a chain of double 
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divisors (using (w)), 4> q4i > ... >fj,=d, or a=fxir for some i, 1 <i<r. 
In the former case, we have, by our construction, 

(note that 8 = s,p). Now using the facts that S, commutes with s,,, 1 d id r 
(cf. (w) above) and Q(q5, O)=Xp,;..XmSrQ(0), we obtain 

Q(~,~)=~x,,x~,l.--x~.,Q(H) 

= x-,, xp,, X- a, $ Q(e) 

=X-z, X-.;..Xmm., Q(p) 

(note that Q(p) = (x’_J2!) Q(O), since (O(o), cc*) = 2 and p =s,O). In the 
latter case, let rn be the smallest integer < r such that ~1, = CL Then again, 
we have (cf. (H) above) that S, commutes with s,,, 16 i<m- 1. Also, we 
have #,+,=Arn 

. ‘4 
4 * 

m-2 
m-2 x 

4) = 
m-l lrn P a' 

m-l 
=CX m 

. 

. 

Now 

X-a, “‘Xd,,“‘XP,, Q(~)=X-,,X~,;..X~a,~, X-,m+,-X-a,Q(~) 

= X-,Q(h P) 
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(note that CI, = c1 and s, commutes with s,~, 1 6 i < m - 1). On the other 
hand, by our construction X-,Q(b, p) = Q(r, p). Thus Q(r, cl) = 
x-q ... XpEr Q(p). This completes the proof of (*). 

Let us recall that 

P( V;)(Z) = {direct summands of V, of rank 1). 

If u E Vz is such that Zu is a direct summand in V,, we denote by V the Z- 
valued point of P( I’;) defined by Zu. We observe that Ze is a direct sum- 
mand in Vz (this is, for example, a consequence of the assertion (C) of 
Corollary 3.7). 

PROPOSITION 3.9. Let e be the Z-valued point of P( Vz) defined by Ze. 
Then the isotropy subgroup scheme of Gz at t? is P,. We obtain therefore a 
canonical closed immersion 

j: GZ/P, + P( Vz). 

The pull-back by j of the tautological fine bundle on P( Vg) is the ample 
generator Lz of Pit G,JPz. In particular L, is very ample. 

Proof Let H be the isotropy subgroup scheme of GZ at 2. (Note that 
Pz E H.) In order to prove that P, is the isotropy subgroup scheme of G, 
at F, it is clear that it suffices to show that 

Lie(P,@k)=Lie(H@k), for every field k. (1) 

Since 

Lie(G,@k)=(LieB,@Lie(B;)“)@k 

where (B;)” is the unipotent part of the Bore1 subgroup scheme B; 
opposite to B,, to prove (1) it s&ices to show 

Lie((Hn(B;)“)Ok)ELie((Pn(B;)“)@k) (2) 

for every field k (since B, c P, E H). Now observing that H n (B, )” is the 
isotropy subgroup scheme of the unipotent group scheme (B, )” at the Z- 
valued point of Spec S( Vz) represented by e E V,, we see that if e@ 1 
denotes the image of e under the canonical map Vz -+ V, Ok, then the 
subalgebra of Lie( (B; )” 0 k) which annihilates e @ 1 is precisely 
Lie( (H n (B; )“) 0 k). Thus, to prove (2) it suffices to show that 

Annihilator of e@l in Lie((B,)“@k)=Lie((B,)“nP,)@k). (3) 
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Lie(((B;)“nP,)@k)=k-span of {X-, @ l}, CiEA> 

where Ap’ is the subset of A+ ( = the set of positive roots) spanned by the 
set of simple roots S, associated to P. Hence, to prove (3), it suffices to 
prove 

(X 1 0 1 )(e @ 1) # 0 in ( V, @ k) for every field k, 

equivalently, X,e is unimodular in V, for tl E A + - A p’ 

The proof of (4) follows from the following 

(4) 

LEMMA 3.10.(Deodhar). Let Vj, be the irreducible G-module with highest 
weight 2 and let e be a highest weight vector in V,; let Vz = Uz. e. Let 
PEA+. If XBe#O, then XeBe is primitive in (the Z lattice) Vz (here i 
could be an arbitrary dominant weight). 

Proof The proof of the Lemma is quite easy and may be obtained by 
using the properties of root systems and some commutation relations in 
Lie(G,) (for details of proof of Lemma 3.10 we refer the readers to Sec- 
tion 5 of [L-M-S],). 

Let k be a field and let r E W/W,. Since we have 

X,(T)(k) = P(G)(k) = V/c - (0)/k* 

where V, = U,e, e being a highest weight vector in the irreducible G- 
module (over Q) with highest weight o and Vk = Vz @ Zk, we can talk of 
the k-linear subspace of V, generated by X,(z)(k). Also note that we have 
a canonical k-linear map 

j,: Vk(z)= Vz(z)@k+ V, Ok= Vk. 

We have 

PROPOSITION 3.11. Let o be a fundamental weight of classical type. Then 

(i) j, is an injection, 

(ii) V, (7) is the subspace of V, generated by X,(T) @ k, 

(iii) char( Vk(z))* = M,(exp( -0)) 

(M, being the operator as defined in the beginning of this section). 

Proof Part (i) follows form the fact that Vz(t) is a direct summand in 
V, (cf. (C) of Corollary 3.7). 
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(ii) To prove (ii), we shall more generally prove the following. 
Let 

II= i aimi, ai> 
i=l 

be a dominant weight. Let Q = n;= 1 P, and X(z) a Schubert variety in 
G/Q. Now since 

(where V, = V,,, 0 k) we can talk of the k-linear subspace of Vi generated 
by X(r). We have a canonical map 

We denote by Im V,(s) the image of the above map. Then we have (cf. 
KG) 

LEMMA 3.12. Notations being as above, 

Im F’,(t) = k-linear subspace of V, generated 

by X(T). 

Proof: (by induction on dim X(r)). When dim X(T) = 0, VA,! (T) z Ze (a 
direct summand of V,,, ; here e is a highest weight vector m VA,z 0 Q 
(which is unique up to scalars)) and X,(r)zSpec Z and the lemma is 
immediate. Now let dim X(t) 2 1 and let X(d) be a moving divisor in X(z) 

moved by ~1. We see easily that it suffices to prove the lemma when the field 
k is algebraically closed. Let q E V,,, (4) and 4 the canonical image of q in 
V,.(d). Now VA,z is a G -I,z or equivalently UP.,,-module and Vi. is a 
G Pz-module or equivalently UP, module. The element t. 4, when we iden- 
tify t with an element of G-,(k)% k, is given by 

t.q=exp(tX_.)g= l+tX a+ ... +I’% 4 
( .I 

(*I 

(where we choose n such that (X”_‘,‘/n + 1). 4 = 0). Since k is algebraically 
closed, we can find t, ,..., t,,+ , E k such that the Vandermonde determinant 

det A = det 

1 t, “’ t” I 
. . . . . . . . . . . . . . . 

. . . . . . . . . . . . . . . 
1 tnt1 ‘.’ c+, 

#O. 
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where 8, E subspace of V, generated by X(z) (by induction hypothesis 
Im I’,(#) is the subspace of VA generated by X(d) and X(z) is stable under 
Gp,, etc.). Hence 0, =A--’ j 1.1. 8’ n+l 
From this we conclude (using Lemma 3.4) that 

Im Vi,(z) c k. linear subspace of V, generated by X(z). 

It remains to prove the inclusion in the other direction. It is not difficult to 
see that the image of the map 

contains a non-empty open subset of X(z) (since te image contains X(4) 
and t, etc.). Hence the k-linear subspace of Vi spanned by X(s) is the k- 
linear subspace of V, spanned by G _ I. X(4). We have 

G x .X(~)cG~.(I/.,.(~)Ok). 

It is clear (see (*) above) that the R.H.S. is contained in 

This completes the proof of Lemma 3.12. Now Lemma 3.12 together with 
(i) proves the assertion (ii) of Proposition 3.11. The assertion (ii), follows 
from Proposition 3.1. To make it very precise, the vector space V,(r) has a 
basis {q(A, p), (A, p) an admissible pair on X(z)} where q(;1, p) is a weight 
vector of weight +(A(o)+p(~)) (cf. Corollary 3.7; here q(1, p) = 
Q(A., p) 0 1). Hence 

ch vk(r) = C expCf(4o) + Aw))I (l-1 

where the summation on the R.H.S. is over all admissible pairs (A, p) on 
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X(t). But then by Proposition 3.1, the R.H.S of (t) is precisely 
M, (exp( -CO)). Hence we obtain 

ch Vk(r) = M,(exp( -CO)). 

This completes the proof of assertion (iii) (and hence also of 
Proposition 3.11). 

Remark 3.13. Now, we have a canonical isomorphism 

@tp( V,Z), L%,Z)z ‘?,,Z, 

Lemma 3.12 says that the smallest projective subspace containing X(z) is 
(Im VA(t))*. Hence the above canonical isomorphism induces a canonical 
k-linear map 

and the image of this linear map can be canonically identified with 
Um Vi.(z))*. In particular, taking i = CO, we obtain (in view of 
Proposition 3.1 l(i)) an injective k-linear map 

j,: (V(z))*~@(x(z), L) 

(here V(r) = V,,,(r) 0 k, L = L,,z 0 k, etc.). 

Remark 3.14. Taking X,(r) = G,.P,, we obtain that the map j, in 
Remark 3.11 is an isomorphism for all fields (using the well-known fact 
that jo is an isomorphism and the vanishing theorem (cf. [A], [Ha], or 
[K])). Thus we obtain the following commutative diagram: 

V,* =@HO(G,IP,, L) 
I I (restriction map). 

(v/r(r))*Cr fww)> Lk) 

THEOREM 3.15. (First Basis Theorem). There exists a basis { P(A, p)} of 
@(G,/P,, Lz) indexed by admissible pairs (A, p) in W/W, having the 
following properties: 

(i) P(A, p) is a weight vector (for the T,-action) and is of weight 

-4(4o) + P(W)) 
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(ii) the canonical rational morphism 

is a closed imersion. 

(iii) Let k be any field. Set p(i, p) = P(A, p)@ 1, ~(1, p) being the 
canonical image of P(;1, p) in p(Gz 0 k/PZ Q k, Lz Q k). Then the restric- 
tion of p(A, p) to X,(z) 0 k is not identically zero zf and only zf z 2 A. 

Proof The module I/z has a basis { Q(A, p)), indexed by admissible 
pairs (A, I*) in W/W, as in Corollary 3.7. We now set { P(A, p)} to be the 
basis in Vi dual to { Q(A, I*)} (note that V’g = @(Gz/B,, L,)+f. 
Remark 3.14, for example). The assertion (i) is an immediate consequence 
of property (B) of Corollary 3.7. The assertion (ii) is just Proposition 3.9. 
To prove assertion (iii), first, it is clear that the kernel of the canonical 
homomorphism V*k + Vk (z)* contains all p(A, p) such that 7 2 A. Hence 
the proof of assertion (iii) would be complete, once we show that if 7 2 I, 

then the restriction of p(A, p) to X,(z) is non-zero. But this follows in view 
of the injectivity of the map 

(cf. Remark 3.13). This completes the proof of Theorem 3.15. 

Remark 3.16. (i) For any 7~ W/W,, the set (~(1, p))/z >A} is a basis 
for ( V(r))*. In particular, the set { ~(1, p)/7 2 2 > is a linearly independent 
set. 

For, we have V(7)* is generated by (~(1, p)/7 > A} and further 
dim V(7)* = dim V(7) = # {admissible pairs on X(7)) (cf. Corollary 3.7). 

(ii) We observe that the basis (~(1, p)} is in fact canonical. For this, 
we first note that the elements p(7) =p(r, t), being the extremal weight vec- 
tors, are uniquely determined up to f 1 (in view of (iii) of Theorem 3.15). 
From this the uniqueness of ~(1, p), (A, p) being a non-trivial admissible 
pair follows (cf. Remark 3.8). 

(iii) It should be remarked, however, that the properties (i), (ii), (iii) 
of Theorem 3.15 do not characterize the set (~(2, p)} (cf. [IL-M-S13, 
Remark 5.111). 

We shall now prove some lemmas which are for later use. 

LEMMA 3.11. Let q3 E W/W,. Then the Z-submodule, V, of the Bz module 
feXz(d), LA,) g enerated by all elements of the form P(qS, A) is B, stable. 

Proof We observe that any FE V vanishes on all the Schubert sub- 
schemes of codimension one or equivalently every Schubert subscheme 
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X,(0) such that 13 < 4. Since obviously every Schubert scheme is B, stable, 
we deduced that if v’ is the B,-submodule of @(X,(o), L,,z), which is 
the B, span of V, every element G E V’ vanishes on every X, (0) such that 
6’ < 4. Suppose that GE V’ is of the form 

G= 2 ajP(Ai, Pi), ai E z, ai # 0, 
i= I 

(Ai, pi) are distinct admissible pairs and say 4 > A, and A, is a 
minimal element among {Ai). 

We observe now that G I X,(1,) # 0, which leads to a contradiction. This 
proves Lemma 3.17. 

LEMMA 3.18. Let 4 E WI W, and c1 be any simple root. Then in the B,- 
module (or equivalently the U,+ -module, where U$ denotes the enveloping 
algebra associated to Lie(B,)) @(X,(4), L,,,) we have the following 
relations: 

(a) x,p(~,~)=aP(~,~),a~Z. 
Furhter, if a # 0, we have necessarily the following: 

s,A=,u with ,uL>A and (A(o), cr*) =2, i.e., X,(A) is a double 
divisor in X,(p) moved by M 

(b) J’aP(4) = 0, 

(cl XP(h A) = 0. 

In the above relations X, denotes the usual element of U,+ associated to c(. 

Proof By Lemma 3.17 it follows that 

where we can assume that pj are distinct. We see that 

weight of P(4,pJ # weight of P(4, pjLi), p, # p, 

using (1) of Theorem 3.15. We see also that X, P(& A) is a weight vector. 
Hence we conclude that 

X,P(h A) = a P(4, Pu). (1) 
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Then if a # 0 we have 

weight of X,P(d, A) = -+(&a) + A(o)) + tl 

= weight of P(#, 11) = --+(4(m) + p(o)). 

This gives 

p(w) = A(w) - 2u ifa#Oin(l). (2) 

This implies that 

(~L(o),~*)=(~(~),~*)--. (3) 

Since one knows that 1 (0, /I* )I < 2 for any positive root (consequence of 
the property of w being a classical fundamental weight, cf. Definition 2.2), 
we have in particular 

I(PL(~),~*)I G2. 

Then one sees easily that (3) can hold only if 

(A(w), cd* ) = 2. 

(4) 

(5) 

In this case we get 

s,A(w) = A(w) - (A(w), cl*> a = A(o) - 2cY 

which gives 

P(W) = W)(o). (6) 

By the property of extremal weights, (6) gives that 

The fact that p > s,J. follows from the fact that (A.(w), cc*) > 0 (cf. 
Lemma 1.2). This completes the proof of the assertion (a) above. 

The assertion (b) is an immediate consequence of (a); for 

x,fYd)=XdJ(4,4) = a P(4,2), aEZ 

and if a # 0, by (a) we get that A> 4, which contradicts the fact that 4 > A. 
((4, ;i) is an admissible pair). Hence a = 0 and the assertion (b) follows. 

To prove (c), we observe that if 

X,P(fA A) = a P(4, CL), a#0 
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then we get that 

(p(o), a*> = -2. 

Hence we have necessarily (using (5) above) that 

X, P(q4, p) = 0, i.e., x’P($, A) = 0. 

This completes the proof of Lemma 3.18. 

COROLLARY 3.19. Let 4 E W/W,. Then the minimal B,-submodule of the 
& module @(XZ(~), L,,d containing P(q5, A) consists of elements of the 
following form: 

Proof: This is an immediate consequence of Lemma 3.18, for P(& A) 
being a weight vector of the submodule U,+ . P(q5, A) of the U,+ module 
II”(X,(w), L,,,) is the Z span generated by elements of the form 

X”’ I.. .!2 P($$, A) 
n! n,! 

where the cli occurring above are simple roots. Now Corollary 3.19 follows 
immediately from Lemma 3.18. 

Remark 3.20. Note that the relations in Lemma 3.18 take place on the 
Schubert scheme X,(4), i.e., in the B,-module H”(X,(d), L,,,) and not in 
p(Gz/Pz, L,,,). For example, it follows that Z. P(d) is stable under B, 
and this cannot be true in p(G,/P,, L,J, for then P(4) would be the 
highest weight vector. Note that Z?(X,(#), Lm,z) is a quotient and not a 
submodule of H”(G,/P,, L,,,). 

4. YOUNG DIAGRAMS AND STANDARD MONOMIALS 

Let QZ stand for a parabolic subgroup scheme of G, of classical type 
containing B, (cf. Definition 2.3). Choose any arbitrary ordering, say, Pi;z, 
1 < i < r, of the set { Pi,z} of the maximal parabolic subgroup schemes con- 
taining Q,. Let wi, 1 6 i < r, be the fundamental weight associated to P,,,. 
We have 
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For any ring A, we denote by L,, the line bundle Lw,,A on GA/Pi,,. Note 
that for A = Z or a field k, L,, is the ample generator of Pit GA/P,,, Let 
a = (a, ,..., a,), ai E Z. Then we denote by La,A the line bundle on GA/QA (or 
GAIBA), defined by 

LIoA” @ L2&U’ Q . . . Q L,“a”r. 

Note that L,,, is the line bundle, denoted by L,,, (in Section l), where I is 
the weight 1= C:= i a,~,. 

In the sequel, unless otherwise stated Q, will always stand for a parabolic 
subgroup scheme of G, of classical type and Pi,z, L,,A, etc., will be 
understood to be as above. Note that we have also chosen an ordering of the 
maximal parabolic subgroup schemes containing Q,. 

DEFINITION 4.1. Let a = (a,,..., a,), ai E Z+. Then a Young diagram of 
type a or multi-degree a in W/We (or on GZ/Qz) is a pair (0,6), where 

0 = (tj), 6 = @ij), 1 6 i 6 r, and (O,, 6,) is an admissible 
pair in W/Wi, 1 6jdai. 

If a, =0 for some t, 1 6 t <r, we understand that the corresponding 
admissible pair (O+ , 6,,- ) is empty, i.e., does not figure. 

DEFINITION 4.2. A Young diagram (13, 6) as above is said to be standard 
if there exists a pair (a, /I) which we call a defining pair for (0, 6) such that 

(1) Cr=(cljj), b=(Bq), 01,,fiijE W/We, l<i<r, ldj<U,, 
(2) each aii (resp. /Iii) is a lift in W/W, for the element 8, (resp. 6,) 

in WjWi under the canonical morphism W/W, -+ W/W,, and 

(3) s(113B1,3a,*3B,23..’ 3a1,,3B,~,>C(2,~82,~...~ara,>Pru,. 

We say that the Young diagram (0,6) is standard with respect to z E W/W, 
if in addition to the conditions (I), (2), and (3) we have also 

(4) z>ol,, in W/W, (often written as t>,a). 

Note that the notion of a standard Young diagram depends upon the order- 
ing (fixed above) of the maximal parabolic subgroup schemes containing 
Q 2. 

DEFINITION 4.3. Let (0, 6) be a Young diagram in W/W, of type a. To 
this we can associate the following element of H”(Gz/Qz, L,,,): 

pub,, 6,) pvh, w-w-h b,,). (*I 

This element is called a Young monomial and we denote this by P(ti, 6). (To 
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be precise, P(O,6) is an element of p(G,/Q,, Lp,z), indexed by the Young 
diagram (0,6).) If (f3,6) is standard with respect to t E W/W,, we call 
P( f&6) a standard monomial on Xz (z). If k is a field, we denote by Pk (f3,6) 
or just p(8,6) the canonical image of P(O,6) in H”(G,/Qk, Ln,k) and call it 
standard on X,(r) if (0,6) is standard with respect to 7. 

LEMMA 4.4. (Deodhar). Let QZ be a parabolic subgroup scheme of GZ 
and let WQ be the set of minimal representatives of W/W, in the Weyl 
group W. Then given a, a’ E WQ such that a’ 6 a and w E W/W,, there exists 
a unique w’ = n(a’, a, w) such that a’w’d aw and w’ is maximal for this 
property, i.e., for any w” E W, such that a’w” < aw, one has w” 6 w’ in W,. 

Proof: The proof is by induction on l(a). If f(a) =O, then a = a’= Id 
(identity element) and it is clear that w’ = w is the required element. Now 
let I(a) > 0. Choose a simple root a such that s,a < a. Set s = s,. Note that 
sa E WQ (this follows from the facts that z E We o 7(p) > 0 for all b E A; 
(the set of positive roots associated to Q) and that given a simple root ~1, s, 
leaves A + - (a} stable). N ow we distinguish the following two cases. 

Case 1: sa’ < a’. In this case we have again sa’ E WQ (for the same 
reasons as above). We have also sa’ < sa (cf. Lemma 1.5). Hence by induc- 
tion hypothesis n(sa’, sa, w) is defined. Call it 7'. Now we claim that w’ 
exists and is in fact 7'. For, we first note that for any 7 in W, 

a't<awosa'zdsaw (*I 

(since under the hypothesis a > sa and a’ > sa’, we have aw >saw and 
a’r >sa’r). Now if a’w” d aw, then we obtain from (*) that sa’w” <saw 
and hence w” 6 z’; also, from (*) we obtain a’z’ 6 aw (since sa'7' <saw). 

This proves the required claim. 

Case 2: sa'>a'. In this case a’ < sa. Henc by induction hypothesis, 
yl(a’, sa, w) is defined, call it 7'. We claim that w’ exists and is in fact 5’. 
For, we first note that for any 7 in W, 

(**I 

(in view of the facts that a’ < sa’ and sa < a, we have that if a’7 < aw, then 
6‘7 <saw; conversely, if a’z <saw, then a’7 < aw, necessarily (since 
saw < aw)). Now, if a’w” < aw, then from (**) we obtain that a’w” <saw. 
Hence w” < 7'. Further a’t’ < saw implies (in view of (**)) that a’r’ < aw. 

This proves the required claim. 

COROLLARY 4.5. Let (0,6) be a standard Young diagram on the Schubert 
subscheme X, (4) of GZ/Qz, 4 E WI Wo. Then we can find a unique 
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maximal defining pair (A +, p + ) jbfbr (&6) on X,(d), i.e., if (A, p) is an 
defining pair for (0,6) on X, (d), we have 

Proof This is an immediate consequence of the above Lemma. Lt 
(A, p) be a defining pair for (0,6) on X,(d) and 

1 = (A,), P = (Pij)? 8 = VAj), 6 = (6,). 

We define A+ = (2;) and .P+ = (pLij) inductively as follows: We have 4 2 1, 
and the image of lz,, under the canonical map W/W, -+ q WI W,, is 0, 
Hence by Lemma 4.4, we can find a unique maximal element A:, such ths 
4 3 AA and the image of AA under r] is O,, . Clearly 1; b A,, . Now chaos 
~:1 to be maximal within 2; such that the image of p; (under q) is 6,, , etc 
This completes the proof of Corollary 4.5. 

Lemma 4.4 and Corollary 4.5 admit dual versions as follows. 

LEMMA 4.4’ (Deodhar). We follow the notations of Lemma 4.4. Then give 
O, G’ E We and w E W, with 6’ 2 a, there exists a unique w’ = ~(cJ’, O, w) i 
W, such that o’w’ > aw and w’ is minimal for this property, i.e., for an 
w” E W,, tf a’w” 2 aw, then w” 3 w’ in WQ. 

COROLLARY 4.5’. We follow the notations of Corollary 4.5. Then we ca 
find a unique minimal defining pair (A ~, ,u ~ ) for (0,6) on X, (#), i.e., 
(A, p) is any other defining pair for (0,6) on X,(d), then 

Remark 4.6. Note that the minimal defining pair (A-, pL- ) c 
Corollary 4.5’ depends only on (0,6) and is independent of the choice c 
any Schubert scheme X,(d) on which (0, 6) is standard. In particular, not 
that if (0, 6) is a Young diagram on GZ/Qz, then it is standard on 
Schubert scheme X, ( !P) if and only if Y 2 A,, where (2 -, p - ) is th 
minimal defining pair for (0, 6) on GZ/Qz. 

Remark 4.7. Given w E Wf W, and XE W/ Wp,, such that W > x (where 1 
denotes the image of w under the canonical map W/W, + W/W,,), let 
denote the unique maximal element in W/W, such that w 2 A. and II prc 
jects to 1 (which exists by Lemma 4.4). We shall often refer to 1 as the un, 
que maximal lift of 1, less than w, and to X,(A) as the unique maximal lij 
of X,(A) in X,(w). It is clear that a standard Young diagram (0,6) o 
X, (w) remains standard on X, (A). 
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The following technical result will be used only in Section 5, but we give 
it here as its proof uses the ideas of this section. 

LEMMA 4.8. Let X,(d) be a moving divisor in X,(z), moved by a simple 
root CI, where 4, z E W/W, (Qz being as usual). We denote by 6, etc., the 
image of I$, etc., under the canonical morphism WI WQ + W/W,, . Suppose 
that 4 ( = s,Z) < Z. For any XE W/W,, such that I< 4, let A be the maximal 
lift of 1 less than q5 (see Remark 4.7). Then we have the following: 

(1) if XC s,x, A (resp. s, A) is also the maximal lift of 1 (resp. s,x) less 
than z, 

(2) if x= s,x, the bigger of the two elements ;1 and s, A is the maximal 
lift of X less than z. 

Proof Let p be the maximal lift of 1, less than t. Then obviously p > 1. 
Let s,X> X In this case, we claim that 

(i) A is the maximal lift of 1, less than t, i.e., p = 1, and 
(ii) s,A is the maximal lift of s,L, less than z. 

We shall first prove (i). If p # A, then we obtain that p> A. Now p > 1. 
implies that p Q 4 ( since p = X and A is the maximal lift of 1, less than 4). 
Hence p =s,v for some v < 4 (by Lemma 1.5). Now v = s,~ implies that 
V=s,p=s,X This, in turn, implies (under the hypothesis s,x> 1) that 
X,(v) has a bigger projection in G,/P,,Z than that of X,(p), which is a 
contradiction (since p > v). Thus we obtain p = 1 as claimed in (i). (Note 
that as a particular case (with X= $), we obtain that 4 is the maximal lift of 
$ less than r.) Now to prove (ii), let 8 <z be such that 8 = s,X Then s,% 
projects onto 2 (under the canonical map W/W, + W/W,,). Hence by (i) 
above, 

Now X,(s,A) is stable under the canonical action of the group scheme 
G-E.2 associated to u (see (iii) of Lemma 1.2) or equivalently stable under 
the action of the minimal parabolic subgroup scheme P,,, associated to a 
and hence for any w < s,;l (in particular for w = s, %), we have s, w < s, A. 
Thus % < s,A, which proves (ii) above. 

Let now s,x=x Then taking v to be the bigger of the two elements A 
and s,A, we have V = X Hence v 6 p. On the other hand, if 8 is the smaller 
of the two elements ~1 and s,~, we have %<d (see Lemma 1.5). Further 
% = x and hence 8 < 1. Thus % < v and hence s,% d v (since X,(v) is stable 
under the action of the minimal parabolic subgroup scheme Pa,Z, etc.). 
This, in particular, implies that p < v. This, together with the fact that v < p 
(which was proved above), implies that p = v = bigger of the two elements 
A and s,il. The proof of Lemma 4.8 is now complete. 

48l’lW.?-14 
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5. LINEAR INDEPENDENCE OF STANDARD MONOMIALS 

Let Q be a parabolic subgroup of classical type. Let P be a maximal 
parabolic subgroup containing Q, with associated fundamental weight o. 
Let z E W/W, and let X(w) be the projection of X(r) under G/Q -+ G/P. 
Suppose the following relations hold on X,(w). 

(1) P(w, l9)2= &P(w). P(e). 

(2) Conversely, if FE @‘(X,(w), L,,,) is such that 
F* = P(w) P(0), then either F= 0 on X,(w), i.e., w 2 8, or 
(w, 0) is an admissible pair with F= fP(w, 0). (*I 

(3) P(w, f3,) P(w, 0,) = +P(w)F, where F* = P(0,) P(8,). 

In the sequel, we shall refer to these as “special quadratic relations.” 
For the rest of this section, we shall assume that (*) holds for any X(t) 

that is considered in this section. Let Y he a union of Schubert subschemes of 

WQz y say, 

y= X,(h)” ... u X,(4,)> die wlwQ, ldi<s. 

Let (0, 6) be a Young diagram in W/W, of type a (see Definition 4.2). We 
say (t3,6) is standard with respect to (#1,..., 4,) if (&6) is standard with 
respect to at least one among the di, 1 6 i < s. For any field k, if pk(O, 6) is 
the Young monomial associated to (0,6), we call it standard on the union of 
Schubert varieties Y, if (6, 6) is standard with respect to (til ,..., 4,) 

THEOREM 5.1. The set {p,@, W, h w ere (0, 6) runs over distinct stan- 
dard Young diagrams with respect to (dI,..., 4,) of type a, is a linearly 
independent set (over k) in p( Y,, Ln,k)r Y, being the union of Schubert 
varieties X,(4,) u ... uX,(#~) in Gk/Qk (for the notation La,k see the 
beginning of Section 4). 

Proof Let a = (a,,..., a,). The proof is by a double induction argument 
on a, and r. The proof for the case r = 1 is contained in the proof of the 
general case. Suppose that a, = 0. If r = 1, again it is immediate. Suppose 
then that r 2 2. Let Q; = P,,, n ... n P,,, (recall QZ = P,,, n ... n P,,z). 
We have a canonical morphism x: Gk/Qk + Gk/Q; and let XJw’), 
w’ E W/W,., be the image of X,(w) under z. Now a standard monomial of 
type (0, a2,..., a,) on X,(w) can be identified as the pull-back by z of a stan- 
dard monomial of type (a,,..., a,) on X,Jw’) (to be precise, we identify the 
line bundle L,,, on Xk(w), b = (0, a2 ,..., a,), as the pull-back of the line bun- 
dle L,,,, on Xk(w’) and what we mean is the pull-back by n of a section of 
L bz,k on X,Jw’), identified as a section of L,,, on X,(w)). Now linear 
independence is preserved under this pullback since n: X,(w) + XJw’) is a 
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dominant morphism. By our induction hypothesis on r, standard 
monomials on XJw’) of type (a,,..., a,) are linearly independent. Thus 
standard monomials on X,(w) of type (0, u2,..., a,) are linearly indepen- 
dent. 

Suppose now ~lr 2. 1. Set a’ = (aI - 1, u2 ,..., a,). Let P,(V, 6”‘), 1 d I < t, 
be a minimal set of linearly dependent standard monomials on Yk of type a. 
We shall show that this leads to a contradiction, which would prove the 
theorem. Let (cx”), /I”‘) be a defining pair for (8”‘, 6”‘) 1 d 1 d t. We write 

6”) = ((y?) rl ’ a’[) = (al,“), 

l<i<r, l<j<u,. 

Recall that (0#), S#)) is an admissible pair in W/W,, = W/W, (P,,z being the 
maximal parabolic subgroup schemes containing Qz). We have the follow- 
ing relation on Y,: 

c 1 <I< f ~,f%V’, 6”‘) = 0, c,ek, c/f0 for every 1, l<f<t 
(because of the minimality property above) and (0cr), bcr)) are 
distinct Young diagrams. (1) 

Let 1 be a minimal element of elements {0:, ) and Z the subset of {l,..., t} 
defined by 

Let Z, be the union of the Schubert varieties defined by 

Z, = u X,(a’,?). 
/El 

Since, by hypothesis, P,(O “I 6”‘) is standard on Y, = U Xk($i), 1 < i Q s, , 
we see that every a 1:’ 6 some C$ We deduce that Z, c Y,. We note also 
P,(@“, 6”‘) is standard on Xk(afij). We can write 

P,(@“, 6”)) = P,(e$‘j, S;‘;) F, 

where F, is a standard monomial not only on Y, but in fact on X,(/?‘,‘j). 
Now restrict the relation (1) to Z, . Then we obtain the following relation 
on Z,: 

;Ic,P,(i., S’,‘l) F/=0, c,#O t/l~Z. (2) 

Let p be a minimal element of the set {a’,? 1 I E I}. Without loss of generality 
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we can suppose that p = Si\). Then multiplying the L.H.S. of (2) by 
P,(il, S’,:)) we obtain (using (*)) the following relation on 2,: 

P/f@) 1 CI(Pk(PL) &W19P2F, = 0, c,#O VlE I. (3) 
lel 

We observe that as P,(A) does not vanish identically on every X,(Q) for 
1~ Z, we can cancel Pk(lZ) in the relation (3) and obtain the following 
relation on Z, : 

c,# 0, VIE I. 

Let Z, be the union of the Schubert varieties defined by 

(4) 

Now restrict the relation (4) to Z,. Because of the minimality nature of 
p = S{:), we obtain the following relation on Z, : 

P/~(P) 1 c,F, =O, 
i I 

c,#O ‘41~ J. (5) 
ltJ 

We can cancel Pk(p) in the above relation since P&L) does not vanish 
identically on every X,(j’,‘J), 1 E J. Thus we obtain the following relation on 
Z,: 

c c,F, Z 0, c,#O k’l~ J. (6) 
ItJ 

As we observed above F, is standard on X,(j?$‘,J) and so it is standard on 
Z,. We note also that F, are distinct standard monomials of type a’ on Z,. 
Hence we obtain a contradiction to the inductive hypothesis that the set of 
standard monomials of type a’ on a Schubert variety in Gk/Qk is a linearly 
independent set. As we observed above, this completes the proof of the 
theorem. 

COROLLARY 5.2. Let Y be the scheme-theoretic union of a finite number 
of Schubert schemes 

Y=X,(w,)u ‘.. uXz(w,), WiE w/w,. 

Note that Y is reduced since X,(w,) is reduced. Let S,( Y, a) be the Z-sub- 
module of @(Y, L,,,) generated by standard monomials of type a. Then 
S,( Y, a) is a direct summand in @(Y, L,,,). 
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Proof: It suffices to show that the canonical homomorphism 

j,:S,(Y,a)O,k~HO(Y,L,.,)O.k 

is injective for every field k. We have obviously a canonical k-linear map 
(with Y,= X,(w,) u ... uX,Jw,)): 

By Theorem 5.1, it follows immediately that the k-linear map 

j,oj,:S,(Y,a)Ok~HO(Y,,L,,,) 

is injective for every field k. This implies that j, is injective for every field k, 
which proves Corollary 5.2. 

DEFINITION 5.3. Let X be a union of Schubert varieties in Gk/Qk (with 
the usual notations). We set 

S,(X,a) (or simply S(X, a)) = the k-linear space of standard 
monomials on X of type a (1) 

s( X, L,) = s(X, a) = dim S(X, a). (2) 

(Note that in view of (*), we have linear independence of standard 
monomials.) 

PROPOSITION 5.4. Let Y, , Y, be respectively unions of Schubert varieties 
in GklQk. Then we have 

(Observe that the underlying reduced scheme of the scheme-theoretic intersec- 
tion (Y, n Y,), i.e., (Y, n Y&, is a union of Schubert varieties on Gk JQk. 
Of course, the scheme-theoretic union in Y, u Y, is always reduced as one 
sees easily. ) 

Prooj It is seen easily that we have only to show that if P,(tI, 6) is a 
standard monomial on Y1 as well as Y,, then it is standard on 
(Y, f-l Y*Led. By definition, P,(8,6) is standard on some irreducible com- 
ponent X,(d) of Y, as well as some irreducible component X,( Y’) of Y,. If 
(1, ii) denotes the minimal defining pair of (0,6), then we have (see 
Remark 4.6) 
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and 
*aq,, i.e., X,(+)2X,(1,). 

Obviously this implies that there is an irreducible component X,&) of 
X,(d) n X,($) such that X,(1,) c X,(p). This means that P,(B, 6) is stan- 
dard on X,(p). Now one observes that X,(p) s (Y, n YJred, which implies 
immediately that P,(8,6) is standard on (Y, n YZ)red. 

DEFINITION 5.5. Let w E W/W,. We set 

H(w) = the scheme-theoretic intersection X,(w) n { Pk(W) = 0) 

where W denotes as usual the canonical image of w in W/ Wp, (and we 
denote by the same pp(W) its pull-back by the canonical morphism 
rt: Gk/Qk + Gk/Pk). It can be seen without much difficulty that H(w) is a 
union of Schubert varieties (set-theoretically). This is a consequence of the 
fact that H(w) =X,(w) n c’(H(W)) (set-theoretically) and the following 

LEMMA 5.6 (cf. [Se], ). Let P be any maximal parabolic subgroup of G 
(note that we do not assume P to be of classical type). Then the zero set sf 
p(A) in X(A) is (set-theoretically) the union of all codim 1 subvarieties of 
X(3”). 

ProojY Let X0 be the zero set in G off E @(G/P, L,), where f is a 
generator of the unique B-fixed line in p(G/P, L,) (here we identify f with 
a regular function on G-recall that p(G/P, L,) = (F: G -+ k/F( gb) = 
F(g) o(b), g E G, b E B}). Let Y, denote the image of A’, under G/B + G/P. 
(Note that Y,, is nothing but the unique codimension one Schubert divisor 
in G/P.) It can be easily seen that for any h E G, 

zero-set of h 0 f = hX,. 

In particular, we have, for I E W/W,, 

zero-set of p(l) = IWOXO 

(note that p(A) is the Ilw,-translate of f-for example, by weight con- 
siderations). Now the following can be easily proved: 

(a) X(w)cAwOyO if A 4 w, 
(b) X(w) @ Iw, y, if A 6 w, 
(c) BllP n Iw,,X, = a. 

(Parts (a) and (b) can be proved using the axioms of the Tits system; proof 
of (c) is fairly straightforward, for example, one can show easily that 
BAPn /zw,X, # a would imply that WOE X,,, which is not true.) Thus we 
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obtain that the zero set of p(A) in X(i.) = union of all codimension one 
Schubert subvarieties of X(2). This completes the proof of Lemma 5.6. 

Remark 5.7. Note that the proof of Lemma 5.6 implies that for 
WE w/w, 

X(w) = n zero set of pj 
w a i 

(set-theoretically). 

For, if Z denotes the R.H.S., then X(w) c Z (cf. (a) in the proof of 
Lemma 5.6). Now, for any 4 E WI Wp, we have 

BdP n zero set of p, = 0 

(cf. (c) in the proof of Lemma 5.6). 
Hcncc Zc lJ,, b) Bq5P. But then lJ,, 8) Bq5P is nothing but A’( M.). Thus 

Z = X(w), as asserted. 

PROPOSITION 5.8. Let M’ E WJ W,. Then ~t’e have 

.$Xk(w), a)=.dXk(w). a’)+.7(H(w),,dr a) +Cs(X,(i.), a’) t-f) 

where in the R.H.S. of (t ) i. runs over ull elementr hatting the jollowing 
properties: 

(i ) E. is the maximul l$t less than H‘ of j., nvhere as usual i is the imuge 
of i. under the canonical map WI W, + W/W,,, . 

(ii) (12, I.) is a non-tricial admissible pair in W! W,, (us usuul 
a = (u, ,..., a,) and a’= (a, - 1, a2 ,..., a,)). 

ProojI We have the following: 

S( X,( w), a ) = S, u Sz u S3 (disjoint union) 

where S, is the subset of S(X,(n’), a) consisting of standard monomials 
beginning with Pk()Z’), S2 is the subset of S(X,(C), a) of standard 
monomials beginning with Pk( H., L), where (C, I) is a non-trivial admissible 
pair in W/W,, and S, is the subset of S(X,(k), a) of standard monomials 
beginning with P,(p, v), where (p, v) is an admissible pair in W/W, such 
that % > p. It is clear that dim S, = .7(X,(w), a’) and dim S, = the last term 
on the R.H.S. of (t) of Proposition 5.8 (see Remark 4.7). We have only to 
show that dim S, = s( H( MJ)~~,, , a). Now if an element of S, is of the form 
P,(p, v)F, since W > p, if F is a maxima1 representative of p less than n’, we 
see that X,(v) c H(w),,~ (by the description of H(u’),,~ given above). We 
see now easily that we have in fact S3 = S( H(w),,,, a). The above 
proposition now follows. 
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6. UNIONS AND INTERSECTIONS OF SCHUBERT VARIETIES 

We shall now prove some lemmas whose motivation is explained in 
Remark 6.4 below. In this section, again we assume that the special quadratic 
relations in (*) of Section 5 hold for the Schubert varieties considered here, 
so that we have linear independence of standard monomials (cf. 
Theorem 5.1). 

LEMMA 6.1. Let Y,, Y, be respectively unions of Schubert varieties in 
G/Q (with the usual notations and dropping the subscript k). Let p be the r- 
tuple p = (1, l,..., 1). Note that L, is an ample line bundle on G/Q. Suppose 
that (see Definition 5.3) 

h”(Yi, L,)=s(Y,, m,), m%O, i=l,2 

(i.e., standard monomials on Yi of type mp give a basis for fl( Yi, Lmp), 
i= 1,2). Then we have the following: 

(a) the scheme-theoretic intersection Y, C-I Y, is reduced, 

(b) h”(Y, u Y2, L,,)=s(Y, u Y2, w), and h”( Y, n Y,, L,,) = 
s(Y,nY,,mp)formBO. 

Proof: We have the following exact sequences (as sheaves of &,o- 
modules ): 

where we follow the usual convention of denoting the structure sheaf a 
scheme Z by Oz and Y, n Y, (resp. Y, u Y,) denotes the scheme-theoretic 
intersection (resp. union). If F is a coherent sheaf on G/Q, we denote by 
F(m) the sheaf FOL,, (here L,, denotes the sheaf associated to mp). 
Then tensoring the above exact sequence by Lmp, we obtain the exact 
sequence 

O-0 y, v y2(m) + G,(m)@ G2(m) + Q, n y2(m) + 0. 

Writing the cohomology exact sequence and using Serre’s vanishing 
theorem (cf. [Sll) we get 

hot Y, n Y2, L,) = h”( Y1, L,,) + h”( Y2, L,,) 

-h’(Y, u Y,, L,,) for m&O. (1) 

Now by Theorem 5.1, we have 

h”(Y,uY,,L,,)~s(YIuY,,mp). (2) 
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Hence we obtain for m B 0 

R.H.S. of (l)<s(Y,,mp)+s(Y,,mp)-s(Y,uY,,mp). 

Now by Proposition 5.4, 

R.H.S. of (3)=s((Y,n Y2)red,mp). 

Thus we conclude that 

hotYIn Y27L,)~4(Yln YJred~w)~ mb0. 

On the other hand, if Y, n Y, is not reduced, we see easily that 

hot Y, n Y2, L,) > h”(( Y, n Y2Ldy L,). 

Further, by Theorem 5.1, we have 

h”((Yl n YZLedr L,)34(Y, n Ydredr w). 

Thus (6) and (7) imply that 

hO(Y,nY,,L,,)>s((Y,nY,),,,,mp) 

which contradicts (5). Hence it follows that Y, n Y, is reduced. 
Now by Theorem 5.1, we have 

hotYIn Y2,L,)24(Y,n Yd,w), m $0. 

Hence from (8) and (5) we get 

hO(Y,nY,,L,,)=s((Y,nY,),mp), mB0 
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(3) 

(4) 

(5) 

(6) 

(7) 

(8) 

(9) 

which proves the second part of the assertion (b) of Lemma 6.1. Then from 
(l), we get (for m&O) 

h”(Ylu Y2, L,)=h”(Y,, L,,)+h”(YZ,L,p)-hO(Y1n Y2,L,) 

=S(Y1,mp)+s(Y,,mp)--s(Y,nY,,mp) 

= J( Y, u Y2, v) (by Proposition 5.4). 

This proves the first part of the assertion (b) of Lemma 6.1 and the proof of 
Lemma 6.1 is complete. 

Notation 6.2. Let &hub(t) denote the set defined as follows: A member 
of Schub(t) is a subscheme of G/Q, which is the scheme-theoretic union of 
Schubert subvarieties of G/Q of dimension <t. 
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LEMMA 6.3. Suppose that for every Schubert variety XE Schub(d), we 
have 

4X a) = h”(X, L,), a = (a, ,..., a,), a30, i.e., a,>O, l<i<r. (*) 

Then we have the following: 

(i) for any Y,, Y, E &hub(d), Y1 n Y, is reduced, 
(ii) the assertion (*) holds for any XE Schub(d). 

ProoJ Suppose that YE Schub(d). Then by induction on the number of 
components of Y, it follows, by an immediate extension of the argument of 
Lemma 6.1, that h”( Y, L,,) =s( Y, mp) for m%O. Then again by 
Lemma 6.1, the assertion (i) above follows. Thus, it remains only to prove 
the assertion (ii) above. 

We observe that (ii) obviously holds for Schub(0). We now prove (ii) by 
induction on t, i.e., let t d d and suppose that (ii) holds for every 
XE Schub(l), I< t; then we shall show that (ii) also holds for every 
X~Schub(t). We make another inductive argument; namely, if C(X) 
denotes the number of irreducible components of XE Schub(t), we suppose 
that (ii) is true for XE Schub(t) such that C(X) < (r - 1). We now take 
XE Schub(t) such that C(X) = r, and will show that (ii) holds for A’. This 
would prove the lemma. Let then 

x=x, u ... ux, 

where Xi are the distinct irreducible components of X. We set 

Y,=X,u ... uJLp,, Y,=X,. 

By (l), Y, n Yz is reduced and we get the following exact sequence of oGle- 
modules (if F is a coherent sheaf on G/Q, we denote by F(a) the sheaf 
F@ L,): 

O~~~(a)-ro,,(a)OLo,~(a)-,O,,,,,(a)-,O. (1) 

We see that Y, n Y, E Schub(t - 1 ), since Xi are the distinct irreducible 
components of X. By our inductive hypothesis, (ii) holds for Y1, Y, and 
Y, n Yz. This implies that 

h’(Y,n Y,, L,)=s(Y,n Y,,a) 

i.e., I?( Y1 n Y,, L,) has a basis formed of standard monomials on 
Y, n Y,. This implies that the canonical mapping 



GEOMETRY OF G/P-V 521 

is surjectiue. Writing the cohomology sequence of (1) we get then 

(2) hO(Y,,L,)+hO(Y,,L,)=hO(X,L,)+hO(Y,nY,,L,). 

We have on the other hand 

h”( Yi, L) = 4 Yi, a), i=l,2 

hO(Y,nY,,L,)=s(Y,nY,,a). 

Hence, from (2) we get 

h”(X,L,)=s(Y,,a)+s(Y,,a)-s(Y,nY,,a) 

=s(Y,u Y,,a) (by Proposition 5.4). 

Hence, we get that 

hO(X, L,) = s(X, a) (note X= Y, u Y,). 

This proves Lemma 6.3. 

Remark 6.4. We are interested in proving that 

p(X, L,) has a basis given by standard monomials on X of 
We a (*) 

for any Schubert variety X in G/Q. This will be done by induction on the 
dimension of X. Let us assume then that (*) holds for any Schubert variety 
X in G/Q of dimension < t and then we would like to prove that it holds 
for a Schubert variety of dimension (t + 1). In the course of carrying out 
this inductive proof we shall require the fact that (*) holds for any X in 
Schub(t) and that scheme-theoretic intersections of members in Schub(t) 
behave well. The Lemmas 6.1 and 6.3 achieve this purpose. 

Remark. 6.5. In Lemma 6.3, if in addition to (*), we suppose also that 
for every Schubert variety X in Schub(d) we have 

H’(X, L,) = 0, i>O 

we see that the same proof gives, in addition, that 

H’(X, L,) = 0, i > 0 VXE Schub(d). 

LEMMA 6.6. Suppose that for every YE Schub(d), one has 

h’(Y, L,)=s(Y, a), a = (a, ,..., 41, a, 2 0. 
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Let w E W/W, and X(w) E Schub(d). Let H(w) be the closed subscheme q 
X(w) defined by H(w) = X(w) n { Pk(ii)) = 0} (cf. Definition 5.5). Then w 
have 

h”(X(w), La) = h’@-(w), L,,) + h”W(w),,,, La) + C hO(X(A), La,) (* 

where 1 is the R.H.S. of (*) and runs over all elements ,I such that (i) 1 is th 
maximal lift of X in w and (ii) (W, X) is a non-trivial admissible pair 6 
WI WP, . 

ProoJ: This is an immediate consequence of Proposition 5.8 (which i 
just the relation (*) above with ho replaced by s) and Lemma 6.3 fron 
which it follows that 

h”VWLe, 3 La) = GVLedT a). 

7. FILTRATION FOR THE IDEAL OF H(w) 

We keep the convention as stated in the beginning of Section 4. 
One known that the ample line bundle Li on G/P, is in fact very amp1 

(cf. Proposition 3.7). Let us denote by 

the projective embedding defined by @(G/Pi, Li). Since we have ; 
canonical immersion 

G/Q 4 fi GlPi 
i=l 

we get a canonical immersion of G/Q (or more generally a Schubert variet: 
X(w) in G/Q) in a multi-projective space as follows: 

X(W)GG/QG fi G/f',5 fi I'"'. 
i=l i= 1 

DEFINITION 7.1. Let w E W/W,. Then we define the multi-graded ring 
R(w) as follows: 

R(w) = @ P(X( w), LY’ @ . . . @ LF), a = (a, ,..., a,), ai 2 0. 
P 
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We write 

R(w), = P(X(w), LY’ Q . . . Q L?) 

R(w), = 0 if a = (a, ,..., a,), ai E Z with at least one ai, a, < 0. 

When w0 E W/W, is the unique element of maximal length we write 
R(w,) = R, i.e., 

R= 0 @(G/Q, Ly10 ... 0L:). 
P 

Given b = (b, ,..., b,), bj~ Z, we define the multi-graded ring R(w)(b) as 
follows: 

R(w)(b), = R(w), + b. 

If F is any graded R(w) module, we can associate to it canonically a sheaf 
of c?ucw, -modules, which we denote by F. When F= R(w)(b), we write 

F = L?ywW 

We see easily that Ox,W,(b) is the sheaf associated to the line bundle 
Li’ Q . . . @ Lf+ on X(w). (These assertions can be seen, for example, if we 
use the above immersion of X(w) in a multiprojective space. We see that 
L?y(,,,)(b) is the restriction to X(w) of the sheaf C!&,(bl)@ .*. @C!&,(b,) on 
Pm1 x ... x P”; where COpm,(bi) denotes the usual sheaf in the sense of Serre 
(cf. CSII).) 

DEFINITION 7.2. Let w E W/W,. Recall that (cf. Definition 5.5) H(w) is 
the scheme X(w)n {P(W)=O) (W=’ ima e o w under the canonical map g f 
W/W, -+ WJ W,,). We set 

I(H(w)) = the (multi-graded) ideal P(W) R(w) in R(w). 

Let M, be the subset of W/W,, defined by 

M, = { 2 1 (W, 2) is an admissible pair in W/W,, } 

We take a total order in M, (written ord 1, X E M,) such that 

(codim ii > codim X) =E- ord j 3 ord ;2(& fi E M,). 

Then we write the elements of M, as X0, X, ,..., X, such that ord Ai = i. Note 
that I, = w. We now define the ideals (multigraded) in I,, 0 <j< N, in 
R(w) as follows: 
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IL, =o 
I, = Z(H(w)) = P(W) R(w) 
I, = P(W) R(w) + P(W, A,) R(w) 

Zj= 1 P(W, 2i) R(W) 

oci<, 

I,= c P(W, Xi) R(w). 
O<i<N 

(Note that Z, is B-stable, 0 d j d N (cf. Corollary 3.19)) 
We have Z. c I, . . . c I, and define 

Ii = ideal sheaf in flxcw,, associated to I,, 0 d j 6 N. 

LEMMA 1.3. Suppose that we have the following: 

(a) For every XE Schub(d) (cf. Notation 6.2) 

hO(X, a) = s(X, a), a b 0. 

(b) Let Q’ be any parabolic subgroup which contains Q properly. If Y 
is any Schubert variety in G/Q’, we have 

h’(Y,a)=s(Y,a), a 3 0. 

(c) For X(w) E &hub(d) the special quadratic relations in (*) of Sec- 
tion 5 hold. 

Then, if Zj be the ideals of Definition 7.2, we have the following: 

(1) Let FER(w), such that a, >O. Then we have 

FE I, o F vanishes on H( w),,~. 

(2) We have a canonical homomorphism of multi-graded modules (of 
degree (0, O,..., 0)): 

fj: Zj/ZjP, -+ R(Aj)( - l), 0 d j< N (note ZZ, = (0) and A,= w) 

where Aj is the maximal representative of 5 less than w. Further, f, induces 
isomorphisms: 

(f,).: (Zj/‘Zj- ~)a + (R(Aj)(-I)), for aI 22. 
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(3) I0 and I,/I,- 1 have canonical B-module structures (of course 
R(A,)( - 1) has a canonical B-module structure). Let xi be the character of T 
(i.e., an element of Hom(T, G,)) which defines the l-dimensional T-module 
{kP,k(w~ 5)}. w e can consider this canonically as a B-module through the 
homomorphism B -+ T= B/B” (B” = unipotent part of B) and denote by the 
same x, the corresponding element of Hom(B, G,). Then we have the 
following: 

i.e., fj is a homomorphism of B-modules up to a twist by a character of B. 

Proof (1) Let FE R(w), with a, > 0 and F vanish on H(w),,~. In view 
of hypothesis (c), Theorem 5.1 holds for any XE Schub(d) and hence in 
view of hypothesis (a), standard monomials on X of type a give a basis for 
@‘(X, L,). Hence we can write 

F= 1 Cz P(Ei, 8,) Fi, ciEk, ci#O 

where P(ti,, Bi) Fi are distinct standard monomials on X(w) and (G1,, pi) are 
admissible pairs in W/W,, . We can suppose without loss of generality that 
CY, is a minimal element among {cli}. It suffices to show that a, = W (note 
that w 3 ai). Suppose that this is not the case, i.e., W > El. Let LX~ be the 
maximal representative of cr, less than w. We see that X(a, ) c H( w),,~ and 
hence F vanishes on X(cc,). Now restrict (*) to X(cr,). Now on the R.H.S. of 
(*) all the terms such that ai# a1 drop out and the remaining terms are 
standard on X(a,) and are distinct. We therefore get a contradiction. This 
proves the assertion (1) of the above Lemma. 

(2) Let F be an element of I,/Z,- , represented by an element of Z, as 
follows: 

F= 1 P(w,Xi)F,. 
O<iCj 

Then we set 

We will now show that this defines a well-defined homomorphism of 
Zj/I,- , into R(Aj)( - 1). For this purpose we have only to show that if 
FEZ/-,, then FjIX(Aj) is zero. Suppose then that (on X(w)) 

c P(W,l;)F,= c P(W, E,J G;. 
O<r<j OGlSj-I 
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Multiplying throughout by P(W, 5) and cancelling P(W), this equation 
gives 

o < igj- 1 tplni) p(2j)) I’* + P(;zi) F,= 1 (P(x,) P(Aj))“*Gi. 
. . O<i<j-1 

Since Aj $ Ai for 1 d id (j- l), the restriction of the above equation to 
X(;li) gives that 

P(?LJ-.) Fj = 0 on X(Aj). 

Since P(Aj) # 0 on X(Aj), we get that Fjj X(Aj) = 0. This proves the existence 
of the required homomorphism fj. 

To prove the required isomorphism concerning (A),, we see that it suf- 
fices to prove the following: 

(i) FEZ?(W),, a, 3 1 

Write F as 

and (FIX(Aj)=O}*P(G,Aj) F~zj-1. 

(ii) F= 1 c,p(~,, 8,) F,, c,Ek, c,#O (on X(w)) 

where P(E,, ps) F.y are distinct standard monomials on X(w). We claim that 

(iii) 2, B ct,, V’s, i.e., p(crs, Bs) I x(il,)=", vs. 

Suppose this is not the case. Then we can suppose without loss of 
generality that ;2, > a,. Then restrict (ii) to X(Aj). Then all the terms on the 
R.H.S. of (ii) such that 1, B Cr, drop out, i.e., only the terms such that 
1, b Cc, remain and there is at least one such term. Since FI X(lj) = 0, we get 
a contradiction. This proves the claim (iii) above. Thus we see that to 
prove (i) it suffices to prove the following: 

(iv) P(W, ltj) P(E, 8) E Zj- 1 if Jj 22 a. 

Since P(W, ;zi) P(&, 0) vanishes on H(W),,d (see Definition 5.5) by the same 
reasoning as in the proof of the assertion (i) above, we see that on X(W) we 
have 

(V) P(W, lj) P(E, b)= 2 CiP(W, ,ii) P(Vi, 6,)~ cj # 0, 
i= I 

where in the R.H.S. the summation runs over distinct standard monomials 
on X(W) c G/P,. It suffices to show that 

(vi) pi>lj and DiZxj for every i, 1 < i < t. 
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This assertion is a consequence of Lemma 7.1 of [L-M-S-J3 ; however, this 
is easily proved in the following way. Multiply (v) throughout by P(W, 11, ), 
then cancelling P(wI) (using hypothesis (c)) and restricting to X(,G,), we 
obtain the following relation on X(fi,): 

(vii) (P(fiI) P(&))“‘P(cl, /J) = c, P(pI) P(V,, 8,) + ... 

where the R.H.S. is a sum of distinct standard monomials on X(pr). The 
R.H.S. is not zero on X(fil) so that the L.H.S. is not zero on X(pr), which 
gives 

(viii) fii > X, and ji~bcr. 

If p1 = Aj then we deduce that 5 > Cc, which contradicts the hypothesis that 
2, % E and this completes the proof of (2) above. 

(3) The fact that I, and Zj/Zj_ i have canonical B-module structures is 
an immediate consequence of Corollary 3.19. The above isomorphism fj is 
“formally” taking x E Zj/Zj- 1 and dividing it by 8, where 8 is the image of 
P( G’, Aj) in Zj/Zj- 1. Now the one-dimensional space generated by 0 is a B- 
module and the action of B is given by the character x, (by Corollary 3.19). 
Thus in a formal manner we can write 

which gives 

PROPOSITION 7.4. We assume the hypotheses of Lemma 7.3. Let 
w E WJ Wo such that X(w) E Schub(d). Let I, denote the sheaves of L!lxcw,- 
modules of Definition 7.2. Then we have the following: 

(1) We have canonical isomorphisms (as oXC,,,, modules) 

fj : Ii/r, - 1 -t cO,(L,) (-1,O ,..., 0), Odj<N 

A, being the maximal representative of X less than w. 

(2) We have canonical B actions on Zj JZ,- , , 0 d j Q N. For b E B, we 
have 

where x, is the element of Hom(B, G,) 1: Hom( T, G,), associated to the 
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weight ofPk(W, 2,) (= - +(w(o,) + Aj(o,))). One can express this by saying 
that 

or 

Ij/Ij- I 1 Xj 0 G)xc,$) ( - 1, o,..., 0) 

where the isomorphisms are B-isomorphisms and xj represents the l-dimen- 
sional B-module canonically associated to the T-module (kP,(G, ;2,) >. 

(3) The ideal sheaf I(H(w),,,) in I?y(,,,, associated to the closed sub- 
scheme H( w),,~ of X(w) is precisely I,. 

Proof: The homomorphisms (J;). of Lemma 7.3 are isomorphisms for 
a/- sufficiently large. Hence by an easy generalization of the classical results 
of Serre (cf. [S],) to the multi-projective case, it follows that fj induce 
isomorphisms at the sheaf level and that I,,,= I(H(w),,). Thus 
Proposition 7.4 follows immediately from Lemma 7.3. 

8. THE VARIETY Z, 

Let Q be any parabolic subgroup of G. 
Let X(4) be a Schubert divisor in a Schubert variety X(z), moved by a 

simple root GI with 4, 5 E Wj W,. Set 

B, = B n SL(2, a) 

where SL(2, ~1) is the “,SL(2)” associated to the simple root a. One knows 
that for the canonical action of SL(2, a) on G/Q (induced by the canonical 
action of G on G/Q), X(z) remains stable (cf. Lemma 1.2). Of course, any 
Schubert variety in G/Q remains stable under the action of B,. 

For any line bundle L on G/Q, we denote by the same L its restriction to 
a subscheme of G/Q (in particular a Schubert variety) when there is no 
confusion. We observe that SL(2, a) acts on L consistent with its action on 
X(z). Similarly, B, acts on L consistent with its action on X(d). 

DEFINITION 8.1. Let 4, z, a, and L be as above. We set: 

(i) Z,, = the fibre product SL(2, a) xBz X(4), i.e., Z,, is the quotient 
variety modulo the equivalence relation in SL(2, a) x X(b) defined by 

(g, x)-t& b-lx); gESL(2,a),bEB,,xEX(q5). 

Sometimes we shall denote Z,, by Z,, also or just by Z,, when there is no 
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room for confusion. Note that if we define the action of B, on 
W2, a) x X(4) by 

(g,x)d=(gb,b-lx) 

then this action is a free action and Z, is the orbit space (SL(2, a) x 
X(4))/&. 

(ii) p is the canonical morphism 

p: Z, -+ P’ = X(2, a)/B,. 

Note that Z, is the tibre space with libre X(d), associated to the principal 
libration X(2, a) + SL(2, a)/B, with structure group B,. 

(iii) Y (or Yv, if one wants to be precise) is the canonical morphism 

Y: Z, -+ X(z)ciG/Q 

defined by 

(g, x)++g.x, gESL(2, a), x~X(d) 

(note that this map is well-defined since 

Y(Y) = Y(z), y-z (equivalence relation in (i) above)). 

(iv) z is the line bundle on Z,, associated (in the sense of libre 
spaces for the principal B, libration X(2, a) -+ P’) to the B,-line bundle 
L ( X(d), with its canonical BE-action, i.e., 

Z = SL(2, a) xBe L. 

More generally, let F be a coherent OXo,-module with a BE-action com- 
patible with the action of B, on X(b). We set 

F= SL(2, a) x Bz F. 

Let ql, q2 be the canonical maps 

ql : SW, a) x x(4) + %4), 

then qf(F)zq:(p), i.e., P is the sheaf on Z, to which the sheaf q:(F) on 
SL(2, a) x X(4) (having a B,-action) descends. An important example is 
when F is an ideal sheaf or the structure sheaf of a subscheme Y of X($) 
which is B,-stable. Then B is a subscheme of Z,. It is easily seen as a con- 
sequence of the above remarks that if Y,, Y, are subschemes of X(d) which 
are B,-stable, then Y>2 = P, n P, (scheme-theoretic intersections on 
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2,). Further if Y is a reduced BE-stable subscheme of X(d), we see that P is 
also a reduced subscheme of Z1. 

(v) 2 denotes the point of P’ corresponding to the coset eB, 
(e=identity of G). 

(vi) For any A E W/W, such that 4 > A 

z, = SL(2, a) xB, X(A). 

Note that we can identify X(b) as the libre of p over E Then Y induces 
an isomorphism of this libre with X(d)qX(r). We see also that Z,qZ, 
and we have the following commutative diagram: 

where the same p denotes the canonical morphisms ZA + P’ and Z, + Pi 
(P’ = SL(2, cr)/B,). 

PROPOSITION 8.2. With notations as above, we have 

ProojI Recall the following general fact on libre spaces. Let H be a 
group, K a subgroup, and e the point of H/K representing K. Let W be a 
space on which H operates and p: W+ H/K a map which is an H- 
morphism. If W, denotes the fibre of W over e, we see that H operates on 
W,. Then we see that the canonical map H x K W, defined by (h, w) I-+ h, w 
(h E H, w E W,) is an isomorphism. 

We now observe that $ is an SL(2, a)-morphism, i.e., II/ commutes with 
the canonical actions of SL(2, ~1) on Z, and X(r). 
Hence we get a canonical action of SL(2, CI) on $*(L) compatible with the 
SL(2, cr)-action on Z,. On the other hand, $ induces a B,-isomorphism of 
LI p-‘(e) with L(X(q5), which proves (by the above generalities on fibre 
spaces) that $*(L)%the object on Z, associated to the BE-object L I X(4), 
i.e., (cI*(L) zz. This proves Proposition 8.2. 
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DEFINITION 8.3. Let M be a line bundle on Z, or more generally Z, 
(with notations as above, especially Definition 8.1). Then we set 

M’“’ = M 0 p*(C’&(m)), mEZ 

where t&l(m) denotes the line bundle on P’ in the sense of Serre (cf. [IS] i). 
We are especially interested in the case M = Y*(L) x1. 

PROPOSITION 8.4. With the above notations (especially Definition 8.1) we 
have the following: 

(i) ZfX(I1) is moved by CI, i.e., 

l<s,l.=p in W/W, 

Yj, maps Z, onto X(p). 

(ii) If X(I) is not moved by a, i.e., A>s,,I in W/W,, then X(i) is 
stable under the canonical action of SL(2, a) on G/Q. Then Y1 maps Z1 onto 
X(A). In this case, the fibre space p: ZA -+ P’ splits (i.e.,zPi xX(A)) and 
Y*(L) can be identified with the pull-back of L (rather L 1 X(n)) on the fac- 
tor X(n) of Z,). Further for any L as above, one has 

(a) H’(ZA, (Y*L)‘-‘I) = 0, for all i, 

(b) @(Z,, y*(L))=:(J’(A), L). 

Proof. The assertion (i) is immediate. In the assertion (ii) it is well 
known that X(A) is stable under the action of SL(2, a) on G/Q (cf. 
Lemma 1.3). It is also a well-known fact (and proved easily) that if one is 
given an SL(2, a) action on a variety Y (in particular B, acts on Y) and we 
take the fibre space, associated to the B,-principal fibre space SL(2, a) -+ 
SL(2, a)/B,, then the corresponding fibre space splits. It follows also that 
Y*(L) comes from the factor X(A). Using this and the fact that 

Hi(cJpI(-l))=O, i>O 

the assertion (a) of (ii) follows by using the Kunneth formula. The asser- 
tion (b) of (ii) is immediate (for example, again by the Kiinneth formula). 

LEMMA 8.5. Any fibre of $: Z, -+ X(s) is either a point or P’ (set 
theoretically). 

Proof This is a fairly known result. For the case of completeness, we 
sketch a proof in the case Q = B. Let e(0) be the point of X(T) 
corresponding to 8, 8 d z. Because of T-equivariance, it suffices to show 
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that I,~‘(e(e)) is either a point or P’ (set theoretically). Now it is easy to 
see that 

(i) X(2, a) e(O)zSSL(2, cc)/B,zSSL(2, a)/B-,zPP’, 

(ii) we have two possibilities, either 

(a) W2, Co e(e) c x(d) or 
(b) SL(2, ~1) e(0) n X(d) = one point. 

From this it follows that 

I+-‘(e, 8))=P’ if (ii)(a) holds 

= a point if (ii)(b) holds. 

From this the lemma follows. 

PROPOSITION 8.6 (cf. [Cl). Schubert uarieties are non-singular in 
codimension one. 

Proof. It suffices to show that given w, w’ E W such that w’ < w and 
I(w’) = f(w) - 1, X(w) is smooth at the point e(w’) of X(w) corresponding 
to w’. We prove this by decreasing induction on dim X(w). If there exists a 
simple root CI such that w = saw’, then taking a lift n, in N(T) for 
S, E IV= N( T)/T, multiplication on the left by n, defines an automorphism 
of X(w) which maps e(w) to e(w’). (Note that, since I(s,w)<I(w), X(w) is 
stable for multiplication on the left by elements of the minimal parabolic P, 
(cf. Lemma 1.2).) Hence the results follows in this case (since X(w) is 
smooth at e(w)). In the other case, let b be a simple root such that 
w’ < sg w’. Then w is < sp w (for w > sB w would imply w > sB w’ which is not 
possible, since I(w) = l(sB w’) and w # sp w’). Let z=sgw and 
2, = SL(2, /I) x *fl X(w). By induction hypothesis X(r) is smooth at e(sgw’). 
Further, since SL(2, p) e(w’) g X(w), we have that I,-‘(e(spw’)) is a point, 
namely, the point (sg, e(w’)) (cf. Lemma 8.5, II/ or $,,, being the map 
+: Z, + X(z)). Hence by Zariski’s main theorem $ induces an isomorphism 
in a neighborhood of (sp, e(w’)); in particular, (sp, e(w’)) is smooth on Z,. 
This implies that the tibre, say, Y, of Z, + P’ through (so, e(w’)) is smooth 
at (sg, e(w’)). Now multiplication by sg induces an isomorphism of X(w) 
onto Y under which e(w’) is mapped into (ss, e(w’)). Hence we obtain that 
X(w) is smooth at e(w’). This completes the proof of Proposition 8.6. 

The notations 4, z, Z,, etc., being as above, let us denote X(Z) (resp. 
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X(4)) the projection of X(Z) (resp. X(d)) under G/Q -+ G/PI. Let us recall 
(cf. Definition 5.5) that 

Wd)=Wd)n M&=0) 

H(z)=X(z)n(p(T)=O} 

H(4) = X(i) n { ~(4) = 0 > 

H(Z) = X(f) f-3 {p(i) = O}. 

With these notations, we have the following: 

LEMMA 8.7. Let X(O) s Hail, 8 E W/W,. Then one of the following 
alternative holds: 

(i) either X(O)SX(~), or 
(ii) ~9 =sor;l, X(J.)s H(4)red. 

Zf (i) does not hold, X(A) is a divisor in X(e), moved by cc. 

Proof. By Lemma 1.5, if (i) does not hold, we can find 1, E W/W, such 
that 8 = s,l and X(A) E X(d). Observe that X(A) g X(i). To prove (ii), it 
suffices to show that X(x) is strictly contained in X(i), for this will show 
that W4 s W,hed ( one knows that (cf. Lemma 5.6) the union of all the 
proper Schubert subvarieties of A’($) is H(c&~) and by definition H(c+~)~~~ 
is the inverse image (set theoretically) of H(&d under the canonical 
morphism X(4) -+ X(i). Suppose then that X(A) = X(4), i.e., 2 = 4 in 
WIWP,. Then we have 8= s,q% By our choice of 4, s,$ = ? so that we 
would get 6=r. But by our choice X(@s H(?)redr i.e., tI<Z (and g#Z). 
This leads to a contradiction. Thus I < 4 and this proves Lemma 8.7. 

DEFINITION 8.8. If D is any closed subscheme of X(4), we denote by 
I(D) the sheaf of ideals on X(d), defined by D, and we employ this notation 
in a more general situation, for example, on Z,, X(T), etc., Recall that if D 
is a closed subscheme of X(d), which is BE-stable, b (resp. I(D)) denotes 
the subscheme on Z, (resp. ideal sheaf on Z,), defined by (cf. 
Definition 8.1) 

b = SL(2, a) xBz D, w) = SL(2, a) xBE I(D). 

We now set H(Z) to be the closed subscheme of Z, whose ideal sheaf 
I(H(Z)) is given by I(H(Z)) = Is))@M where M is the mth tensor 
power of 1(X(d)), m = (d(w), CC*). (Here we identify X(d) as the closed 
subscheme p-‘(e) of Z,, i.e., the fibre of p over the point e of P’, 
2 = coset eB,, e being the identity element of SL(2, a).) 
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LEMMA With notations as above, we have 

ti - ‘(H(z)) = H(Z) (set theoretically). 

ProoJ We have 

Z,=P,xV(qq 

where P, is the minimal parabolic subgroup associated to CI. Further, 
I,+: Z, -+ X(r) is P,-equivariant. The subscheme H(r) of X(z) being the zero 
set of p(Z) in X(r) is locally principal and hence $ - *(H(r)) is the underly- 
ing set of a locally principal closed subscheme of Z,. Hence we conclude 
that the irreducible components of I,~‘(H(r)) are of codimension one in 
Z,. Now we have 

H(z)=X(qd)uS (set theoretic) 

where an irreducible component of S is of the form X(p) where X(p) is P,- 
stable (an easy consequence of Lemma 1.5). In particular S is P,-stable and 
hence Ic/ -r(S) is also P,-stable. Since Z, is the libre space associated to the 
principal fibration P, -+ P,/BzP’, we deduce easily that II/ -l(S) = F, 
where T is a closed B-stable subset of A’(4) of codimension 1. Hence 
TsH(d) (note that for an irreducible component X(A) of T, ;Z I$ 4; for 
f = 4 would imply s,X = f, which in turn would imply $(z)) @ H(r), 
which would contradict the fact that $(T) G H(r)). Now, it is not difficult 
to see that I+-‘(X(d)) is the union of X(d) and all XT) where 1 is such that 
X(A) is of codimension one in X(d) and X(A) is stable under SL(2, E) (cf. 
Lemma 8.5). Hence I,~‘(X(4)) is EH(Z) and thus I+-‘(H(r)) c H(Z). On 
the other hand it is clear (using Lemma 8.7) that $ maps H(Z) onto H(r). 
This completes the proof of Lemma 8.9. 

LEMMA 8.10. With notations as above. we have: 

0) fired is a reduced subscheme of Z, so that H(Z),,, = 
x(4) u H(4)red. The irreducible components of H(q4)red are distinct from 

X(4). 

(ii) CC’&;‘) 2: 1(X(d)) (h ere X(4) is considered as a subscheme of Z, as 
mentioned above). 

(iii) Zm))!&il)~ I(H(Z),,,). 

(Note that (ii) implies that I(H(Z)) = IE))(pm), m = (#(co), u*).) 
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Proof The assertions (i) and (ii) are immediate. We have only to prove 
(iii). Let us write 

J, = z6zhA J2 = 4X(d)). 

Now (iii) would follow if we show that Z(H(Z),,,) = J, Jz. This is a simple 
consequence of the fact that J2 is locally principal. First of all, it is obvious 
that J1 J2 E I(V). Hence we have only to show that Z(H(Z),,,) z J1 Jz. Now 
if f~ Z(H(Z),,,), we can write locally 

f = Qg, 8 defines X(d) locally, 

g a section of CIz4 locally. 

By the fact that X(4) is distinct from the irreducible components of 

%kc~> it follows that g vanishes on HT)red, i.e., g E J, . This proves that 
f~ J, J2 so that Z(H(Z),,,) G J, J2. This proves (iii) and the proof of 
Lemma 8.10 is complete. 

LEMMA 8.11. Let T be a closed B,-stable subscheme of X(4). Then we 
have Fn X(d) = T (scheme theoretically), X(d) being canonically identified 
as a subscheme of Z,. 

Proof This is simple and can be seen as follows: We have 

(SL(2, g) x T) n (B, x X(4)) = B, x T (scheme-theoretic). (*) 

SL(2, CI) xB, T= rl; B,xBQX(4)=X(4), B,xBz T= T. 

The equality (*) is preserved by taking quotients modulo B, and thus we 
get the required assertion. We shall later need the following result. 

LEMMA 8.12. Notations being as above, suppose that X(z) is normal. 
Then we have the following: 

(4 kW%,) = G+,, 
(b) R’$,(C&,)=O, i>O, 

(~1 H’(X(rh W --) H’V,, $*(W) is an isomorphism for all vector 
bundles A4 on X(z). 

Proof We observe that (c) is an immediate consequence of (a) and (b). 
Further since X(z) is normal, assertion (a) is also clear. Hence we have 
only to prove (b). To prove (b), we claim that it suffices to prove that 

H’(Z& $*(L”)) = 0, i > 0, n%O (*I 
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where L is an ample line bundle on X(t). To see this, we first observe that 
the Leray spectral sequence 

fwf(~), Rq1CI*(Q4) 0 L”) 

= ffP(Jxr), Rq$*($*(L”))) * HP+q(z& +*(L”)) 

degenerates for n%O (since H’(X(z), Rq$,(Oz,,)@L”)=n~O) (by [S],). 
Hence 

fmw ~q~*v%#)OL”)~:q(z~, ‘h*(L”)), n&O. 

Hence if (*) holds, then we would obtain 

ffTX(z), RqII/*v%J 0 L”) = 0, n$O, q>O. 

Now this implies that Rq$,(Q,)=O, q>O. This proves the claim that it 
suffices to prove (*) above. To prove (*), we first observe that 

~m4~ L”)z( one)*, np0 

where f3 is the (dominant) character associated to L. This is because we 
have (cf. [S] ]) that for n $0 canonical map 

(VnH(d))* -+ @(X(4), L”) is surjective (**) 

and that 

H’(X(q3), L”) = 0. 

This in particular implies that dim @‘(X(d), L”) is the same in all charac- 
teristics for n>>O. Now denoting Im( V,,(4)), the image of V,,O,z(d)@z k 
under V .s,z(#)@ k + V,e,z 0 k, we have (cf. Lemma 3.12) that the image of 
the map (**) above can be identified with (Im( V,J#)))*. Hence we obtain 
dim Im( V,,@(d)) is the same in all characteristics; in particular, we obtain 
that V,s,z(d) is a direct summand in V,,,, and hence the map (**) above is 
in fact an isomorphism. Now we consider the morphism p: Z, + P’, whose 
libres are z X(b). Hence for n $0, we have 

(since H’(X(#), L”)=O, n+O) (cf. [S],). Also, p,(ll/*(L”)) gets identified 
with the vector bundle F on P’ associated to the B-module p(X(d), L”) 
and for n%O, H”(X(4), L”)c( Vne(+))* ( as observed above). Denoting by E 
the bundle on P’ associated to uf, we have that E is trivial (since V,*, is an 
SL(2, cc)-module). Considering the exact sequence of vector bundles on P’ 

O+K+E-+F+O (t) 
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(K being the kernel of E+F). We have H’(P’,E)=O, H’+‘(P’,K)=O, 
i> 1. Hence writing down the cohomology exact sequence of (t) we deduce 
that H’(P’, F) = 0 (n $0) which proves that H’(Z,, $*(L”)) = 0, nb0. This 
completes the proof of Lemma 8.12. 

PROPOSITION 8.13. Let w be a fundamental weight of classical type (cf: 
Definition 2.2). Further, let z E W/ Wp and X( 4) a moving divisor moved by a. 
Suppose 

(a) H’(X(#), L,) = 0, i3 1, 

(b) ff’(X(4L Lo) = (v,(d))*, 

then 

(for any field k). 

Proof. We proceed as in the proof of (*) in Lemma 8.12, namely, we 
consider p: Z, + P’, whose libres are M X(4), then hypothesis (a) implies 

fw,> ‘h*w,))~ff’(p’~ P*(+*(L<J)) for all i. (1) 

Then we use hypothesis (b) (and Corollary 3.7) and obtain the exact 
sequence 

O-+K+E+F+O 

where E (resp. F) is the vector bundle on P’ associated to the BE-module 
(V,(z))* (resp. (V,,,(4))*). Now using the fact that E is trivial (since V,(z) 
is an SL(2, a)-module) we obtain 

H’( P’, F) = 0, i> 1. (2) 

Now for any B-module W, we shall denote by w the vector bundle on 
P’ = SL(2, a)/B, associated to the principal B,-fibration SL(2, a) + P’ and 
we shall denote 

~($4) = char p(P’, %‘“) - char H1(P1, w) 

(where for any T-module M, char A4 denotes the character of M). Taking 
W= (V,(d))*, we have 

x( W = char ff’(P’, (“C(4))*) 

(in view of (2)). Now we claim that 

for any finite-dimensional B module 

x( -Iy-) = MJchar W). 

(3) 

(4) 
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For this, we first observe that it is enough to prove the claim (4) in the case 
of a l-dimensional B-module (since any finite-dimensional B-module W 
has a filtration by B-submodules such that its associated graded is a direct 
sum of l-dimensional B-modules and x is additive with respect to exact 
sequence, i.e., given an exact sequence 0 + W, -+ W + W, + 0 of B- 
modules, x(W) = x( fl) + x( Wz) etc.). Let then the l-dimensional B-module 
W be given by p E Hom( T, G,); then we have 

MJfw P) = exp P. LJev(~ -PII (cf. Section 3 for the operator L,) 

=expp. expb -4 - ev(U - PI) 
1 -expa 

= exp P - exph(~L) + a) 
1 -expa 

(since s,(p) = p -a, for a simple root CI) 

= ewb - 42) - exp(s,b - 42)) 
exp( - c(/2) - exp ~(12 ’ 

Now the expression on the R.H.S. of the last equality can easily be seen to 
be char Z?(P’, L,)-char H’(P’, L,), L, being the line bundle on P’, 
associated to p. From this (and the remarks made already) claim (4) 
follows. Hence we obtain (using (I), (3), and (4)) that 

char ff’(Z,, $*(&I) = M,(char( Vu($))*). 

Now, in view of Proposition 3.9(iii) we have 

(5) 

char( V,(4))* = M,(exp( -w)). (6) 

Hence from (5) and (6) we obtain 

char @(Z,, $*(L,)) = M,(exp( -0)). (7) 

On the other hand (again by Proposition 3.11 (iii)) we have 

char( V,(o))* = M,(exp( -0)). 

Hence from (7) and (8), we obtain 

ffYZ,Y IcI*(L”))=:(~T(~))*. 

Now the required result follows from (9) and the injections 

jk: ( vw(z))* 4 ff?x(T)? Lw) 

(8) 

(9) 
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(cf. Remark 3.13) and 

fww, ~wf7Z,, L) 

(for any ample line bundle L). This completes the proof of 
Proposition 8.13. 

COROLLARY 8.14. Hypotheses being as in Proposition 8.13, we have 

mw~ LJ=:(~w(~))*. 

Proof. This result follows from Proposition 8.13 and (9) in the proof of 
Proposition 8.13. 

COROLLARY 8.15. Hypothesis being as in Proposition 8.13, we have that 
{ p(ll, p)/z > A> is a basis for p(X(t), L,). 

The proof follows from Remark 3.16(i) and Corollary 8.14. 

9. THE MAIN THEOREM 

DEFINITION 9.1. Let 

I,=I(H(#))cI,c ... ~1, (1) 

be the sequence of ideal sheaves on X(d) as in Definition 7.2. Let 
X(~)E Schub(d) and further let us assume that the hypothesis in 
Lemma 7.3 holds. Recall that I,= I(H(d),,,) (cf. Lemma 7.3 and 
Proposition 7.4). With the usual conventions (cf. Section 8) we denote 

z, c 7, c . c 7, (2) 

the sequence of ideal sheaves on Z, associated to (1). 

LEMMA 9.2. With the above notations and assumptions we have the 
following: 

where 

m=t(@(o,)+Aj(w,), a*>. 

(Recall that L, is the line bundle (or the ideal sheaf) associated to the 
fundamental weight wl.) We identify Z,, with the closed subvariety XT) 



540 LAKSHMIBAI AND SESHADRI 

of Z,. Recall also that (4, Aj) is an admissible pair on X(4), A,, = 4, and 
that Aj is the maximal representative of lj less than 4. Further 1-i and 7-, 
are (0) and thus in particular, the lemma implies that I(H(Z)) 
(~I~))(-“‘)~$*(LI~‘). 

Proof We first observe that 

By Proposition 7.4, we have 

where xi is the B-module associated to the T-module kP,($, S). Let 
T,x G, be defined by T, = Tn SL(2, a). Then the weight of P,(I$, Aj) with 
respect to T, is 

Now if 0 E Hom(B,, G,) 2: Hom(T,, G,) is the element associated to the 
weight --n, then the line bundle on P’ N X(2, a)/B, associated to 8 (in the 
sense of principal libre spaces) is Cop,(n) (in the notation of [S] i). Now the 
result follows by the way Y*(L; ) 1 cm) has been defined (cf. Definition 8.3). 

COROLLARY 9.3. We have the following (assumptions being as in 
Lemma 9.2). 

Case A: Suppose that (&a,), a*) =2. Then (Lj(o,), a*) =2, -2, or 
0 and one has the following: 

(i) $?-, - - !P*(L;‘)‘2’jZj., if (3Lj(wl), a*) =2. 

In this case note that X(Aj) (resp. X(5)) is a Schubert divisor in X(p,) 
(resp. X(jj)) moved by a, pj=s,A,. 

(ii) ?,/7,-, N !P*(Ly’)lZ,, if (Aj(ol), a*) = -2. 

In this case X(pj) (resp. X(,kj)) is a Schubert divisor in X(1,) (resp. X(5)) 
moved by a, pj = s,Euj. 

(iii) 7,/7,-i N Y*(L,‘)“‘IZ,, if (;li(w,), a*) =O. 

In this case sblj = 1L,. 

Case B: Suppose that (&oi), a*) = 1. Then (Aj(o,), a*) = +l and 
one has the following: 

(i) 7,/7,-i E Y *(L,-‘)(l)1 Zj., if (Aj(O1), a*) = 1. 
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In this case X(2,) is a Schubert divisor in X(pj) with pj = sXAj. 

(ii) 1,/7,-i ‘v Y*(L1’)IZj., if (A,(OJr), a*)= -1. 

In this case X(pj) is a Schubert divisor in X(Aj), moved by TV, pj= ~~2,. 
Besides, the above computations exhaust all the possible values for 

(d(~,), a*> and <Aj(O1), a*>. 

Proof: Since A’($) is a divisor in X(Z) moved by LX, we see that 

(Nwl)la*)=(~(01),a*)>o (cf. Lemma 1.2). 

Besides one knows that (by Definition 2.2 and Theorem 3.15) 

and 

Hence one sees easily that the above list in the Corollary exhausts all the 
possible values for (d(oi), u*) and (Aj(o,), a*). The isomorphisms in the 
Corollary are then immediate consequences of Lemma 9.2. 

LEMMA 9.4. Let X(4) E Schub(d) (assumptions being as in Lemma 9.2). 
Suppose that ( q5(w1 ), CI* ) = 2. Let us define the ideal sheaves K, and A4, on 
Z, as follows: 

Then we have the following: 

M, N !P’*(L,‘) (sheaves on Z,) (1) 
KoIMo=L;‘IW4) (2) 

@zJKv = coH(z),d. (3) 
Further, if 1 <j Q N, either X(x,) is a Schubert divisor in X(,iI,) moved by a 
with ji, = s,Aj, or salj = 5, or X(pj) is a Schubert divisor in X(;Z,) moved by 
a, and one has the following computations: 

K/K-_, N !F’*(L--I)(‘)1 Z. / / 1 *I (4) 
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if X(5) is a Schubert divisor in X(jij) moved by ~1, pj = s,Aj, 

K,/K,p , N Y*(L,‘) 1 Z,, if saAj=Aj 

K,/K,-, 1: !P*(L,‘)‘-“IZ,, 

(5) 

(6) 

if X(pj) is a Schubert divisor in X(;Z,) moved by ~1, pj = ~~1~. 

ProoJ We see that the above assertions except (2) are immediate con- 
sequences of Corollary 9.3 and Lemma S.lO(iii). To prove (2), we observe 
that the pull-back by p: Z, + P’ of the exact sequence 

(& = structure sheaf of the point 2 E P’) gives the exact sequence 

as sheaves on Z,. Tensoring by !Y*(L; ’ ) we get 

o-+ Y’*(L;‘)+ Y*(L,‘)“‘~L;‘Ix(~)~o. 

Now because of (1) above, we see that K,/K, N L; ’ 1 X(d). This proves (2) 
and the proof of Lemma 9.4 is complete. 

LEMMA 9.5. Assumptions being as in Lemma 9.2, let X(4) E Schub(d) be 
such that (&co,), a*) = 1. Let us define the ideal sheaves Ki on Z, as 
follows: 

so that we have 

Then we have the following: 

K,z !F*(L,‘) 

%,IK, = G(z,,~. 

(as sheaves on Z,) (1) 

(2) 

If 1 <j< N, either X(lj) is a Schubert divisor in X(jij) moved by a with 
pj=ssrlj or X(i) p is a Schubert divisor in X(5) moved by u and we have 

Kj/Kj - l”Y*(L;‘)Iz~, (3) 
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if X(Jj) is a Schubert divisor in X(jij) moved by a, pj = salj. 

KjIK, ~ ‘eP*(L;‘)(-‘)Iz~, (4) 

if X(pj) is a Schubert divisor in X(lj) moved by a, pj= sUIUj. 

Proof. The proof of Lemma 9.5 is very similar to that of Lemma 9.4 
(and in fact simpler) and of course we use the computations of case B of 
Corollary 9.3. 

THEOREM 9.6. Let Q = n;= , Pi, z E WJW,, and let L = L, be a positive 
line bundle on G/Q. Then we have 

(a) H’(X(z), L) = 0, i> 1, 
(b) X(z) is normal, 

(c) dim ti(X(~), L) = # {standard monomials on X(z) of type a}, 

Cd) V,(T)* = ff’?x(~), L), h w ere 6 is the character associated to L. 

Proof We prove these results by induction on dim X(r) and on r. The 
proof of the results for r = 1 is contained in the proof of the general case. 
When dim X(r) = 0, assertions are trivially true. Let then dim X(r) 3 1. Let 
us fix a moving divisor X(d) in X(r), moved by a, in such a way that X(4’) 
is a moving divisor in X(Y) moved by c( (here, X(4’), X(Y) denote the pro- 
jections of X(4), X(z), respectively, under 7~: G/Q + G/Q’ where 
Q’ = n;= 2 Pi). We first claim 

The special quadratic relations given by (*) of Section 5 hold on 
x(T). (1) 

Proof (of claim (1)). (I) Let P be any maximal parabolic subgroup 
containing Q and let X(Z) be the projection of X(r) under G/Q + G/P. In 
view of Lemma 5.6, we have that the zero set of p(f) in X(Z) is (set- 
theoretically) the union of all the codimension one subvarieties of X(7). We 
now observe that p(f) vanishes on a Schubert variety X(A) of codimension 
one in X(Y) up to order ~2; for, this order is precisely the multiplicity of 
X(A) in [X(Z)] . [H] (cf. Section 2) which is < 2 (since w is of classical 
type). Denoting S by 6 (for simplicity of notations) we see that for an 
admissible pair ~(6, 0) on X(6), ~(6, (3) vanishes on all the codimension one 
subvarieties X(A) of X(6) (in view of (iii) of Theorem 3.15, so that ~(6, 0)’ 
vanishes up to order >2 on all Schubert subvarieties of codimension one 
in X(6)). Denoting h = ~(6, 0)*/p(6), we therefore obtain (using 
Proposition 8.6) that h is regular on an open subset of X(6) whose com- 
plement has codimension 22. Hence h becomes regular on the nor- 
malization s) of X(6). Now fixing a moving divisor X(8’) in X(6), we 
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have Z,( =Z6,,6 (cf. Section 8)) is normal (in view of induction hypothesis 
X(6’) is normal) and hence we have the factorization 

so that h becomes a regular section of !Y*(L,) on Z,,. On the other hand, 
we have an isomorphism 

(cf. Proposition 8.13 and Corollary 8.lGnote that the hypotheses in 
Proposition 8.13 are satisfied, since H’(X(6’), L,) = 0, i3 1, and 
p(X(S’), L,,)%( V,(S’))*, by the induction hypothesis). Hence 
hE (v,(6))* which is a quotient of Vz (cf., Corollary 3.7). Now h is a 
weight vector of weight -e(w), i.e., its weight is extremal and hence we 
conclude that h = cp(8) (c is a non-zero scalar). Taking k = Q, we get 

P(4 R2 = 46). PC@, CEQ*, 

We now see easily that the above relation leads to the following relation: 

aP(6, e)* = hP(6) P(e) on X,(S), a, h E Z and are coprime. (A) 

Suppose that a # i 1. Then let p be a prime divisor of “a” and let 
k = Z/(p). Then (A) gives 

PA-(h) Pk(O) = 0 on X,(6). 

This leads to a contradiction, since neither pk(S) nor ~~(0) vanishes on 
X,(6) (in view of (iii) of Theorem 3.15; note that 6 > 8, since (6, 6) is an 
admissible pair). Thus we conclude that a = ) 1. Similarly, if b # f 1, we 
get a contradiction to the fact that ~~(8, 0) # 0 (for a suitable k). Thus we 
conclude that u= +l, h= +l, and (A) gives 

P(S, d)‘= *P(d) P(6) on x,(d) 

which proves (1) in (*) of Section 5. 

(II) Let FE JfTX,(S), JL,,) such that F* = P(d) P(0). Then if F# 0 
on X,(S), we can write 

F= c a,,,P(A P)> u,,,EZ and #O on X,(6) (B) 

(cf. Corollary 8.15-note that hypotheses in Corollary 8.15 are satisfied in 
view of induction hypothesis) where the R.H.S. of (B) runs over the distinct 
admissible pairs on X,(S). We first claim that for every (1, p) on the R.H.S. 
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of (B), we have I = 6. For, otherwise we have an admissible pair (1,) pi) 
on the R.H.S. of (B) such that 6 > 1,. The restriction of F to X,(1,) is zero 
since Fz = P(d) P(A,) and P(S) 1 X,(L,) = 0 (by (iii) of Theorem 3.15). But 
the restriction of the R.H.S. of (B) to X,(2,) is not zero, since the set of 
admissible pairs (A, p) which occur on the R.H.S. of (B) and such that 
P(A, p) ( X(1,) # 0 is not empty ((A,, pi ) is in this set) and they are linearly 
independent (cf. Remark 3.16(i)). Thus we arrive at a contradiction. This 
proves the required claim that 6 = 1 for every (A, p) on the R.H.S. of (B). 
Now the weight of F (=Jm) is -&(6(w) + 0(o)). On the other 
hand, the weight of any P(i, p) on the R.H.S. of (B) is -+(6(w) +p(w)) 
(since ,? = 6). We thus conclude that p(o) = 0(w) for every p on the R.H.S. 
of (B); further, ,u(o) and e(w) being extremal weights, we deduce that p = 0 
for every such p. Then (B) gives that F= J’m = aP(6,0), a E Z. 
Then as we did above, we deduce that a = + 1. 

(III) We see that P(h, 0,) P(h, 0,) vanishes up to order 32 on all the 
Schubert subvarieties of codimension one of X,(6). Hence as in (1) above, 
we see that (on X,(6)) 

P,(h Q,) P!Ak w = Pk(aL fc ff%wh JL,k) 

which gives (taking k = Q) 

af’(& 0,) 04 Q,) = bP(4F, ~1, b E Z - {O}, FE ff%‘,(S), -L,,). 

Again as in (1) above, we deduce that (on X,(6)) 

P(& 0,) P(k 0,) = H’(6)& FE ff’-‘(Xz(S), L,,). 

On the other hand from (1) we deduce that (on X,(6)) 

~(6, e1)*p(6, e2)* = p(iq*fye,) qe,) = ~(6)2~*. 

Hence F*= P(0,) P(0,) (on X,(6)). This proves (III) and the proof of 
claim (1) is complete. 

Remark 9.7. In view of claim (1 ), we obtain that standard monomials 
on X(r) of type a are linearly independent (cf. Theorem 5.1). 

Next we claim (denoting Z, by just Z) that 

(A) fOff(Z)rec~, ~*(~))~:H’(w~L,, L), i>O 

(B) Standard monomials on X(z) of type a give a basis for 
fez, y*(L)) 

(C) H’(Z, Y*(L))=o, i3 1 (2) 

(where, recall that H(Z),,, =X(d) u H%)red (cf. Section 8)). 



546 LAKSHMIBAI AND SESHADRI 

Now we have #(Hail, L) = 0, i > 1 (in view of induction hypothesis 
(see also Remark 6.5)). Hence to prove (2)(A) we need to show 

fww7*ed~ ~*w~:HO(~(Li~ L) 
and 

mw-nd, Y’*(L)) = 0, i> 1. 

Now H(Z),,, = X(4) u H(c+~)~~~ (scheme-theoretic) and 

W4)red = u z% (scheme-theoretic) 

(3) 

where X(1)‘s are the irreducible components of H(d),,,. Further if 
p = bigger of (2, salz}, then 

H’(X(~h ‘Y*(L))=:‘(n), L), for all i 

(if s,A > 1, this follows from Lemma 8.12-note that X(s,l) is normal by 
induction hypothesis; and if 2 as,& this follows from the fact that Xm 
splits (and is zP’ xX(1))). In particular, we obtain 

ff(iY(A), Y*(L)) =o, i31 

ff%ci ~*(L))~:Ho(m4, L) 
(4) 

(in view of the induction hypothesis H’(X(p), L) =O, i> 1). Now 
proceeding as in Section 6 we claim that if T= Ui X(n), where X(1) runs 
over some of the Schubert subvarieties $ X(4) and if (as above) p = bigger 
{A, s,A}, then 

Ip(I?xw) -+ @(F, ‘Y*(L)) is an isomorphism 

and (5) 

H’(F, !PY”(L))=O, i > 0. 

To prove (5), we first note that if T= X(A), then p= Z, and (5) follows 
from Lemma 8.12. If T = UA X(n), then we proceed as in Section 6, where 
we prove similar assertions for unions and intersections of Schubert 
varieties. For this purpose, we have only to observe that the functor TH F 
preserves scheme-theoretic unions and intersections; for example, the exact 
sequence 
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gives the exact sequence 

0 + G$Ty)“XG + &xx, 0 GGT;, + 0xX) n xz, + 0. 

Tensoring with Y*(L) and writing down the cohomology exact sequence 
we obtain 

and 

H’(gT,)” XF2), Y’*(L)) = 0, iZ1 

~Edu~K), y*(~))~:Ho(~(~,)u~(~L2),~) 

etc., and thus proceeding, we obtain (5). As particular case of (5) we have 

~(?IX(P+Ho(m~..d> Y*(L)) 

and (6) 

mGJred, ‘y*(L)) = 0, i> 1. 

Finally, we consider 

’ -+ oH(Z),ed -+ %b) @ ‘ashy -+ %4hed + ’ 

(note that mLed n X(d) = WdJred ( SC h eme-theoretic) (cf. Lemma 8.11)). 
Tensoring the above exact sequence with Y*(L) and using the induction 
hypothesis we obtain that 

is surjective (in view of the induction hypothesis, (c) of the theorem implies 
the surjectivity of p(X(d), L) -+ @(H(d),,,, L), etc.). Hence we obtain 

~‘(~(Z),,,, ‘y*(L)) = 0. 

The vanishing of Hi(H(Z)red, Y*(L)) =O, for i3 2 follows in view of (6) 
(and the induction hypothesis). This completes the proof of claim (2)(A) 
for i> 1. 

We shall now prove claim (2)(A) for i = 0, namely, that the map 

y*: feff(~Led, L)) -+ fmf(%d~ y*(L)) 

is an isomorphism. For this we first claim that 

(7) 
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The claim (7), of course, would prove that Y* is an isomorphism. Let U be 
an aftine open subset of H(r)red. Then we have only to show that a regular 
functionfon Y’-‘(U) (cH(Z),, (cf. Lemma 8.9)) comes from U. Now, in 
view of Lemmas 8.5 and 8.9, we have that for x~H(r)~~~, Y’(x) is either 
a point or a P’. Hence we conclude that f is constant on the tibres of 
Y’(U) --) U (note that this does not necessarily imply that f goes down to 
a regular function on U). Let T be an irreducible component of H(Z),,, 
which is the pull-back (under Y) of an irreducible component S of H(z),,~. 
By the induction hypothesis, S is normal and hence Y’,(cO,) = c?, so that 
the restriction off to Tn Y- ‘(U) descends to a function on Sn U. From 
this we conclude that if Si are the irreducible components of H(z),~~, thenf 
descends to a regular function fi on U A Si such that fi -fi vanishes on 
(un Sin S,Led. On the other hand, we known that the scheme-theoretic 
intersection S,n S, is reduced (cf. Lemma 6.3 and the induction 
hypothesis). Hencef, patch up to define a regular function on U and we see 
that f goes down to this function. This completes the proof of (2)(A) for 
i = 0. Thus proof of (2)(A) is now complete. Next, to prove (2)(B) and (C), 
we first prove them for a, = 0. When a, = 0, the commutative diagram 

I I 
X(2, a)x X(f)')- X(7') 

(where, recall, X(r’) (resp. X(4’)) is the projection of X(z) (resp. X(d)) 
under G/Q -+ G/Q’) yields the commutative diagram 

Now Ho(X(ti),L)z@(X(&), L) (when a,=O) (since X(4’) is normal, 
under XC: X(d) +X(4’), ~*(0~~~,) = &co.,) and hence we obtain 

P*(y*(L))= P;(y*(L)). 
This then implies that 

H’(Z,, Y*(L))MH’(Z,r, Y’*(L)) 

and finally when r = 1 and a, = 0, we have H’(Z,, Lozi) = 0, i 2 1 (since 
P*(co,,) = 41> etc.) (note that proof of (2)(B) for the case r= 1, a, =0 is 
trivial). Hence we may assume a, Z 1. Now, we consider either one of the 
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following two sets of exact sequences (according as (d(or), cc*) = 2 or 1) 
(let us denote Z, by just Z): 

O+M,+Oz+Oz,lM,-,O 

0 -+ K,,/M, + C&/M, -+ co, JK,, -+ 0 (1) 

O~Ki.,IKi~Lo,JKi~~~,,lKi.,-*O, O<i<N--1 

or 

(cf. Lemmas 9.4 and 9.5 for notations, M,, Ki, etc.). Now we distinguish 
the following two cases. 

Case 1: ($(o,), a*) =2. In view of Lemma 9.4, we have (denoting 
L’= LOLL’) 

Y*(L)@ M,z$*(L’) (on Z,) 

‘V*(L)O&IM,~~‘lxc~, 
~zizmlKv~~~~~,,,~. 

Further, 

Y*(L)@ K,/K,-, zz Y*(L’)“‘IZ(Aj) 

if X(;l,) is a Schubert divisor in X(ii,) moved by CI with p.“i = sXAj and 

‘J’*(L) OK,/&,- I = ‘v*(L’) I Z($,) 

if s, lj = Xi and 

‘v*(L)QK,IK,- ] % Y*(L’)‘p’)z(Aj) 

if X(fij) is a Schubert divisor in X(5) moved by tl with p,=s,ij. Also 
ffi(fwred~ y*(L)) = Wff(~),,d, L) for all i (cf. (2)(A) above). Hence, 
tensoring the exact sequence in (I) above by Y*(L) and writing down the 
cohomology long exact sequence, we obtain (recall (cf. Lemma 9.2) that 
I(H(Z)) = Y*(L;‘)) 

~“(ffm ‘y*(L)) = h”(ff(~),,,, L) + h0W(4), L’) + 01 + 02 

where 

a,=pzO(X(p), L’)+hO(X(A), L’) 
x 
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where the summation is over all distinct X such that (6, X) is a non-trivial 
admissible pair and s,X > X and A is the maximal representative of X less 
than 4 and ,M = s,A and 

where the summation runs over all distinct ;Z such that (4, X) is an 
admissible pair with s,X = X and 2 is the maximal representative of X less 
than 4 and ,u is the larger of the two elements 1 and s,;l (here for any 
w E W/W,, X(W) denotes the projection of X(w) under G/Q + G/P,). Also, 
when t < s,1> 2, by considering the exact sequence of sheaves (on Z,) 

we obtain (in view of inductive hypothesis and Lemma 8.12) 
h”(ZA, Y*(L’)(‘)) = h”(.Y(A), L’) + h’(X(s,l), 15’)). Now in view of Lem- 
mas 2.8, 2.14, and 4.8, we obtain 

hO(WZ), ‘y*(L)) = ho,,,, L) + c how% L’) (8) 1 
where the summation on the R.H.S. is over all 1 such that (Z, X) is a non- 
trivial admissible pair and I is the maximal lift less than r of 1. Now, in 
view of (8) and Proposition 5.8, we obtain that @(H(Z), Y*(L)) can be 
identified with the span of standard monomials on X(r) of type a which do 
not involve p(Z). In particular this implies the surjectivity of 
@(Z, Y*(L)) -+ p(FZ(Z), Y*(L)) and hence we obtain 

hO(Z, Y*(L)) = hO(Z, Y*(L’)) + hO(H(Z), Y*(L)). 

Now by induction on a,, we have h’(Z, Y*(L’)) = $(X(r), a’). This 
together with Proposition 5.8 implies 

hO(Z, Y*(L)) =s(X(z), a). 

Now, this, in view of linear independence of standard monomials on X(r) 
(cf. Remark 9.7), proves (2)(B) in case 1. The proof of (2)(C) follows again 
by considering the long exact cohomology sequence obtained by tensoring 
(I) by Y*(L) (and using the induction hypothesis). 

This completes the proof of (2)(B), (C) in case 1. 

Case 2. (+(wl), E*) = 1. The proof in this case is very similar (in fact 
simpler) to that of case 1. We tensor the exact sequences in (II) by Y*(L) 
and write down the cohomology long exact sequence and conclude as 
above (using (2)(A) and Lemmas 9.5, 2.9, 2.15, and 4.8, and 



GEOMETRY OF G/P - v 551 

Proposition 5.8) that @(H(Z), ‘Y*(L)) can be identified with the span of 
standard monomials on X(r) of type a not involving p(t). Then we proceed 
as in case 1 and conclude 

h”(Z, Y*(L)) = s(X(z), a). 

Now, this together with linear independence of standard monomials on 
X(z) proves (2)(B) and the proof of (2)(C) is again as in case 1. This com- 
pletes the proof of (2)(B) and (C). Now linear independence of standard 
monomials on X(c) (cf. Remark 9.7) implies that 

dim @(X(r), L) > $(X(r), a). 

On the other hand from (2)(B) above, we obtain 

dim @(X(z), L) < s(X(z), a). 

Hence we obtain dim @(X(7), L) =4X(r), a) and thus standard 
monomials on X(7) of type a form a basis for @(X(t), L) which proves (c) 
of Theorem 9.6. 

Now in view of (c) and claim (2)(B), we obtain 

fwf(7), L) 5 fwc f*(L)) (9) 

where 8 is the normalization of X(7), for the map Y: Z, + X(t) factors as 

(since Z, is normal, as X(4) is normal by the induction hypothesis, etc.), 
and IY”(Z,, Y*(L))zP’(X(7), L). Now (9) implies the normality of X(7) 

which proves (b) of Theorem 9.6. The assertion (a) follows from (b), 
Lemma 8.12, and claim (2)(C). Finally, to complete the proof of 
Theorem 9.6, it remains to prove (d). Now in view of (c) (and Remark 9.7) 
we obtain that the canonical map 

is surjective. Now we have a canonical isomorphism 

@(G/Q, L)=:(V,,.Ok)* 
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(cf. Remark 3.14) and hence we obtain that 

(V&Z 0 k)* + ffv44, L) (*) 

is surjective. Now in view of (c), we have that dim @‘(X(r), L) is the same 
in all characteristics; hence we obtain that dim Im( V,,, 0 k)* is the same in 
all characteristics. Now if we denote Im V,(z) to be the image of the map 

then Im( Vs,Z@k)* can be identified with (Im VJz))* (cf. Lemma 3.12). 
Thus we obtain that dim Im V,(z) is the same in all characteristics and 
hence in particular we obtain 

(i) j, is injective for all fields k and 

(ii) V,(t)* z P(X(t), L). 

Now (d) follows and the proof of Theorem 9.6 is complete. 

COROLLARY 9.8. Notations being as in Theorem 9.6, we have: 

(4 fWl4, L) 1 zas a basis given by standard monomials on X(z) of 
type a. 

(b) V,,,(T) is a direct summand of Va,Z (which is Demazure’s conjec- 
ture (cJ [D]i; for notations ~J’~,~(T), refer to Section 3)). 

(c) The canonical map @(G/Q, L) + @(X(z), L) is surjective. 

(d) J’,(T) = Xz(z)Ok. 
(e) Char @(X(T), L) = M,(exp( -co)) (M, being the operator defined 

in Section 3). 

(f) Let a be a simple root such that s,z <z; let I$ = s,z. Then the ker- 
nel K of the surjective map 

(c(T))* -+ (ad))* --, 0 (on P’) 

is isomorphic to .F( - 1) where F is a trivial vector bundle on P’, where 
“y;s(z) (resp. $$(q5)) denotes the vector bundle on P’ associated to V&(z) (resp. 
VA+)). 

Proof: Assertion (a) follows from Remark 9.7 and (c) of Theorem 9.6. 
Assertion (b) follows from (9)(i) in the proof of Theorem 9.6. Assertion (c) 
follows from (a). 

To prove (d), we observe that since X,(T) + Spec Z is Z-flat, if L is 
ample on X,(r), then for n$O, we have isomorphisms 
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(by the semi-continuity theorems (cf. [Ml)). Also we have the com- 
mutative diagram 

HO(s(r) ,I$ 8 k A H”(s (r) 8 k, $ Q k) 

Since Xk(z) = (X,(T) 0 kLed, we see that j is surjective for n~0 and that ifj 
is an isomorphism for n 9 0, then X,(t) @ k FZ X,(r). On the other hand, in 
view of (a) we obtain that U is an isomorphism for n > 0. Hence we obtain 
that j is an isomorphism for n $0, which proves that X,(z) = X,(r) @ k. To 
prove (e) and (f) we consider the exact sequence of vector bundles on P’ 

(4 being as in (f)). Now V,(z) being an SL(2, CC) module, (-Y;,(z))* is trivial. 
Hence 

and 

H’(P’, (Y&(z))*) = 0, i>l 

fop’, (“G(T))*) = (v,(T))*. 

(1) 

On the other hand, considering p: Z, -+ P’ we have 

H’(Z,, Y*(L)) z H’(P’, p*( Y’*(L))) for all i (2) 

(since the tibres of p are isomorphic to X(d) and H’(X(d), L)=O, i> 1). 
Now p,( Y*(L)) gets identified with the vector bundle associated to 
ff%W)> L). H ence p,( Y*(L))zV~(C$)* (cf. (d) of Theorem 9.6). Also, by 
Lemma 8.12 (and (b) of Theorem 9.6) we have 

@(Z,, ~*(~N~mw, L) ( z (V,(r))* by (d) of Theorem 9.6). 

Hence we conclude (using (2) above) that 

ffv’~(Kx~))*)~ V,(T)*. (3) 

This together with (1) above proves that 

H’(P’, K)zO, for all i. 
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From this assertion (f) follows. To prove (e), as in the proof of 
Proposition 8.13, if we denote 

x(W) = char ZZ”(P’, W) -char H’(P’, W) 

where W is a B-module and W the associated vector bundle on P’, then 
taking W= (V,(b))*, we have 

x(w) = char ff”(P’, (vdd))*) (4) 

(since H’(P’, (V6(q5))*) = 0). On the other hand 

x(W) = M.Jchar W), for any B-module W 

(cf. (4) in the proof of Proposition 8.13). Hence we obtain (using (3) and 
(4)) that 

char( V,(r))* = MJchar( V&(d))*). 

Now the assertion (e) follows using (d) of Theorem 9.6 and induction on 
dim X(r) (the result being trivially true when dim X(r) = 0). 

This completes the proof of Corollary 9.8. 

10. BEHAVIOUR OF SCHUBERT VARIETIES 
UNDER UNIONS AND INTERSECTIONS 

In view of Theorem 9.6 and Lemma 6.3 we obtain that intersection of a 
family of Schubert varieties is reduced (note that a union of Schubert 
varieties is obviously reduced). In particular this enables us to compute the 
ideal sheaves of Schubert varieties as given by Theorem 10.3 below. 

Let R be the multi-graded ring defined by 

R, = ff’(G/Q, La) 

where L, = @ := i Ly: a, > 0, Q = fir= i Pi (Q being a parabolic subgroup of 
classical type). If J is a multi-graded ideal of R, then J determines a closed 
subscheme of G/Q, which we shall denote by V(J). Conversely, any closed 
subscheme X of G/Q determines a multi-graded ideal Z(X) of R (namely, 
the ideal in R generated by all multi-homogeneous f in R vanishing on X). 
Let now Jj be a graded ideal of the homogeneous co-ordinate ring 
Ri= Om20 ti(G/Pi, LT) (Li being the ample generator of Pic(G/P,)) and 
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let Ji be the multi-graded ideal of R generalized by Ji. Now, if xi: 
G/B -+ G/P, is the canonical projection, then it can be easily seen that 

V(Si) = “,T’( V(J,)) (t) 

in the scheme-theoretic sense. 

LEMMA 10.1. Let WE W. For 16 i<n, let X(#i) be the pull-back under 
xi: GjB + G/P, of n,(X(w)). Let 8 E W be such that 8 < qS,, 1 <i< 1 (where 
I= rank G). Then 8 6 w. 

Proof (By induction on l(w)). If l(w) = 0, then w = Id and di is nothing 
but the element of maximal length in W,,. Now if 0E W be such that 
8 6 di, 16 i< I, then 8 is in fact the identity element (since nf= , Pi = B). 
Thus 8 = W. 

Now let l(w) > 1. Fix a simple root tl such that s, w < w. Set s, = s. For 
1 < i < n, let gi E W, be such that #i = WC; with /(we,) = Z(w) + I(a,). We 
have I(swa,) = /(SW) + I(ai) (since I(sw) + /(a;) 3 l(swa,)) and I(w) + I(o,) = 
f(wa,) = I(s . swoi) d ~(SWCJ,) + 1, i.e., l(sw0,) > l(sw) + /(ai) (since I(w) = 
/(SW) + 1). Now I(swa,) = Z(wa,) - 1 implies that X(swa,) is the pull-back of 
rc,(X(sw)) under it,: G/B + GJP,. Now we distinguish the following two 
cases. 

Case 1. For 1 f i < 1, 8 < swg,. Then by induction hypothesis we obtain 
that 0 G SW and hence l9 < w. 

Case 2. For some i, 1 f i<l, 0 & swcr;. Then we obtain (by 
Lemma 1.5) that for such an i. se < SWCJ,. In particular, in this case, we 
obtain that 8 > se. Hence for any j, if 0 6 swej, then se is also <swa, and 
for any j if 8 4 swa,, then again se is < swo,. Thus se < swo,, for all j, 
1 <j< 1. Hence by induction hypothesis, se <SW. Now this implies that 
0 < w (since SW < w). This completes the proof of Lemma 10.1. As an 
immediate consequence of Lemma 10.1, we have 

COROLLARY 10.2. Notations being as in Lemma 10.1 we have, set 
theoretically, 

X(w)= 0 X(4i). 
1=1 

THEOREM 10.3. For a Schubert variety X=X(w) in G/Q, we have that 
the ideal sheaf of X in GJB is generated by the set of all p(7;, +bi), 1 < id r, 
such that (zi, di) is an admissible pair with w, B zi, w, being the projection of 
w under W+ W/Wp,. 
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Proof. By Corollary 10.2, we have 

x= 0 7r-‘(X(W;)) (set theoretically). (*I 
r=l 

Now if Jj denotes the ideal in Rj, generated by 

( 1) ( zi, 4;) is an admissible pair 
(2) Wi I$ 7; 

then we have (cf. Theorem 3.15 and (7) above) 

(1) OJi)=Wwi) 
(2) V(&) = n,‘(X(wJ) 

where Ii denotes the multi-graded ideal of R generated by Ji. Now as men- 
tioned above, as a consequence of Theorem 9.6, we obtain that the relation 
(*) above is in fact scheme-theoretic from which the required result follows 
(using Theorem 3.15). Guided by Theorem 10.3, we make the following 

Conjecture. G a semi-simple algebraic group and P a maximal 
parabolic subgroup: 

(1) A Schubert variety X(w) in G/P is defined scheme theoretically 
by the vanishing of certain weight vectors fy E @(G/P, L), L being the 
ample generator of Pic(G/P) (note that set theoretically X(w) is defined by 
the vanishing of all pi, w 2 ,I) (cf. Remark 5.7). 

(2) For a Schubert variety X(w) in G/B, the ideal sheaf of X(w) in 
G/B is generated by the set of alif?, 1 < j< I (I being the rank of G), X(wj) 
being the projection of X(w) under GJB -+ G/P,, 1 d j < 1. 

(3) Unions and intersections of Schubert varieties are reduced. 

CA1 

WI, 
PI2 

[B-T1 

[Cl 
CD1 
CD-L1 
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