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Abstract: General expressions are given for the matrix elements of single-nucleon creation and annihila- 
tion operators for one-body and pair operators coupled to arbitrary/-space spin, in the Sp(6) ~ U(3) 
basis of the S, D pair algebra. These should facilitate calculations for rotational nuclei in the 
fermion dynamic symmetry model. 

I.  I n t r o d u c t i o n  

In  recent  years the Ginocch io  S, D fermion pair  algebra ~) has been p roposed  as 

a fermion dynamic  symmetry  model  2-5) which can serve as a microscopic  model  

for  collective excitations in nuclei th roughou t  the per iodic  chart  6-8). In this model  

the normal-par i ty  single-particle states o f  the shell model  are reclassified in terms 
o f  a pseudo-orbi ta l  angular  m o m e n t u m  (k) and pseudo  spin (i), with k + i = j .  The 

so-called k-active version o f  the model ,  with k limited to k = 1, leads to a Sp(6) 

symmetry  with a Sp(6) D U(3) branch which can lead to strongly rotat ional  spectra, 

part icular ly in the actinide region, where both  the normal  ( - )  parity valence protons  
with j = ½, 3, s 7 • 1 ~, ~, 9, (mode led  by k = 1; t =~ ,  7), and the normal  (+)  parity neutrons 
with j = ½ ,  3, 5, ~,7 ~,9 ~-,~t" (with k =  1; i =  3, 9) may lead to collective states o f  good  

Sp(6) symmetry.  Very recently,  it has also been shown that  the new vector  coherent  

state techniques  9-1~) are ta i lor-made to construct  the matrix representat ions o f  all 
b ranches  o f  the Ginocch io  S, D pair  algebra ~2-14). The matrix elements o f  the g roup  

generators  are therefore known.  For  the Sp(6)D U(3) b ranch  and states o f  low 
general ized S, D-pair  seniori ty or "her i tage" ,  u, part icularly for u = 0, 1, 2, matrix 
elements o f  the g roup  generators  have been given essentially in analytic form ~4,15). 

This has made  possible detai led studies o f  model  hamil tonians  built f rom the group 
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generators ,6). It is one of  the great advantages of  the fermion dynamic symmetry 
model that, unlike the interacting boson model of Arima and Iachello, it is firmly 
based on the nuclear shell model. There is therefore no necessity to build model 
hamiltonians in terms of  the group generators. The Sp(6) D U(3) basis states can be 
used as a collective basis for the most general shell model interactions, and transition 
probabilities can be calculated in terms of  the true electromagnetic moment 
operators, rather than model quadrupole moment operators similar to those used 
in the interacting boson model. For such calculations, however, it becomes necessary 
to evaluate Sp(6) = U(3) matrix elements of  operators lying outside the Sp(6) algebra, 
in particular operators coupled to a total /-spin other than zero. 

Very recently, vector coherent state theory has been generalized to include the 
coherent state realizations of  simple operators lying outside the group algebra ~7). 
It is the purpose of this contribution to apply this generalization of vector coherent 
state theory to evaluate the Sp(6) D U(3) matrix elements of operators lying outside 
the Sp(6) algebra. In particular, matrix elements of single-nucleon creation and 
annihilation operators can lead to general cfp expressions. Matrix elements are also 
given for the most general one-body unit tensors, coupled to arbitrary k and/ -space  
angular momenta, together with the corresponding matrix elements of nucleon 
pair-creation and annihilation operators. These should facilitate calculations in the 
Sp(6) D U(3) basis of the fermion dynamic symmetry model. Such matrix elements 
are needed, in particular, to calculate the single-particle energy contributions, 
single-particle transfer strengths, and B(E2) values as well as other electromagnetic 
transition probabilities. The fermion dynamic symmetry model assumes that the 
low-lying collective states of  nuclei are dominated by states of low "heritage", u. 
Matrix elements of operators coupled to arbitrary k-space and /-space spherical 
tensor character should make it possible to test the goodness of this assumption. 
An assessment can now be made of  the importance of higher heritage admixtures 

using realistic effective interactions. 
The strategy for the evaluation of matrix elements is that common to all seniority 

schemes. The matrix elements for the n-particle system are converted to those of 
the u- or ( u +  1)- or (u+2)-par t ic le  system. For sufficiently low u, the latter are 
then reduced to simple standard shell-model calculations. Vector coherent state 
(VCS) theory is tailor-made for this purpose since the VCS realization of a general 
operator factors this operator  into two parts in a coupled basis, an "intrinsic" 
operator acting only in the u-particle subspace and a "collective" operator acting 
in the subspace of favored S, D-pair excitations, similar to the "spin" and "orbital" 
operators in an SLJ basis. Sect. 2 gives the needed VCS realization of the basic unit 
operators of this investigation as well as the u-space reduced matrix elements of 
the intrinsic operators introduced by this realization. These are summarized through 
a catalogue of intrinsic operator reduced matrix elements in table 3. This catalogue 
converts the needed intrinsic operator matrix elements to the corresponding standard 
shell-model matrix elements connecting states of heritage, u, to states of u' = u, u ± 1, 
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or u + 2. Very specific examples of  these so-called starting matrix elements are given 
in an appendix. In sect. 3 the k-space SU(3), / -space SU(2) reduced matrix elements 
of the single-nucleon creation and annihilation operators for the n-particle system 
are then reduced to those for the u-particle system by standard SU(3), SU(2) 
recoupling techniques. Very specific results for u and u ' ~  < 2 are tabulated in terms 
of  Sp(6) D U(3) reduced Wigner coefficients in tables 5-11. Sect. 4 gives the reduction 
of  the n-particle matrix elements for the nucleon pair-creation (annihilation) 
operators and the one-body unit tensors or multipole operators. The needed n- 
particle matrix elements are collected in a catalogue of general matrix elements in 
table 4. These matrix elements are expressed in terms of  SU(3) recoupling coefficients 
which are readily available through the code of  Draayer and Akiyama 18) and the 
starting matrix elements illustrated by the simple examples of the appendix. In some 
simple special cases, of  particular interest for fermion dynamic symmetry model 
calculations, the needed SU(3) coefficients can be given in analytic form making it 
possible to give simple analytic formulae for the needed matrix elements. This is 
illustrated with some examples in sect. 4. 

2. The vector coherent state realizations 

, for the In the S, D fermon pair model the single-nucleon creation operators, aim, 
normal-parity partners of  a major oscillator shell are given in terms of pseudo 
angular momenta k and i, with k + i = j :  

t 
ajm = ~ (kmkimi[ jm)b~kmkimi .  ( 1 )  

mkmi 

For the Sp(6) k-active version of the model, k = 1, and it is useful to define cartesian 
components,  b~im~ , w h e r e  a = x, y, z, and 

b t v/~ t +ibtyim) * t l±limi = qz (bxi . . . .  bloim, = bzi,,,,. (2) 

The Sp(6) algebra is then generated by the pair creation operators 

Aeab = A*ba = ~ i-,, * * ( - 1 )  ,ba,,mbbi_,m, (3) 
i, m i 

(with a, b = x, y, or z), the corresponding pair annihilation operators, A,~b = (A~b)*, 
and the one-body operators, Cob, coupled to total /-spin of zero with a coherent 
sum over all i, [see eqs. (2)-(6) of  ref. 14)]. The vector coherent state, (VCS), is built 
in terms of  the six complex variables Z,,b(=Zb,,) 

[z) = exp (½ ~ z,,* a *~h) l[o']a) , (4) 

where [o-] ~ [o-~¢2tr3] is the "intrinsic" U(3) symmetry of the u nucleons entirely 
free of  the favored S, D pairs of  the model, where the generalized seniority u (or 
"heri tage") is given by u = 0-1 + tr2 + %.  In eq. (4), a stands for any set of  convenient 
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U(3) subgroup labels. The tr~ also label the Sp(6) representations 

1 ( ~ 2 1 2 3 )  = (½~ - tr3,½12 - o'2, ~ - o-~), with g2 =3 ~ (i+½). (5) 
i 

In the VCS method, state vectors are mapped into z-space functional realizatons 

] ~v) ~ ~t~] , (z)  -- ( [~ ]a  I e~ a[ q ' ) ,  with(z'A)=½~z, bA~b, (6) 
a b  

and operators O are mapped into their z-space realizations, F(O), 

OI ~v)~ <[tr]a [ C ' a O  e-~.a e -al > = eZ" a l~ )  

=([~]~l{O+[z.A,O]+½[[z.a,[z.a,O]]]+...} e~'al~v). (7) 

The z-space realizations of  the Sp(6) generators are given in eq. (12) of  ref. ~4). We 
now want to generalize the VCS method to include operators O outside the algebra, 
in particular the single-nucleon operators b*, b, and the one-body operators [b* x b], 
as well as the pair operators [b* x b*] and [b x b] where the latter are not restricted 
to /-space angular momenta of zero but are coupled to arbitrary /-space angular 
momenta. These operators can be organized into Sp(6)D U(3) irreducible tensors 
T(-Qt/~203 ) t~,l~,~M, as shown in table 1, where [o9] =-[to~o)2to3] is the U(3) irreducible rep- 
resentation with subgroup labels a. The single-nucleon b*, b transform according 
to the 6-dimensional Sp(6) representation, (I2~0203) = (100), where for fixed i, m~ 
the subgroup label a could take on the three values a -~ a = x, y, or z. Alternatively, 
a=--lmk in a U(3) DSO(3) basis, (see table 1 which exhibits both the k-space 
SU(3) D SO(3) and the /-space SU(2) irreducible tensor character of b* and b). 

TABLE 1 

T(Ot/22£23) T h e  b a s i c  t e n s o r s  --[o,3,~,1M, 

(tOO) (~(~10203)  = ( 1 0 0 )  - o p e r a t o r s  

(10 )  * - (b*~ (m) bairn, -- . _  i ~ , i m  i 

b ( 1~ . . . .  x = -(/~)(a°~) ~ ( 0 1 )  - . ~ _ , . , . - . .  , , , 

(tO) (1"21122 0 3  ) = ( 2 0 0 )  - o p e r a t o r s  

(20 )  

(oo) 
(n) 

(02) 

2 ~ k ] K M K , I M  I k ~ i  r a K m ~ . 1 m ,  ( K  = 0 , 2 )  
_Pliiq(s)(~o) _ 1 * x / ~  ](~o) _ _ i+c-1 * " (~o) IKMK.IM,----~{[bi ~C~KMK.IM, ( l )  [ b c x b i ] K ~ K 3 M , }  

K = 0  f o r  (too) = ( 0 0 ) ,  K = 1 , 2  f o r  (too) = (11 )  

, ~  A ( i i ' ) ( ~ K , l m  = ~ [ b ,  x b , , ] ( ~ K . i M  , ( K  = 0 , 2 )  

(tO) ( ~ 1 0 2 ~ Q 3 )  = ( 1 1 0 )  - o p e r a t o r s  

. ~  a * t  "',~(ot) _ ~/~2! [ b ,  x b* 3(on ( K = I )  (01 )  " ~  ~n jKMK,IM _ 1 * raKMK,IM~ 
(11 )  Dr-i, '~(a)(ll) 1 ¢ v K  ](111 ~ _ [ _ l ~ i + i ' - I r k ¢  x/~-i(11) / 

- - l ~ l  ] K M K J M  I = - 5 { [ b i  ~ u i ' J K M K , I M I  - -  \ ~ ]  t u i  , U i J K M K , I M I J  

(10 )  ~/~A(U )KMK.,M = ~ [ b i x b , , ] ( ~ K , , M ,  ( K  1) 
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Throughout the paper the SU(3) labels (Ao~/.t~,)~(tol--to2, to2--to3) will often be 
abbreviated by (to), in round parentheses, whereas the U(3) labels [to~to2to3] will 
be abbreviated by [to], in square brackets. Note also that a k-space SU(3),/-space 
SU(2) double tensor has the conjugation property 

( , ' l ~ ( t o ) l ' ~ ' ~  T ( ~ ) I  [ _ _ l ] X ( t O , a ) ( _ _ l " ~ l - M  t 
- - c e M , ,  - - " ~  M r \  x ,  ~ , ,  , ( 8 )  

where (o3) = (/~o, Ao~), t~ = K, -MK.  The SU(3) conjugation phase factor, X(to, a) ,  is 
somewhat dependent on phase conventions and on the specific choice of subgroup 
label a. However, this phase factor drops out of all final expressions for SU(3) 
reduced matrix elements. 

The one-body and pair creation (annihilation) operators with antisymmetric 
/-space coupling belong to the 21-dimensional Sp(6) representation (200), while 
those with symmetric /-space coupling belong to the 14-dimensional Sp(6) rep- 
resentation (110). The coupled pair creation operators are defined through 

At ..... (%~ P - - t  - - t -  ( t°p) = [ b ~ i x b i , ] K M K t M , ( ( I O ) I ; ( I O ) I I I ( t o p ) K ) ,  [ t t  ) K M K I M  I = [ O i X D i,J K M K I M  t t 

¢ 
(trait rni l lM1)blmkimiblmk.i 'm, , ,  (9a) [ b ~ x b i , ] K M r t M ,  - ~, ~. ( l m k l m k , J K M K )  . . . .  t * 

rnkrn k , m~rn c 

where K =0,  2 for the SU(3) symmetric representation ( t o p ) =  (tos)= (20), while 
K = 1 for the SU(3) antisymmetric representation ( t o p ) = ( t o a ) = ( O 1 ) .  Note the 
identity 

[b*i x b~']KMK,,M, __1 * X * = ~ { [ b ,  b, ,]KM~.tM,~[b*~,X * '+~' ' b~]KM~,,M,(--1) }, (9b) 

for K = 0, 2 (or K = 1) upper (lower) signs, respectively; and note that I is automati- 
cally restricted to even (odd) integer values for K =0, 2 (or K = 1) in the special 
case i = i'. Note also that the SU(3) z SO(3) Wigner coefficient, the double-barred 
coefficient of eq. (9a) has absolute value of unity for the trivial couplings of eq. 
(9a). The coupled pair annihilation operators are defined similarly by 

[ lt ) KMK,IMt = 

r a ¢  . . . . .  ( t o )  \ t , "  4 \ l + t ~  + K - - M  + I - - M  (9c) = t .a  ~,tt )Ke--MK,I-M~) t - - l )  " K ~ . 

The SU(3) phase factor, designated by o3, arises in many conjugation and SU(3)- 
coupling reordering transformations. It is defined through 

( -  1)'~ --= (-1)a~+'~ = ( -  1) '°'-% . (10) 

Finally, the one-body unit tensors or multipole operators are defined through 

p ,  ..,, <p)<O,o) ~ t g 1(,Oo7 i+c-I * ~ (o~ o) 
~tt )KM~.,M, = ~{[b, x ~,,j rM~.,M, • (--1) [b rx  b,]rM~,ZM ,} (11) 

where the operators with ( p ) =  (s), (upper sign) and (too)= (00) or (11), belong to 
the family of Sp(6) (200)-operators, whereas those with (p) = (a), (lower sign), and 
(too) = (11) only belong to the Sp(6) (110)-operators. The symbol s(a) denotes that 
they are symmetric (antisymmetric) in the k-space. 



370 K.T. Hecht, J.-Q. Chen / Matrix elements 

The z-space realizations of  the above operators can now be constructed by the 
applications of  eq. (7). The z-space realizations F ( O )  in eq. (7) consist of  two types 
of  operators, z-space polynomials or "collective operators",  and fermion operators 
such as b*, b, A(ii'), etc. The latter commute with the z-space polynomials and are 
to be interpreted through their left actions on the vacuum or "intrinsic" states with 
quantum numbers [tr]a. Following the standard VCS notation these "intrinsic" 
operators are denoted by b*, b, A(ii), etc. Since intrinsic operators such as 
b*, b, A(ii), . . .  are defined through their left actions on intrinsic states, they are to 
be interpreted as follows: They must always be commuted through to the left in a 
matrix element so that they can act on the intrinsic state. Eq. (7) gives the following 
r(O): 

F(/~a,m,) = ba~,,,, (12a) 

r(b*~,m,) * - -2 [b~  °1) = b a i r n  i X Z ( 2 ° ) ( z ) ] ( l ° )  ( 1 2 b )  

r(A(u')~;~,) = A ( i i ' ) ~ ; ~ , ,  (12c) 

FgP(ii ,~(p)( '%)~-D(ii ,~tp)(%)+#p) rAt;;,~(,;,.) z(2O)(.]]( '% ) (12d)  \ \ / a ,  I M !  ] -  \ / a , I M l  ~(tOO)[r'~l, *~ 11 X k ~ l J a , i M  I , 

"" , F ( P )  F D (  ¢;th(P)(C°o) X 7 ( 2 0 ) ( ' r ] ] ( t % )  F(a*(u')~f~,)=A*(ii')~7~,+ E JC,oo)t~," , ,  "-~ ,~',J~.,M, 
(','o) 

~ ( P ) [ " / ~ / '  ; ; t ' t ( ~ . )  v 7 ( n ) f * ' l ' l ( W p  ) + / ,  ,~(n)kt"~k ~ 11 ~ ~ "  k ~ ' ) d o q l M t  
(n) 

+ 6 ( , ~ , ) ( 2 o ) & v 6 1 o ~  Z~°)(Z), 
where the coefficients are given in table 2. 

(12e) 

In eqs. (12a)-(12e), a is any convenient SU(3) subgroup label, such as the 
appropriate KMK. As in eqs. (9) and (11) square brackets denote both SU(3) 
coupling and /-space angular momentum coupling. In eqs. (12a)-(12e) however, a 
right to left coupling order is used. This simplifies phases in the VCS construction 
and will be used henceforth. [Note, however, that the coupled operators, such as 
[bY x b~,], are defined in terms of  their standard left to right coupling order, see eq. 
(9a).] The z-space polynomials are the polynomials used to construct the orthonor- 

TABLE 2 

Coefficients used in the equations for the z-space realizations F(O) of the intrinsic states 

c ( p )  ¢ ( p )  ~ ( p )  (~o) J (~o)  8 ( n )  

(P) (wp) (wp) (Wo) 
~(oo) ~(t l)  J(oo) ~(o2) 

(s) (20) (02) (00),(11) -2  -',/~ -~/~ _,,/a~ 2,,/5 -~/2 
(a) (01) (10) (11) +',/~ +4 2.,/3 
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mal Bargmann state vectors 

x Ir o-, o-2o3:1) D<o,o2<o  Itrn:i x [o-] ir<,>]p, o,)-= I,¢'t.,J.), (13) 

where the polynomials  of  degree n~+ n2+n3, with ni all even integers, carry the 

"collective" U(3) quantum numbers In1 n2n3] which are coupled with the "intrinsic" 
[o-~o-2tr3], (right to left coupling order), to resultant U(3) states [tolto2aJ3] with outer 
multiplicity label p, when needed. In eqs. (12a)-(12e) the Z~n~(z) have been labeled 
by their equivalent SU(3) quantum numbers (n)--- (;tntz,) = (n~ - n2, n 2 -  n3). For 
their full construction, including their normalization, see e .g .p .  81 of ref. 11). 

In taking matrix elements it will be useful to indicate specifically whether matrix 
elements are to be calculated through their z-space integrations or in standard 
Hilbert space form. For this reason, the z-space state vector of  eq. (13) has been 

written with a round parenthesis, I - . . ) .  The corresponding state vector, written in 
standard Hilbert space notation with angular carets, [ . . . ) ,  

[zr"."2"3](a *) x 1[o-,o-,o-3])]~ <°,<'2<'-d" -= I [ [n]  x [o']][oJ]p, c~)---I~bt.]o), (14) 

is constructed through the successive action of  the fermion operators A* on the 
vacuum or "intrinsic" state with particle number,  u. In eq. (14) the operator A*ah 

has replaced the Z~b in the polynomial  Z E" 7. The states of  eq. (13) form an orthonormal 

set in z-space. 

(<Dt.'l~'l@t.l~) = at.lt. ,ja~, • (15) 

The states of  eq. (14), however, form a nonorthonormal  set, including redundant 
states for some [cr][to] combinations. The overlap of the states (14) are given by 
the (KK*) matrix which is central to VCS theory 

(4b~,.,]p,14b[,.]o) = ( g g  *)[,,,,Tp, ~,,lp. (16) 

Note that the hermitian matrix (KK*) was chosen to be real in all earlier VCS 
applications, see e.g. ref. 14) where the (KK*) are real symmetric matrices. In the 
VCS technique, K is also interpreted as the operator  which converts the nonunitary 
realization, F ( O ) ,  of  an operator  O into a unitary realization, y (O) ,  

y ( O ) = K  1F(O)K. (17) 

To define K - '  it is necessary to convert the (KK*) matrices to diagonal form via 
the unitary matrix, U 

U(KK*) U* = A, (18) 

with ) t~ ,=  6~,)t~. Note that zero eigenvalues of  (KK*) immediately signal the 
presence of  Pauli-forbidden states. The Pauli-allowed states can be designated by 
the new quantum number  ~,= 1 , 2 , . . .  corresponding to the states with nonzero 
eigenvalues )t~. (This quantum number  was generally labeled by i = 1, 2 , . . .  in earlier 
VCS references. The notation has been changed to avoid confusion with the angular 
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momen tum quantum number  i.) Eq. (18) leads to 

(K)t.]p,~ = ( U * ) t . ] p , S ~  • (19) 

For Pauli-allowed states, with A~ ~ 0, 

1 
(K- ')~, t . lp - ~ U-,t-]p • (20) 

The states with the new quantum number  u, corresponding to nonzero eigenvalues 
A., form the or thonormal  set 

l [ ~ r ] [ ~ o ] v , ~ )  = Z (K-')*,t.~o[zt"'"~"31(a*)xl[~,~z~3])] t~'~31~, (21) 
[-]p 

where the orthonormali ty follows from eqs. (16), (19) and (20). It may also be useful 

to define a new orthonormal  set through a linear combination of the z-space set of 
eq. (13), through 

I[~][o,]~, ~)=  E I~t.jo)(u*)t.~o... (22) 
[~]p 

Note that the operators K o r  g - 1  acting on the members  of  this set are given 
through the eigenvalues, h~, 

/<l[,~][o,] ~, ~ )= , / -~  I[~][,o] ~, ~); 
(23) 

([o,][o~]u, alK-' =([cr] [o~]~ , , ,~ l  1 

The matrix element of  an operator  O in the or thonormal  basis I[cr][w]u, a )  can 
then be transcribed to the z-space matrix element if we use the unitary realization 
of  the operator,  y ( O ) ,  and the or thonormal  z-space states I[o-][to] ~,, a) .  The reduced 

matrix element relation is 

([o-'][oy] ~,'; I'lllOt'°o~tolll[o-][od ~,; I)po 

= ([o-'2[o~'],,'; I' l l lv(o)t'°o~'oll l[o-][ ,o], ,;  I ) , ,  o 

= E Y. (g- '([cr '][co'])L,. t . ,]o,  
[ .]p [n']p' 

x(E[n'] x [o-']][,o']p'; I'lllr(o)E'°o~'olll[En] x [o-]][,,,]p; I ) o o K ( E o ' ] [ t o ] ) [ , , ] o , , ,  , 

(24) 

where we have used eqs. (17), (22), and (23), and where the dependence on [~r] 
and [to] is shown explicitly in the K matrix elements. In eq. (24) a triple bar denotes 
the fact that the reduced matrix element is reduced with respect to both the k-space 
SU(3)-coupling and t he / - space  angular momentum coupling. Such reduced matrix 
elements are defined without [2•'+ 1] -w2 and SU(3) dimensional factors. 

([o,'][,,,'],,'; 1'111Tt'°°~'°lll[,~][od.; I)po 

, , i~lt,o'lpo; r (25) =<[o"] [a / ]u  a ; I'M'~l[Tt'°Jt°xl[~r][~o]~'; ,~=,;M; , 
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where the square bracket denotes both the U(3) coupling [co] x [coo] ~ [co'] and the 

/-space angular momentum coupling I x I o ~  I ' .  The multiplicity label Po is rarely 
needed. The special case (coo)= (11), (co')= (co), is one of the few cases treated in 
this investigation in which the coupling (co)x (11) leads to a two-fold SU(3) multi- 

plicity. In such a case the full matrix element will involve a sum over po 

. . . .  I 'M;lO~'°ol[~,][co]~; IM,> ([o, ][co ]~, so,,, 

--E <[~"][co']~'; I'lllOt~°'°lll[~'][co]~; Z>.o 
po 

x([co]a,o ; [coo]~ol[co']~o,)po(IMdoM, olI'M'z). (26) 

In the applications to the fermion dynamic symmetry model it will be important to 
choose the SU(3) subgroup labels, a~, ao, a~,,, in an SU(3) z SO(3) basis including 
the k-space angular momentum quantum numbers KMK, so that the full SU(3) 
Wigner coefficient will factor into a product  of  an ordinary k-space angular momen-  
tum Wigner coefficient and an SU(3) ~ SO(3) reduced Wigner coefficient. The latter 
can be obtained in an orthonormalized basis from the code of Draayer  and 
Akiyama 18). 

Since eq. (24) will be used repeatedly to convert a z-space matrix element into 
a standard Hilbert space matrix element or vice versa, it will be termed the master 
equation. Note again that round parentheses, [ . . . ) ,  are used to signify z-space 

integrations, whereas carets, [. . .),  signify standard Hilbert space matrix elements. 
When [n] = [n']  = [0], the master eq. (24) collapses to 

([~"3, I'lllr(o)t~°"°lll[~,], I)--<[~,'],/'lllot~o"olll[~,], ~>, (27) 

where we have used the fact that K and K -1 are simple unit operators when acting 
on the "intrinsic" states [(7] or [o-']. 

Eq. (24) is given for the most general case, including all SU(3) multiplicity labels. 
Since the [o-]'s for low S, D-pair  seniorities are such that the products [n] × [cr] are 
generally free of  multiplicities ,4), the labels p and p '  are generally not needed. 

Matrix elements of  b* and b, with (coo)= (10) and (01), are also free of  the label 

Po- Since the method of  calculation will be illustrated in detail through the operators 
b*, b, all multiplicity labels p will be omitted in the remainder of  this section and 
in sect. 3 where it will be assumed that all SU(3) couplings are free of  multiplicities. 
In sect. 4, however, where some multiplicity labels come into play, all formulae are 
displayed with their full multiplicity labeling. 

Since the intrinsic operators,  such as b*, b, ~ ,  P . . . .  in their left action on the 
intrinsic or vacuum states in general change the Sp(6) irreducible representation, 
the first step in any calculation involves the evaluation of the reduced matrix elements 
of  such operators.  Since the operator  b* acting to the left on a state with [o-'], u' = 

cr~ + ~,~ + ~r; = u - 1, must lower the seniority to u ' -  1 = u - 2, we have the obvious 
result 

u ' =  u - 1 : ([cr']; I'lllb ,lll[ ,]u, I) = o.  (28) 
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Note  that  [tr] specifies both  the U(3) representat ion o f  the intrinsic state and the 

Sp(6) representat ion via eq. (5). 
The reduced matrix element  o f  the intrinsic opera tor  hi, on the other  hand,  will 

be different f rom zero in this case. It can be related to the cor responding  s tandard  
Hilbert  space matrix element.  With u '  = u - 1 the left act ion o f  bi will convert  the 

intrinsic state [o"] to an intrinsic state [o-] with heritage u. Using F(/~i) = hi, eq. (27) 

yields 

u ' =  u - 1 : ([t~']; rlllb,lll[¢]; I )  = ([or'I;/'llll;;lll[o-]; I ) .  (29) 

On the other  hand,  with u '  = u + 1, the left act ion o f  bi on an intrinsic state will 

now have to convert  this state to one with particle number  n = u + 2 which is no 
longer  an intrinsic state o f  the Sp(6) representat ion specified by the intrinsic [o'] 

but  instead corresponds  to a state created f rom the intrinsic [cr] by  the Sp(6) 

excitation opera tor  A *[2]. The normal ized z-space realization o f  this state is given by 

I[t2] × [~]][o]ao)  = [zE21(z) × I[~])]~ ] . (30a) 

The cor responding  normal ized  state in s tandard  Hilbert space is 

1 
I [ t r ] [#]  v = [21, oto) = [A'E2] x I[o-])] ~ ] . (30b) 

K ( [ o ] [ a ] ) ~ 2 1 ~ 2 j  

For  the first symplect ic  excitation the K-mat r ix  is a 1 x 1 matrix so that  the label u 

can be identified with v-= [n ]  = [2] and K -1 serves as a simple normal izat ion factor. 

Using the master  equat ion  (24), together  with eq. (12a) 

( to-q; I ' I I I K - ' r ( g , ) K I I t [ [ 2 ]  x t~]][#] ;  I)  

--- K([~]E~])t21tM[~']; I'lllb,lll[[2] x [o-] ] [6-] ;  I )  

= ([~'2; I ' l l lbdl l [o] [~] , . '  = t22; I) 

= K-'([~][a])E21t~1(t~']; I'III/;,IIItA *E~lx [~7][#]; I ) ,  (31) 

leading to 

([~']; #'111~"~111[[2] x [~]][#];  z) 

1 
(to-q; Z'IIIg~"~IIItA*E~J x [o-] ] [ ,~] ;  Z).  (32) 

- K:([o.][,~])t2~E~l 

The f ight -hand side can be simplified by using the SU(3) recoupl ing relation for  

SU(3)- tensors  T [~'] 

([o-'] II ' r t ' l  I1[ 'rt<'n x [o-]][,:i-]) 

= r. v([,~]t,,, ']t~'][,,,]; [#][,,,o])(t~']ll[rt~'~x Tc<'n]t<'>°~llto]), (33a) 
[,Oo] 
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with inverse 

([o-']ll[Tt'ol x Tt"l] t'ol II [o-]> 

= E u ( [ o  ][to'][o-'][,,,]; [a][to0])([o-']ll r t "g l [  r t'°'~ x [o-1][a-1). 
[#] 

(33b) 

With (33a), eq. (32) can be rewritten 

1 
([o-'];/'lll~["JIIl[E2]x[o-]][#]; I ) -  2 Y U([o-][2][o"][ll]; [#][tOo]) 

g ( [ o ] [ #  I)t=w,l t,ooj 

x([tr']; I'11116~ 'll, A*t21]t'o2111[o-]; I ) ,  (34) 

where the U(3) coupled operator [ b ~ " ] x A t [ 2 ] ]  [~'°] h a s  been converted to a U(3) 
coupled commutator by using the fact that A* annihilates the intrinsic state ([cr']od[ 
in its left action on such a state. The U(3)-coupled commutator is defined by 

~Dq Lr/7(,,2,.,,, ..A*r221r~oJ = j  ~ E ([2]a2 ", [ 11 ]a,,l[too]a)[b~,,, , . , ,  A*~r~ J] 
ot 11 ,or 2 

= ' ~  hi-D] ,.O[~o~rlr,~im , , (35) 

where straightforward anticommutation relations of the fermion operators have 
been used to evaluate the right-hand side of eq. (35). This leads to the result 

for u ' =  u + l  : ([~ ' ] ;  I'lllb,lll[[2] x [~ ] ] [# ] ;  I )  

2 
- K2([t7][#])[2][2 J U([o-][2][ty'][ll]; [#][1]) 

x ( [o ' ] ;  I'lllbTIIl[o]; I). (36) 

The required matrix element resulting from the left action of the intrinsic operator 
bi on the intrinsic state [tr'] has thus been expressed in terms of a simple standard 
fermion matrix element of  the operator b~*, connecting the u-particle state to a 
u'= (u + 1)-particle state. Examples of these simple "starting matrix elements" are 
given in the appendix. 

In similar fashion eq. (27), together with (12b), leads to 

([~'2; I'lllb,*lll[~]; Z) = ([~'] ;  I'lllr(bT)lll[~]; I) 

= ([o-'2; Z'lllbTIII[o]; i )  

-2 ( [ t r ' ] ;  Z'III[~?" x Zt~(z)]mll l [o' ] ;  I ) .  (37) 
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Eq. (33b) then  gives 

([0"']; I' l l l [~l' l  x zt2~]t'JIIl[0"], z) 

= • U([0.-][2110"'][11]; [a] [1]) ( [0" ' ] ;  I'lllg~'"lll[[2] x [0"11[#]; I ) .  (38) 
[~] 

The  matr ix  e lement  on the r ight -hand side is given by eq. (36) so that  

U2([0-][21[0-,][11]; [__#][1])./ 
for  u ' = u + l  : ([0-'], rlllb~lll[0-], I )  = 1 + 4 ~  

x<[0"']; I'lllb,*lll[0"]; z), (39) 

with a nonzero  value only for  u '  = u + 1. 

Eqs. (36) and  (39) can be evalua ted  in te rms o f  s imple  U(3) or  equivalent  SU(3) 
Racah  coefficients and  the K 2 matr ix  e lements  for  the first symplect ic  excitat ion 
with [n]  = [2] -- [200]. These  are s imple  I x I submat r ices  with values which fol low 
at once f rom eq. (24) o f  ref. 14). 

g2([0"][#])t2]t2] = (20  -2o-1) for  [# ]  = [0-1 + 2 ,  0-2, 0-3], 

= (~12 - 2 0 - 2 + 2 )  for  [# ]  = [oh, o'2 + 2, 0-3] , 

= (2£2 - 2 0 - 3 + 4 )  for  [~ ]  = [Orl, 0"2, 0-3"[- 2] , 

=(2 .0 - -0 -1- -0 -2+2  ) for  [# ]  = [0-1 + 1, o'2-b 1, 0-3] , 

= (~12 -- 0-,-- 0-3+3) for  [# ]  = [0-1 + 1, o-2, cr3+ 1] ,  

= ( ] 0 - - 0 - 2 - - 0 - 3 + 4 )  for  [# ]  = [0-1,0"2+ 1, 0-3 + 1] • (40) 

The  techniques  i l lustrated in connec t ion  with the results given by dqs. (36) and (39) 
can be used to evaluate  the required  reduced  matr ix  e lements  of  intrinsic opera tors  
such as @(ii') or P(ii ') .  These  are collected in table  3. The  results o f  table 3 are 
val id for  the most  general  representa t ions  [0-] and [0-'] and therefore  include some 
SU(3) mult ipl ic i ty  labels Po. In mos t  cases of  pract ical  interest,  however ,  these labels 
are not  needed.  For  low values of  u (or u ') ,  in par t icular  for  u(u ' )  <~ 2, the coupl ings  
[0-] x [tOo] ~ [or'] are ent irely mult ipl ic i ty-free so that  the labels po ~ind the po-sums 

can be omit ted.  

3. Matrix elements of single-nucleon operators 

The s ingle-nucleon crea t ion  (annihi la t ion)  opera tors  can connect  states o f  general-  
ized S, D-pa i r  seniori ty u = 0-~ + 0"2+ o'3 to states with u '  = u + 1. VCS theory  leads 
to par t icular ly  s imple  fo rmulae  for  the case u ' =  u - 1 .  These  will therefore  be 
eva lua ted  in detail.  Fo rmu lae  for  the case u'  = u + 1 are then  ob ta ined  most  s imply 

via hermi t ian  conjugat ion.  
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TABLE 3 

Catalogue  o f  intrinsic operator  reduced matrix elements 

377 

1. For bi* see eqs. (28) and (39) 
2. For bi see eqs. (29) and (36) 
3. u ' :  u - 2 :  

([(r']; l'lllA ( ii') ~;.)lll[ cr ]; I ) =  ([(r']; l'lllm ( ii') ~;.)H[[ o']; I )  

4. u '=u:  

([~ '] ;  I'lllA(ii')~,)lll[[2 ] x [,r]][e]; I) 

× ([(r']; i'H1P(ii')Ipx~'o>JIl[o-]; l )p  ° 
) 

-2~/3(2i  + 1) U([o'][2][o'][22l;  [6"][01)SwSzpo6[,z,][22j3u.8[~2E~.jl 

5. u ' =  u--2:  

([(~']; rlllP(ii')~ff)(~0)lll[,~]; l) .o = 0 

6. u '=u:  

([(r'];/'lllP(ii')~p)¢~o~llE(r]; I ) .  0 = ([(r']; rlllP(ii')(~X~o)lll[o-]; i),,o 

- c l ~  Z u([~][2][~ ' ] [o; , , ] ;  [a]__;  [,%]-po) 
t~J 

x ([,r ']; rl[I;~(ii ')~/lll[[2] x [(~]][a]; I) 

( ~ ) -  "~ (~) - 4 ;  (a)--+~23- [seeeqs.(12a)-(12e)]  where  C(oo) - -  - - ~  C ( I I )  = C ( t l )  - -  

h(') -4,  hlB~=CT0; ~<~ = - 4 g  (oo) -- ',(H) 

(o3~) = (02); (O3a) = (10) 

U([o-][2][o-'][22]; [(~][0])= ~][~,](-1) '~+~'x/dim [~ ] /6  dim [o-] 

( - l ) ' ~  ~ (-1)a~ . . . . .  (_1)%-o'3 

By applying the master eq. (24) to the single-nucleon creation operator and using 
the z-space realization F(b*) of eq. (12b), we obtain 

([,r'][,,,'] ~/;/'lllb,*lll[,~][,o] ,'; I) 

= E g- l ( [°"][w'] ) , ' t . ' lg( [° ' ] [ (° ] ) [ , l~  
[,,][,,'] 

x { ( [ [ n ' l  X fo"11[a."1;/ ' l l lb?'] l l l l [ . ]  x 1o"321-o,1; I )  

-2( [ [n'1  x [~r']][,o']; rlllEzt2kz) x fW111t'~lll[En] x [,~2][,,,], z ) } .  (41) 

For the case u '=  u - 1, the matrix element of  the first term on the right is zero via 
eq. (28). The second term involves the matrix element of  the intrinsic operator b~ 
coupled to a z-space operator in a U(3)-coupled basis in which the state vectors 
involve the coupling of  the intrinsic [o-] to the z-space [n]. Note that the product 
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[ ~ n ]  x Z[2]] In is invariant under a change of  coupling order and has been reordered 
in eq. (41) so that the coupling order of  the operator is the same as that of  the state 
vectors. For the case u' = u - 1 the left action of bi on the intrinsic state [tr'] connects 
this [tr'] to a purely intrinsic state [tr] on the right via eq. (29). Straightforward 
recoupling techniques therefore convert this matrix element to the pure intrinsic 
space reduced matrix element of  bi and the z-spaced reduced matrix element of 
Z t2]= z to yield 

([~'][to']~,'; I'lllb~lll[cr][to]~,; I) 

[°] [°11 
= - 2  ~ K-'([o"][to']),.,[,,,]K([o'][to])[,,],, [11] [2] [1! / 

E.]t.'l [o2 [n'] [~]J 

x ([n']llzll[n])([~']; I'lllt;,lll[~]; I), (42) 

where the [ ] symbol is a U(3) or equivalent SU(3) 9-j type symbol in unitary form. 
For simplicity it is assumed that [tr] and [tr'] belong to the simple cases of ref. 14) 
for which the U(3) products [tr] x [n] -* [to] are free of  multiplicity. For the reduced 
matrix element of  z in the collective space characterized by [n] and [n']; see e.g., 
p. 84 of  ref. n). The intrinsic space reduced matrix element of b~ has been converted 
to a matrix element of  b~ via eq. (29). For states of low generalized seniority, u, the 
reduced matrix elements of  bi are easily evaluated by standard shell-model tech- 
niques. Examples of  these starting matrix elements are given in the appendix. 

For the case u '=  u - 1  the matrix element of  the single nucleon annihilation 
operator b~ follows in similar fashion. In this case F(b~) is the pure intrinsic operator, 
hi, so that the recoupling coefficient in the final matrix element is a U-coefficient 
or SU(3) Racah coefficient in unitary form. The matrix element is listed as entry 2 
in table 4 which gives a catalogue of all the reduced matrix elements evaluated in 

TABLE 4 

Catalogue for the matrix elements ([[n ']  x [tr ']][to']p';  l'lllr(o)Hl[[n] x [~]]~,]p; I)p0-M 

<[o-'][~'],,,'; r l l lo l l l [~] [~l~;  z>p0= ~ Z /<-'([o"][o.,'])~,,t.,a,,,/<([o][~])c.~,~.,. 
[n']p' [n]p 

x(l:[n'] x [~ ' ] ] [~ ' ]p ' ;  z' l l lr(o)l l l [ [n] x [~ l ] [~ ]p ;  z)~ 

1. O=bI; 

2. 0 = b ~ ;  

u ' = u - 1  

Wr=U--1 

[n] [,~] 
[2] D] [n'] [~'] ~,] ([n']llzll[,~])(I-o"l; z'lllQIl[o]; z> 

M = (-1)~-~'+~-G~.~t.,W([1H[~][,o'I[~]; [ ]_p ; Do]p_)@~']; rlllg, lll[~]; i> 
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TABLE 4 - -~on t inued  

3. O = A ( i i ' ) ( ~ ) , ( ~ p ) = ( 0 2 ) , ( l O ) ;  u ' = u - 2  

& - ~ ' + ~ - ~ '  ~ , i t . 0 J . M = ( - 1 )  8[ . ] [ . , ]U([top][o-][to ][n]; [or ]_p, [to]p_)([ ], l'lllA(ii')(z~)lll[cr]; I> 
4. O - - t , ,  , l , -  o¢,'~(p)(~o).,_u'= u -2;  (too) = (00), (11) for (p)  = (s); (too) = (11) for (p)  = (a); 

[o'] [n] 
,,.._,_.~,~,,dp) [o3.] [ ' ,A 

L '] [n'] 
z,~ -- ~ ~j (~o) [o" 

5. 0 = A*(ii')~'f, ), (top) = (20), (01) ; 

[[~] [n] 
M -  x" ~(p) / [~p]  [no] 

-- .¢-, ~(no) ho. ,  1 [,,o] / t  j [n ' ]  

L 
with  

([n']tlzll["])<[o"]; S'lllA( ii') $~.)lll[ "];  I> [,o'] 
Po 

U ~ ld - - 2  

[%] ([n']llZ["oJIl[,])<[o-']; l'lllA(ii')(~,~ll[[~]; I> [o;] ' 

([n']llzE'°all["]) = A c~'~ ([,']llzll[n"])([,"]llzlln)U([n][2][n'][2]; [."][no]) 

g(4o) (s) -- 2v/~, ~(o2)'(s) = __~/~ ; 8(02)~(a) = 2n/3 

6. O = A ( i i ' ) I t , ) ;  u ' = u  

M = Y~ - s / d i m [ t o ]  d im [o-'] 
[a]# V d i m  [to'] d im [#]  U([top][o-'][o~][n']; [ # ] - # ;  [to']p'_) 

x U([ t r ] [2] [ to] [n ' ] ;  [ # ]_# ;  [ n ] - p ) ( [ n ] l l z l l [ n ' ] ) ( [ ~ ' ] ,  l'llla(ir)~,)lll[[2] x [,~]3[,~2; I )  

7. O=P(ii')~Pp)(°'o);(too)=(OO),(ll)for(p)=(s); ( l l ) f o r ( p ) = ( a ) , u ' = u  

[[o-1 [,,] [to] i'] 
1[O,o] [o] [too] ([,]; rlllP(ii,l(~c~gll[~]; i)o~ 

M= E [[~']~ [']- [to']po 

+ c~£~) E E u([~][2][to'][~]; [~"]__; [too]-po) 
[~"] [ n ,,]p ,, 

X U( [o- ] [n ] [ to " ] [2 ] ;  [ to]p_; [ n ' ] _ p " ) ( [ n " ] l l z R n ] )  

s / d i m  [to"] d im [o-'] 
x Y~ ~/d~mm[-~ dim [ # ]  U([tov][~'][t°"][n']; [ 0 ] - # ;  [~o']pk) 

[,a-l# 

x U([o-][2]Eto"][n'];  [ # ]_# ;  [n"]_p")([n"]llzl[[n'])([¢']; rlllA(ii')~.)lll[[2] x [ 0 ] ] [ # ] ;  1) 

(s) - - 2 ,  is) _ . ~  ( " ) - + x / ~  w h e r e  g o o ) -  C(ll)---~'2~ C(II)- 
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this investigation. For easy reference, eq. (42) is also included as entry 1 of this 
table, but now for the most general case for which the product [tr] x [n] --> [to] might 
involve the multiplicity label, p. The k-space SU(3), /-space SU(2) reduced matrix 
elements of  b*, b for the case u' = u - 1 can thus be evaluated in terms of SU(3) 
recoupling coefficients which are readily available through the code of  ref. 18) and 
the K-matrix elements of  VCS theory. The needed K-matrix elements are evaluated 
by the techniques of  ref. ,4). For states with u = 0, 1, 2 very specific analytic formulae 
are given in ref. ,4). Note also that for most of the states with u = 0, 1, 2 the [n] is 
uniquely specified by [tr] and [to], the K-matrices are one-dimensional, and no 
[n]-sums are needed in eq. (42). 

Matrix elements of b* and b for the case u ' =  u + 1 could be obtained directly 
with the use of eqs. (36) and (39). However, the simplest expressions are obtained 
through the hermitian conjugation of the matrix elements for the case u' = u - 1. 

([,r '][to']v';  I'll[b,+Jll[,r][to]~,; I ) =  ~ ( f ~  +_1)(_1),+,_, ,  t ~ (_1),~+,_,~. 
%/(2I '+ 1) • dim [to'] 

x([~][to] ~; IIIIt;,lll[o"'][to'] ~'; r ) ,  (43) 

where the U(3) or equivalent SU(3) dimension factor is given by d im [ to ]=  
½(A,, + 1)(/x<o + 1)(A<o +/zo> + 2). The phase factors follow from the 1 --> 3 interchange 
symmetry property of  the k-space SU(3) Wigner coefficients and the/-space angular 
momentum Wigner coefficients. In the case of  SU(3) these have the simple value 
shown for the multiplicity-free coupling (to) x (10) ~ (to'). [For the definition of the 
phase 03, see eq. (10).] 

Since the operators b~*, b; span the six-dimensional Sp(6) representation (100), 
the reduced matrix elements of these single-nucleon operators can be expressed in 
their most convenient form through a set of Sp(6) D U(3) reduced Wigner coefficients 
for the Sp(6) coupling ( 0 , 0 2 0 3 )  x (100)~ (12',.0~O~) [see eq. (5)]. For the case 
u' = u - 1 the reduced matrix elements of by and bi (entries 1 and 2 of table 4) can 
be expressed as a product of a Sp(6) = U(3) reduced Wigner coefficient and a Sp(6) 
reduced matrix element. There is, however, no need to introduce a special new 
notation (such as a quadruple-barred matrix element!) for this Sp(6) fully reduced 
matrix element. For the case u ' =  u - 1  it is simply the starting matrix element, 

([~'2; I'lllt;,lll[~]; I); i.e. 

([~'[to'] ~'; I'lll~;,lll[o][to] ~; t) 

= ( ( a , 0 2 o 3 ) [ o - ] [ t o ] ~ , ;  (loo)[o o -  1]ll(a~o'20'3)[o-'][to'],,') 

x<[~']; I'lllI;,lll[~]; t ) .  (44a) 

Here, the double-barred coefficient is the Sp(6) D U(3) reduced Wigner coefficient. 
This follows from the fact that this coefficient describes a unique 1 x 1 unitary 
transformation for the special case [ to ' ]=[ t r ' ] (v '=[O]) ,  [ to]=[o- ] (v=[O]) ,  u ' =  
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u - - l ;  and is chosen to have the value +1. Note also that both entries 1 and 2 of 

table 4 are proportional to the Sp(6) reduced matrix element ([tr'];/'lllg, lll[~]; I). It 
is therefore easy to read off the orthonormal Sp(6) D U(3) reduced Wigner coefficients 
for the case u' = u - 1; or, vice versa, from the reduced Wigner coefficients to obtain 
the matrix elements of /~  and bY by using eq. (44a) or its companion 

u ' =  u - 1 : ([tr'][to'] v';/'lllbTIIl[~][,o]~; I)  

= ( ( a 1 ~ ' ~ 2 0 3 ) [ o - ] [ o ) ]  l]; (100)[100]ll(g/io~O~)Eo-']Eo/]v') 
x([o-']; I'lll/~illl[cr]; I ) .  (44b) 

The conjugation relation of eq. (43) can be translated into the symmetry relation 
for the Sp(6) = U(3) reduced Wigner coefficient 

( ( a ,  a2a3) [  o-][oJ ] v; (100)[ o'"] II (a  ,,') 

-o;-~' /d im (O~g]~12~) dim [w] 
= + ( - 1 )  Vd~m ~ d-~m [--~ 

(45) 

with upper  (lower) sign for [tr"] = [100]([0 0 -  1]). 
The symmetry relation (45) is somewhat dependent on phase choices for the Sp(6) 

states. Eq. (43), on the other hand, is completely independent of  such choices and 
depends solely on the standard angular momentum phase conventions and the 
SU(3) phase conventions of  the computer code of  ref. 18). For the case u' = u + 1 
the Sp(6) fully reduced matrix element has the more complicated value 

dim ( 0 1 0 2 0 3 )  dim [tr'] 
~d,-~ (0;/-/~03---------;-) d,-~ [o"-~ (-1)a-a'([°"]; I'lllbTIII[o]; I). 

The Sp(6) D U(3) reduced Wigner coefficients for the couplings (~1~'~2~¢'~3) X (100)-> 
(O'10~12~) for states with heritage u and u '=  0, 1, 2 can be given in very specific 
analytic form. These are collected in tables 5-11. In these tables, as well as in eqs. 
(44), (45) the U(3) representations for the single-nucleon creation and annihilation 
operators are given in their full [try'trio'S'] form; [100] for by, [ 0 0 -  1] for bi. This 
has the advantage that Y,i ~o~= Y~i (wi + or") in tables 5-11. 

4. Matrix elements of one-body and pair operators 

One-body operators, P(i i ' ) ,  and nucleon pair creation and annihilation operators, 
A*(ii ') ,  A( i i ' ) ,  can connect states of heritage u = cr~+cr2+t73 to states with u '=  
u +2, u. VCS theory again leads to the simplest formulae for states with u '=  u - 2 .  
Detailed formulae are therefore given only for states with u ' =  u - 2  and u ' =  u. The  

remaining cases can again be obtained from hermitian conjugation. Although SU(3) 
outer multiplicities will not be encountered in most formulae involving heritage 
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TABLE 5 

[n, - 1 nz 4 [loo] - J (n,+2)(n,-n,)(n,-n,+l) 
2R(n,-n,+l)(n,-n3+2) 

[n, n2- 1 4 [lOOI J (n2+l)(nl-n2+2)(n2-nx) 

2R(n,-n,+l)(n,-n,+l) 

[n, n2n3-ll [loo] - J n,(n,-n,+3)(n,-n,+2) 

20(n,-n,+2)(n,-n,+l) 

[n,+l n2n31 [00-l] 
($-n,)(n,-n,+2)(n,-n,+3) 

20(n,-n,+l)(n,-n3+2) 

In2 n,+ 1 41 [00-l] 
(fll-n,+l)(n,-n,)(n,-n,+2) 

2R(n,-n,+l)(n,-n,+l) 

[n, n2 n,+ 11 [00-l] 
(fn-n,+2)(n,-n,+l)(n,-n,) 

2fI(n,-n,+2)(n,-n,+l) 

(1) [d]=[n:+l n;n;] 

[o~]=[n]=[n;n;n&];[cr”]=[lOO] 

[0]=[n]=[n;+2n;n;];[u0]=[OO-1] 

(2) [w’]=[n;n$+l n;] 

[w]=[n]=[n;n$n;];[(m]=[lOO] 

[co]=[n]=[n;n;+2n;];[cr”]=[OO-l] 

(3) [o’]=[n: n;n:+l] 

[co]=[n]=[n;n$n;];[u’]=[lOO] 

[w]=[n]=[n; n;n;+2];[cr”]=[OO-l] 
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TABLE 7 

0 1) [1 1][co,iv,= in,l/  - - - 1 - - -  ((-30- -30- -30-- 1) [ 1 ][.]~., =- [n]; (1 0 0)[o'"]1] (-30-0 
3 3 

383 

[ ' l  In] [,¢'] < II ) 

(1) [ ~ o ' ] = [ n ~ + l  n ~ + l  n~] 

[n~+ln~+2n~] [n~n',+2n'3] [00-1] 

[n~+2 n'~+ 1 n~] [n~+2n'~n'3] [00-1] 

[n~+l n-" n~] [n~ n~ n~] [1 00] 

[n~ n~+l n~] [n] n~ n~] [100] 

(2) [to']=[n~+l n~ n~+l] 

[n~+2n~n'3+l] [n~+2n~n'3] [00-1] 

[n't+ln'2n~+2] [n~n'2n~+2] [00-1] 

[n~+l n~ n~] [n~ n~ n~] [100] 

[n~n~n~+l] [n~n~n~] [100] 

(3) [o)']=[n~ n~+l n~+l] 

[n~ n~+2 n~+l] [n~ n~+2 n~] [00-1] 

[n]n~+l n~+2] [n]n~n~+2] [00-1] 

[n~ n~+l n~] [n~ n~ n~] [1 00] 

[n~ n~ n~+l] [n~ n~ n~l [1001 

/ (n;+3)(n[-n;) 
~ 2 ( ] a  + 5)(n~ - n-',+ 1) 

/ (n~+4)(n~-n~+2) 

/(20 - n~ + 1)(n] - n~+2) 

/_(n~+4Xn]-n~+3) 
- ~ / 2 ( ] 0  + 5 ) (n]  - n~ + 2) 

/ (n~+2)(n]-n~+l) 
~/2(In + 5)(n~ - n~ + 2) 

/(2/2 - n~ + 2)(n~ - n; +3) 

/ ( ] a  - n~)( n~ - n'~ + 1) 

- ~/2(]a + 5)(n~ - n~ + 2) 

/ (n~+3)(n~-n'3+2) 
- V 2(~o + 5)(n~ ' - - - - - 7  n; +---S) 

/ (n'3+2)(n~-n'3) 

/(~a - n~ + 2)(n~ - n~ + 2) 

/ (2,0 _ n'~+ 1)(n~ - n~) 

u <~ 2, one-body operators [b* x b] coupled to the 8-dimensional SU(3) representa. 
tion (OJo)=(11) will lead to multiplicity in their coupling to arbitrary (o~). Th~ 
reduced matrix elements of  such operators will therefore require the SU(3) multi. 
plicity label p. All formulae will therefore be given for the most general intrinsi( 
state [cr] for which the coupling [o-] x [ n ] ~  [oJ] will in general also require th~ 
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TABLE 8 

[g2 g2 12 \ 00)[tr"],, (-~ ~ ~--1)[1][oJ ]v'-= In']/  1~7 3 _  ~ 7 _  1) r,,ll;<o>,=_ tnl; . a , 

[,,,] [o-"] [n] ( II ) 

(1) [o;]=[n~+l n'~n;] 

[n~+l n~-I n~] [1001 In I n.~-2 n~] 

[nl+l  n.~ n~-l]  [100] [n I n.~ n~-2] 

[n~+l n'~+l n~] [00-1]  [n I n'~ n~] 

[n~+l n~n~+l] [00-1]  [n~n~n;] 

(2) [~o']=[n~ n~+l n;] 

[n~-I n~+l n~] [100] [n l -2  n~ n~] 

[n~ n~+l n~-l]  [100] [n I n-~ n~-2] 

[nl+l  n-~+l n;] [00-1]  [n~ n~ n;] 

[n I n~+ 1 n;+ 1] [00-11 [n I n,~ n;] 

(3) [w']=[n~n~n;+l] 

[n{-1 n~ n~+ 1] [100] [n~-2 n~ n~] 

[n~n~-I n~+l] [100] [n{n~-2n~] 

[n~+ln~n~+l] [00-1]  [n~n~n~] 

[n~ n~+l n~+l] [00-1] [n~ n~ n~] 

• /  (n~+ 1)(n~- n~) 
2 ( ~ - - 1 ~  1) 

/.  n~n~-n~+2) 
- ~ / 2 ( 2 , 0  + 1)(n~ - n~ + 1) 

~ (~/2 - n ~ +  1 ) ( n ~ -  n ~ + 2 )  

~/(20 - n~ + 2)(n~- n:~) 

72 (n~ +2)(n I -  n~+ l) 
(~n+l)(nl-n~+2) 

n~(n~_n,3+3) 
- ~/2(~n + 1)(n~ - n~ +2) 

/ ( 2 a  - nl)(n I - n~+3) 
- ~/2(~n + 1)(nl - n'3+2) 

/(21'2 - n~ + 2)(n I - n:~+ 1) 

• / _  (.~+2)(.~-n~) 
2@0 + 1)(n'~- n~+ 1) 

/ (n~+l)(nl- n~+2) 

/ @ O - n ~ ) (  n~-  n'2 + 2 ) 

_ 

~2(2g2 + 1)(n I - n~+ 1) 

SU(3) multiplicity label p. Wherever  multiplicity labels are not  needed in a recoupling 

coefficient they are to be replaced by a dash. Note  also that row and column indices 

o f  the (KK*) matrix for  a specific [o-], [to] are now labeled by both  [h i  and p, 
a l though p will come into play only for  certain [~r], [n ]  combinat ions.  

The matrix elements o f  operators  A(ii'), A*(ii'), and P(ii') for states with u ' =  u - 2  
all three lead to intrinsic reduced matrix elements o f  the intrinsic opera tor  of  type 
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(+a-n;+l)(n;-n;) 
- 

2($+3)(n;-n;+l) 

J (3fI-n;)(n:-n;+2) 

2($0+3)(n{-n;+l) 

JZ 

J (n;+3)(ni-n$+2) 
2($0+3)(n;-n$+l) 

[a”1 [WI [nl ( II ) 

(1) [w’]=[ni+l n;+l n;](v’-[ni n$n;]) 

[lOOI [ni+l n; n;] [n; 4 nil 

[tool [n{ n;+ 1 ni] [n; 4 nil 

[00-l] [n;+2 n;+l n;] [n;+2 n; n;] 

[O 0 -11 [n{+l n$+2n$] [n; n$+2 n;] 

(2) [w’]=[n;+l n;n;+l](v’-[n: n$n;]) 

[lOOI [n; + 1 n; n:] [44 nil 

[lOOI [n; n;n;+l] [nl 4 nil 

[00-l] [n;+2 n; n;+l] [ni+2n;n;] 

[OO -11 [n;+l n; n;+2] [ni n; n;+2] 

(3) [w’]=[n; n;+l n;+l](v’=[n; n;n;]) 

[lOOI [ni n;+ 1 n;] [4 n; n;l 

[lOOI [n; n; n$+l] [n’, 4 nil 

[OO -11 [ni n;+2 n;+l] [n; n;+2 n;] 

[O 0 -11 [ni n;+l n;+2] [ni n; n;+2] 

_ ($-n;+l)(n;-n;+2) 

J 2(<0+3)(n$-n;+l) 

J (n;+3)(n;-n;) 

2(@+3)(n$-n$+l) 

d (n:+2)(ni-n;+2) 
2($+3)(n;-n;+l) 

A( ii’). Since the left action of A( ii’) on an intrinsic state [a’] with U’ = u - 2 connects 

this [CT’] to a purely intrinsic state [a], the full reduced matrix element can be 

reduced to matrix elements of purely intrinsic and pure z-space type via straightfor- 

ward recoupling techniques, as in eq. (42). The resulting expressions are given as 

entries 3-5 in table 4. 
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TABLE 11 

((_~ ,0 J2 ) (1 0 0)[o'"]ll ( '0 "°-  1 "0 \ 7 ] ) ' ' \  - 1 - - - 1 - - - 1  [lll]{to]; 3 3 k3 3 3-1/[ l l][ t° ' ]v=-[n]/  
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(1) [ to ' ]=[ni+l  n'-,+l n~] 

[ w ] = [ n i + l n ~ + l n ~ + l ] ; [ n l = [ n  In~n~] 

[to]=[n~+ 1 n~+l n ; -  1]; [n] =[n~ n~ n ; -2]  

(2) [to']=[n~+l n~n;+l]  

[w]=[n~+l n~+l n;+l] ;  [n] =[n~ n~ n;] 

i , _ t t [w] =[n~+ 1 n~- 1 n 3+ 1], [ n ] - [n ,  n 2-2 n~] 

(3) [¢o']=[n~ n~+l n ;+l ]  

[~o] =In{+ 1 n~+l n~+l];[n]=[n~ n~ #3] 

[to] = n{- 1 n~+ 1 n~+ I]; [n]=[n~-2 n~ n;] 

/ (~a - n; + 2) 
Eo."] =E° ° - l l  ~/  ~ 7 ~  

[°'"] = E1 00] 4 (  n; 

/ (2a  - n-~+ 1) 
to-"j--too-ll -X/ 

[tr"] = [1 00] _ (~n~+ 1) 
V +2) 

(~n~ +2) 
[o-"]=[1 oo] - V ~ + 2 )  

Matrix elements for the case u '=  u are somewhat more complicated. Their 
derivation will be illustrated in detail by the matrix element of  the operator A(i i ' ) .  
A new feature arises, since the left action of  the intrinsic operator A(i i ' )  on the 
intrinsic state [o,'] will now connect this to a right state which includes a z-space 
excitation (see entry 4 of  table 3). Additional recoupling is therefore required to 
separate the full matrix element into intrinsic and z-space parts. 

The master equation (24) converts the matrix element of  A( i i ' )  into 

([[n'] x [o-']][oJ']p'; I']llA(ii')~,,)lll[[n] x [cr]][o~]p; I ) .  (46) 

For u ' =  u the intrinsic operator  A(i i ' )  must now be worked through to the left to 
act on the state [o-']. For this purpose it will be useful to express the reduced matrix 
element of  a tensor operator  T t'%j~o not through its right-coupled form as in eq. (25) 
but through a left-coupled form. For multiplicity-free cases [o~] x [tOo] -> [to'] 

([w']; I'lllTt'O'olll[,.o]; I )  

.~/dim[_~,] ( 2 I + 1 )  .~./'5~--~ i , l t~ l ,  r , I M , ) ,  (47) 
= V d i m [ w ]  ( 2 I ' + 1 )  ([T~'%11°x[w']; j~M, Ittoja,~; 
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where we have used the symmetry property 

( [ t o ] ~  ; [too]~olEto']~') 

d/d/d~ [to'] , . . ~ ,~+o;o_,~,_x(~Oo. %) 
= V dim [to] ([to ]a,o,, [too]~ol[to]~o,)(-1) , ( 4 8 )  

together with the analogue for the /-space angular momentum Wigner coefficient, 
the hermitian conjugation of  the operator T Eo'°v° via eq. (8), and finally a change aoM10 
in the coupling order of  the multiplicity-free product [to'] x [O3o] -~ [to] which elimi- 
nates the phase factor ( -1 )  4+°%-4'. Note that the coupling order in eq. (47) is a left 
to right one which is indicated specifically by the arrow, since it is contrary to the 
standard right to left order which is to apply when not otherwise indicated by an 
arrow. Since (O3p) = (02) or (10) leads to multiplicity-free couplings, eq. (47) can be 
applied to convert (46) to 

( [ [n ' ]  x [o-']][to']p'; I'lll,~(ii')~,)lll[[n] x/o- ] I / to ]p;  I )  

/ d i m / t o ]  2 I +  1) / ~ t o ' ] p ' ;  r,lto~l, Irrnl = ([A*(ii')~,,) Jt j a ~ M I I L L  I ~d-~ ~d~ (2I'+1) 
x [o']][to]pa,o ; IMp) 

d d i m  [_~ ( 2 , + 1 )  
= V d i m  [to ] ( 2 I '+  1) • U([top][cr'][to][n']; [#]_ff; [to']p'_) [e]t3 

x ([[&*(i '];I'][6"]x[n'l]~-~,l[[n]x[o']][to]pa~,;IM,). (49) 

Now we can use the result of  entry 4 of table 3 to note that 

([&*(ii'](l~%) x [or']; I 'l[e]'/ja,M, 

= ( [ & * ( i i ' ~ t r ' ] ;  I']~'(~ht, l[[2] x [cr]][t~]&; IM,) x ([[2] x [cr]][#]ti;  IMI I 

~/d im [o-'] ( 2 I ' +  1) 
- ~ / d i m  [O] ( 2 I +  1-----~ ([o-']; rllla(ii')~,~gllE[2] x [~]] [a] ;  1) 

x ([[2] x [ c r ] ] [ e ]a ;  IM,[. (50) 

Eqs. (49) and (50) lead to 

( f in ' ]  x [~ ']][ to ' ]p ' ;  I'lll,~(ii')~,~.~lll[[n] x [o,]][to]p; I )  

, , / d im/ to !  dim/or'] U([toP][Or'][to][ n']; [O']_/9, [ to ' ]p ' )  
= Y~ V d i m  [to ] sim [~] [e]p 

x ([[n'] x [[2] x [tr]][#]][w]t3a~ ; IM, l[[n] x [o']][to]pa,o ; tM,) 

x ([o-']; I'lll,~(ii')~,,)lll[[2] x [ o - ] ] [ e ] ;  I )  
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, / d i m  [~,] dim [tr'] 
=E~J~ ~ Y d i m  [to ] dim [#] U([tov][tr'][to][n']; [#]_/5; [to']p'_) 

x U([cr][2][to][n'];  [#]-t5; [n]_p) 

x ([n]l[zll[n'])([o-']; I'[llA(ii')~,~lH[[2] x [o-]][#]; 1) .  (51) 

This result is tabulated as entry 6 in table 4. 
Finally, the matrix element of  m;;'x(P)('°o) follows from Jt \ ~  l i p  

(f in ']  x [o"]][o/]p ' ;  I'lllr(P(ii')~ff)~o~)[ll[[n ] x [o-]][to]p; Z ) .  ° 

= (f in ' ]  x [~r']][to']p'; I'l[IP(ii')~p)~°'o)lll[[n ] x [~r]]Eto]p; I)po 
+ (P) Co, o ([[n ] x [tr ']][to']p'; t'lll[A(ii')t~pJx Zt2](z)]t'°o]ll[[[n] x [~r]][to]p; 1),  0 . 

(52) 

Using (33b), the second term can be reexpressed as 

([[n'] x [o"]][to']p'; I']l](A(ii')t~,lx ztEl]t~o~lll[[n ] x [o']][to]p; I)p ° 

= Y Y u([ to][2][ to ' ] [G];  [to"]--;  [too] po) 
[,o"] [n"]p" 

x U([tz][n][to"][2]; [to]p_; [n"]_p")([n"]l[zll[n]) 

x([[n ' ]  x [o-']][to']p'; l'lllA(ii')t~,~Jll[[n"] x [o-]][to"]p"; I)~o. (53) 

The matrix element of  A(ii ')  follows from eq. (51). The full result for the matrix 
element of  °t;;q(P)(°'o) - ~ ,  /~ is given as entry 7 in table 4. Note that the first term of eq. 
(52) leads to 9-j type SU(3) recoupling coefficient with one [0]. In the cases where 
multiplicity labels p~ and Po are not needed this could be converted to a U-coefficient 
as in entry 3. In the most general case, however, it is best left in the 9-j type form 
since some needed 1 ~ 2 SU(3) reordering transformations are then no longer simple. 

Entry 7 completes the list of needed reduced matrix elements for the one-body 
operators and pair creation and annihilation operators. Matrix elements for states 
with u' = u + 2 can be obtained from entries 3-5 via hermitian conjugation. Similarly, 
matrix elements of pair creation operators connecting states with u'= u can be 
obtained from entry 6 of  table 4 via 

([o-'][to'] z,'; I'lllA * ( ii') ~,)[ll[ o-][ to ] 1,; 1) 

/ (21+ 1) dim [to] (_  1)l+t+/p-r+,~+~o-~' 
~ ' ~ / ~  1) dim [to'] 

x ([o'][to]G IlllA(ii')(~2Hl[cr'][to']~/; I ' ) .  (54) 

The final results as catalogued in table 4 give the needed matrix elements in terms 
of, (1), readily available 18) SU(3) recoupling coefficients, (2), the K-matrix elements 
of  VCS theory which can be read from ref. ~4) or calculated by the techniques of 
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ref. 14), and, finally, (3), a few starting matrix elements of simple shell-model type. 
Examples of the latter are given for states of low heritage, u, in the appendix. In 
cases of greater u they can be calculated by standard cfp techniques. Table 4 includes 
all possible SU(3) multiplicity labels. For states with u <~ 2 most of these never come 
into play. The label, po, which is part of the k-space SU(3),/-space SU(2) reduced 
matrix element, is needed only for entries 4 and 7 and the special case (too)= 
(11), (to') = (to). Note that the Po dependence arises entirely from the SU(3)-recoup- 
ling coefficients in the expressions for the reduced matrix elements. In the codes of 
ref. ~s) these are matched by the Po dependence in the SU(3) D SO(3) reduced Wigner 
coefficients which are needed to construct the full matrix elements via eq. (26). 

Although some of the entries of table 4 involve a number of SU(3) Racah 
coefficients and summations over U(3) quantum numbers, these coefficients can be 
given in analytic form in certain very simple cases and the sums can be performed 
to lead to fairly general analytic formulae. E.g., for [too] = [0] and u = u' = 1 so that 
[o-] = [1], entry 7 of table 4, together with entries 4 and 6 of table 3, lead to the 
simple results, (valid for Ip # 0), 

([[1] x [n]][to]; i]]]P(ii')~t°lll][[1 ] x [n]][to]; i') 

(1) f o r [ t o ] = [ n l +  ln2n3]: 

_ ( 1 + 3 , , )  ( ~ v + l ) { ( ~ 1 2 - 2 ) ( ~ 1 2 + l ) - 2 n ~ ( 2 1 2 + l ) - 2 ( n 2 + n 3 ) }  (55a) 
2 ~/3(2/+1) (20 -2)(~/-2 + 1) ' 

(2) for [to] = [nln2+ ln3]: 

(1+8.,)  ( ~ p + l )  [(2D)2 + ( 2 0 ) - 2 -  2n2(}0 + 1 ) -  2(nl + 

(3) for [to] = [nin2n3+ 1]: 

(1 + t S i i , ) a ~  ~ (~12)2 + 3(~/2) - 2 -  2n3(2g2 + 1 ) -2 (n ,  + nz)} 
= 2 V 3(2i+ l i  ( ~ - ~ ~  . , (55c) 

where we have used the simple starting matrix elements of P(ii')(~ )t'°°l from the 
appendix. 

With Ip = 0, the operator 

~, ~ )  P l i i  ~(s)(°°) - Nor, (56) 1 ? I p = O  ~ 
i 

is the simple number operator. In this case, entry 7 of table 4 together with entries 
4 and 6 of table 3 verify that the diagonal matrix element of this operator is simply 
the total number of particles, N = o-1 + o-2 + o-3 + nl + n2 + n3. Similarly, the operators 

E ~ 1 )  P¢ii ~(~)~N) - C (m I KM~,I~o-- ~t~ (57) 
i 

are the SU(3) generators. Although their matrix elements follow at once from the 
general theory of generator matrix elements of ref. 14), entry 7 of table 4 verifies 
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that the reduced matrix elements of this operator are given in terms of the SU(3) 
Casimir invariant by 

<[~3[,o3~; IIII Z ~ 1 )  P(ii)~ol)lll[o][a,]u; I)po 
i 

] 2 r  ~ 2 _jr. 2 = 6po, v~ta,o tz ~ + ao,/z~ + 3(,L~ +/z,,)] (58) 

Note that only the Po = 1 matrix element survives for this SU(3) generator. 
It should be noted, in particular, that the z-space realization of the SU(3) generator, 

L ~ + 1) r (e ( i i )  ~)~__O)o), as given by eq. (12d) is quite different from the "standard" 
z-space realization as given by eq. (12) of ref. 14). The latter involves z-derivative 
operators. It is well known that coherent state realizations of operators are not 
unique due to the overcompleteness of coherent states. It is, however, gratifying to 
note that two quite different realizations, F (O) ,  for the same operator lead to the 
same final matrix elements. In similar fashion, the operator 

E ~/3( 2i + 1) a(ii)~°~l,=o (59) 
i 

is the pair annihilation generator of Sp(6) whose matrix elements follow most simply 
from eqs. (31) and (29) of ref. ~4) through its simple z-derivative realization, eq. 
(12) of ref. 14). Entry 3 of table 4 again verifies this simple result, demonstrating 
again that two quite different realizations, I ' (0 ) ,  of the same operator lead to the 
same matrix elements. 

Another interesting special case involves the states with u =2, [o-] =[2] and 
[w] = In00] where n is the total particle number, (an even number), i.e., states of 
highest possible SU(3) symmetry. In this case entry 7 of table 4 leads to 

([2][w] = [n00]; [i x i]I']llP(ii)~s)t~ol]ll[2][w ] = [n00]; [i x i]I) 

- L  ( 30 - 4 )  j 2  3~f-C~i-~) u(Ii i ' i ;  ilp)Fto, o~ , (60a) 

with F~oo~ = 1, F~I) =, /2 (n+3) /n .  (60b) 

where we have used the starting reduced matrix element of P(ii)~ ~t~'°j between states 
of type [2]; [i x i]I from the appendix. Other cases with different combinations of 
i, i' with i # i' follow from the analogous reduced matrix elements of the appendix. 

Another important matrix element for these simple u = 2 states is the u-breaking 
matrix element with u ' =  0. Entry 4 of table 4 now leads to the simple value 

fro-'] -- [0][n00]; I ' =  o[llP(ii')~")t°~°~]ll[o-] -- [2][w] = [n00]; [i × i']I) 

~/ (~n- ~) 
= ,/2(1 + 6,,) (2x/'(~T 1) (]12)(20 _ 2) ft.,oj, (61a) 

wi thfoo)= 6~-~n, f , 1 ) = ~ + 3 ) .  (618) 

Eqs. (60) and (61) have been derived by Ginocchio 19). 
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5. Summary 

Very general expressions have been given for the matrix elements in the Sp(6) 
U(3) basis of  the fermion dynamic symmetry model of single-nucleon creation and 
annihilation operators, of  the most general one-body operators, and of the pair 
creation and annihilation operators. These expressions reduce the general matrix 
elements for arbitrary nucleon number, n, and arbitrary U(3) representation, to 
those for nucleon numbers u and u' where these are the S, D-pair seniority numbers 
which come into play. Effectively, an n-particle calculation has therefore been 
reduced to one involving u (or u') particles. The matrix elements depend only on 
readily available SU(3) recoupling coefficients 18) and on the K-matrix elements of 
VCS theory. For states with u ~< 2 the latter have been given in general analytic 
form 14). If  the low-lying states in real nuclei are dominated by states of low heritage 
it becomes feasible to evaluate nuclear matrix elements of the most general operators, 
with /-space spins different from zero. An earlier study by Halse 20) in the sd shell 
has shown that the u = 0 states have very little overlap with the eigenfunctions of 
a realistic shell-model hamiltonian, so that the validity of the low heritage model 
is open to serious question, at least for very light nuclei. With the techniques of this 
investigation it should now be feasible to make an honest test of the validity of the 
fermion dynamic symmetry model in rotational nuclei in the actinide region, where 
the Sp(6) ~ U(3) branch of the model may have some applicability. 

Appendix 

STARTING MATRIX ELEMENTS 

The simple starting matrix elements connecting states of heritage, u, to states of 
heritage u ' =  u, or u + l ,  u + 2 ,  via the operators b,, b*~, A(ii ') ,  or P(ii') can be 
calculated by standard shell-model techniques. For u(u')<~2 the results are very 
simple. For u ( u ' ) ~ 3 ,  standard cfp techniques can be used. For u(u')~<2 the 
single-nucleon creation (annihilation) operator matrix elements are 

([1]; illlb~lll[o]; o)-- 1, (A.1) 

([03; 01ll/;,]ll[ 1]; i) = ~ 1), (A.2) 

([o-']; [i x i']I'lllb~,lll[1]; i) = - ~ ( 1  + ~.,), (m.3) 

([or']; [i x i']I'[llb*~ll[[1]; i') = ~ + 6,,) ( -1)  '+''-''+~' , (A.4) 

([1]; i'lll/~,ll[[cr]; [i × i ' ]I)= x/O + 6,,,) ~ f d i 3 [ ° ' ]  (2I + 1) (A.5) 

i 

( 2 i ' + 1 ) '  

. , / d i m [ g ]  (2 I+1)  (_1),+~,_,+1+ a (A.6) 
([1]; illl/~,,l[l[o-]; [ i x  i ']I)=q"~+6ii .)  ~1 -3 (2i+1~ 

with [o~] or [or'] =[2] or [11]. 



K.T. Hecht, J.-Q. Chen / Matrix elements 397 

Matrix elements of A(ii ')  and P(ii') can be obtained from these via intermediate 
state sums which lead to the relations (valid for general [tr] and [o-']). 

([o.']; I'[llA( ii')t~AIll[ o-]; I) 

= Y. Y. U([o-][ l l ] [o- ' ] [ l l ] ;  [o-"][~p])U(Ii'I'i; I"Ip) 
[ o-"] r '  

X(--1)i+r-lp+';'P([Or']; I'lllt;?']lll[o-"]; I")([ tr"] ;  I"lllt;~,~'~lll[o-]; I} (m.7) 

and 

<[o-']; I'lll[b7 x ~g,,]E,7ollll[o-]; I).oo 
= Y~ Z U([o'][l l][cr '][1];  [~r']__; [Wo]_po)U(Ii'I'i; I"Io),  

[ o-"] r '  

x(-1)'+"-'o+°So([~'];/'l[Ib~t'llll[~']; I")([o-"]; I"]llt;l;'~[[l[~]; I) .  (A.8) 

Interesting special cases include 

([o"]=[O];Oll[a( i i ' )~A][l[o '];[ ix i ' ] I}=~/dim[o'](2I+l)( l+~. , ) ( -1)  '+a , (A.9) 

with [~] = [2], [11]; 

([o"] = [1]; il[[P(ii')~)<~'°)lll[o" ] = [1]; i') 

1 [ ( 2 I  v + 1) dim (Wo) (1 + 8.0 (A.10) 
= 2 V  3(2i+1)  

([or'] = [1]; i'[[[P(ii')~7,)u°°)[l[[o ] = [1]; i) 

1 4 ( 2 I p  + 1) dim (Wo) (_a)i+r_z ( 1 + 6,,) (A.11) 
= q:2 3(2i '+ 1) 

with upper [or lower] sign for (p) = (s) [or (p) = (a)]. 

([2]; [i x i ]I'[[[P( ii) ~)(°'o)H[[ 2 ][ i x i ]I) 

5 ( 2 1  + 1)/(Wo) 
= 2  V ~ - - ~  U(liI ' i ;  ilp), (A.12) 

([2]; [i x i ]I'[[[P( ii') ~)~'o)[[[[ 2 ][ i x i']I) 

= ~ / (2 I+l ) f (oJo)  (_l)Z _ z U(Ii ' I ' i ;  ilp) (A.13) 
' q  6 (2 /+1)  

([2]; [ i 'x  i']I'[[[P( ii') ~)('°o)ll[[ 2 ]; [ i x i']I) 

J ( 2 I  + ~)f(ooo) = V ~ U(IiI ' i ' ;  i 'Ip), (A.14) 

([2]; [i x i']' I'[[[P( ii ) ~;)(~'o)][[[ 2 ]; [ i x i'] I) 

= (_  1),_;._ r , / ( 2 1 +  1)f(wo) ~1 ~ U(IiI ' i;  i 'Ip), (A.15) 



398 K.T. Hecht, J.-Q. Chen / Matrix elements 

([2]; [i X i'] i'lllP( ii') ~)~'%)lll[ 2 ][ i x i ]i) 

, / ( 2 1  + 1)f(o%) 
= V - 6 ~  U(IiI ' i ' ;  ilp), 

with  f ( ( O 0 ) )  = 1; and  f ( ( l l ) )  = 5. 

(A.16) 
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