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Abstract 

Blass, A. and A. Scedrov, Complete topoi representing models of set theory, Annals of Pure 

and Applied Logic 57 (1992) l-26. 

By a model of set theory we mean a Boolean-valued model of Zermelo-Fraenkel set theory 

allowing atoms (ZFA), which contains a copy of the ordinary universe of (two-valued, pure) 

sets as a transitive subclass; examples include Scott-Solovay Boolean-valued models and their 

symmetric submodels, as well as Fraenkel-Mostowski permutation models. Any such model M 
can be regarded as a topos. A logical subtopos % of M is said to represent M if it is complete 

and its cumulative hierarchy, as defined by Fourman and Hayashi, coincides with the usual 

cumulative hierarchy of M. We show that, although M need not be a complete topos, it has a 

smallest complete representing subtopos, and we describe this subtopos in terms of definability 

in M. We characterize, again in terms of definability, those models M whose smallest 

representing topos is a Grothendieck topos. Finally, we discuss the extent to which a model can 

be reconstructed when its smallest representing topos is given. 

1. Introduction 

We shall be concerned with models of set theory that are extensions of the 

ordinary universe V of (pure) sets. Among these extensions are the universes 

V(A) built from a collection of atoms, the Fraenkel-Mostowski permutation 

submodels of such universes, the Boolean-valued models VB of Scott and 

Solovay, and their symmetric submodels. Any model M of set theory gives rise to 

a topos, also called M, whose objects are the sets of M and whose morphisms 

x+y are those f E M that satisfy in M the formula If is a function from x to y’. 

The topoi obtained in this manner need not be complete, but Fourman [2] (see 
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also Hayashi [3]) showed how to associate, to many models M of set theory, 
Grothendieck topoi 8 (‘sheaf models’) that are essentially equivalent to M. The 

concept of ‘essentially equivalent’ used in [2,3] was that the first-order sentences 
in the language of set theory that are true in M are precisely those satisfied by a 
certain interpretation, which we call the Fourman-Hayashi interpretation, of the 
language of set theory given by 8. In fact, Fourman’s and Hayashi’s topoi 8 are 
equivalent to the corresponding models M in a stronger sense, first isolated in [l] 
and there expressed as ‘8 represents M’. 

The purpose of this paper is to clarify the connection between models of set 
theory and complete topoi by analyzing the relation ‘8 represents M'. One of our 
main results exhibits, for each model M of set theory extending V, a canonical, 
smallest, complete topos representing M. We also discuss whether and how a 
model M can be recovered from a representing topos. 

2. Models of set theory 

The models of set theory that we shall work with are Boolean-valued models of 
ZFA that extend the universe V of all pure sets. We begin by spelling out what 
this means. 

ZFA is the first-order theory, in the language with a binary predicate symbol E 
and a constant symbol A, that is like Zermelo-Fraenkel set theory (ZF) except 
for allowing a set A of atoms. A Boolean-valued model M of ZFA consists of a 
class M, a complete Boolean algebra S?, a distinguished element A (or A, when 
there is danger of ambiguity), and two binary operations ](x = y]] and ]]x E y]( 
(also written with subscript M when necessary) on M with values in 9, such that 
the ZFA axioms have truth value 1, where truth values of formulas are defined 
inductively, starting with ](x = y I] and [Ix E y (1 for atomic formulas and using the 
finitary (respectively, infinitary) Boolean operations of 93 for the propositional 
connectives (respectively, quantifiers). We also require that M satisfy the 
following ‘patching principle’. If bi (i E Z) are elements of 93 and xi (i E I) are 
elements of M with IlXi = xi I] 2 bi A bj for all i, i E I, then there exists x E M with 
]]x = xi]] 2 bi for all i E I. Any M not satisfying this patching principle can be 
enlarged to one that does satisfy it, without altering any truth values; just adjoin 
all possible ‘patched together’ elements. We also identify any two elements 
x,y EM for which 11x =y]] = 1. 

To say that M is an extension of V means that there is a mapping V+ M, 

written x HX’, such that, for all x E V and z E M, 

lb = 41 = yyx lb = y’ll. 

By the convention at the end of the preceding paragraph, this equation uniquely 
determines x’ by recursion on x; we are demanding that such an X exists for every 
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X. We also require that M contain no extra ordinals after those of V; that is, for 
all 2 E M, 

11,~ is an ordinal11 = 
aa”oJLnf”“= = &“. 

(The requirement here is s ; it is easy to check that 3 follows from the 
definition of “.) 

Finally, for technical reasons, we impose some smallness requirements. 
Although A4 can (indeed must) be a proper class, we insist that the Boolean 
algebra 23 of truth values be a set and that there be only a set of x E M such that 
]]x EA or x = 011 = 1. It then follows, by induction on CE; that there are only a set 
of x EM with 11~ has rank G&l/ = 1 and indeed that, for each b E 8, there are 
only a set of x E M with [Ix has rank s&II a b modulo the equivalence relation 
11x =x’II 2 b. Using the facts that ]](Vy) y has an ordinal rank11 = 1 and M has no 
extra ordinals, we infer that, for every y E M and every b E 92, there are only a set 
of x E M with [Jx E y I( 2 b, modulo the equivalence ]]x =x’]( 2 b. 

Henceforth, when we refer to models of set theory, we shall mean models 
satisfying all the requirements set forth above. We observe that the Scott- 
Solovay Boolean-valued models V s and their symmetric submodels (as defined 
in, e.g., [4, Chapter 51) are models of set theory in this sense, with A = 0. Also, 
the universes V(A) built from a set A of atoms, as well as their permutation 
submodels (as in [4, Chapter 4]), are models of set theory with the two-element 
Boolean algebra as 93. Examples with both A and 93 nontrivial are obtainable as 
Boolean-valued extensions of V(A) or submodels thereof. 

Any model M of set theory gives rise to a category, also called M, as follows. 
Objects are the sets of M, those x EM which are definitely not atoms, i.e., for 
which [Ix E AlI = 0. Morphisms from x to y are those f E M for which Ilf is a 
function from x to yl] = 1. The composite of f and g is the unique h such that 
(Jh =f 0 gll = 1, where 0 refers to the usual definition of composition of functions 
in set theory. Note that the patching property of M is needed to ensure the 
existence of h as well as the existence of identity morphisms. It is straightforward 
to check (using patching repeatedly) that the category M is a topos. For example, 
the power object of x is the unique y such that 11 y is the set of all subsets of 
x(1 = 1. In particular, the truth value object of this topos is 2, whose global 
sections (elements x E M with IJx = b or x = ill = 1) are identified with the 
elements of .% (X being identified with JIx = ill). M has a natural numbers object, 
namely & Our smallness requirements on M ensure, as indicated above, that 
each object x has only a set of points 1+x; applying this with x = ub, we find that 
there are only a set of morphisms b + a, so the category M has small horn-sets. 

In general, the topos M need not be complete; in fact, the coproduct of 
countably many copies of i need not exist. To see this, note first that, if this 
coproduct exists, then it is the natural numbers object &. But then, given any 
sequence (in the real world) of elements X, E M, there would have to be anf E M 



4 A. Blass, A. Scedrov 

with ]]fis a function on till = 1 and ]lf(fi) =x,1] = 1 for all n. That is, M would be 
closed under o-sequences. But there are plenty of models that are not closed 
under o-sequences, for example, the basic Fraenkel model [4, p. 481 or the basic 
Cohen model [4, p. 661 or indeed any model violating the countable axiom of 
choice. 

3. Representing topoi 

Fourman [2] and Hayashi [3] observed that, if 8 is a complete topos and A is 
an object of 8, then one can define a cumulative hierarchy V,(A) over A by 

V,(A) = A, V,+,(A) = A + power set of V,(A), 

and, for limit ordinals Iz, 

K(A) = lim_,<~ V,(A), 

where the colimit is taken with respect to transition maps defined by recursion 
simultaneously with the objects V,(A). Fourman and Hayashi used this hierarchy 
to interpret the language of ZFA in 8 (using the object A of 8 to interpret the 
constant symbol A of ZFA). The essential idea is that quantifiers restricted to 
objects of 8 can be interpreted as in the internal logic of 8, and unrestricted 
quantifiers can be interpreted as if they were restricted to V,(A) for large enough 
a. This works because horn-sets in 8 are small, so restricting a quantifier to 
V,(A) produces a truth value that is independent of (Y once LY is large enough. 

.As in [l], we say that a complete topos 8 represents a model M of set theory if 
8 is a logical subtopos of M (i.e., a subcategory such that the inclusion functor 
8 c, M preserves the topos structure), 8 contains the object A (the set of atoms) 
of M, and the Fourman-Hayashi hierarchy V,(A) over A in 8’ coincides with the 
usual von Neumann hierarchy in M (i.e., IlV,(A) is the set of all atoms and all 
sets of rank <&II = 1). 

To clarify this concept, we consider a fairly typical example. Let M be the basic 
Fraenkel model, defined as follows. Let V(A) be the universe built from a 
countable set A of atoms by iterating the power set operation through all the 
ordinals. The group 99 of all permutations of A acts on V(A) as a group of 
automorphisms. An element of V(A) is called symmetric if it is invariant under a 
subgroup of % of the form 

Fix(F) = {n E % ( n(u) = a for all a E F}, 

for some finite F s A. Then M consists of the hereditarily symmetric elements of 
V(A), i.e., those x E V(A) such that x, its members, their members, etc. are all 
symmetric. It is well known that M is a model of ZFA in which the countable 
axiom of choice fails. By the remarks at the end of the last section, the topos M is 
not complete. 
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Let 8 be the subcategory of M consisting of those objects and morphisms that 
are invariant under the whole group 3, not just some Fix(F). Then 8 is a logical 
subtopos of M, because the topos structure of M is preserved by the action of 3. 
Furthermore, unlike M, 8 is complete. The coproduct of any family %-objects Xi, 
indexed by a pure set Z, can be taken to be the disjoint union 

{(i, x) 1 i E I and x E X,}, 

because, if J :Xi+ Y are %-invariant, then the induced function f on the disjoint 
union, given byf(i, x) =f;(x), is also 9% invariant. (Contrast this with the situation 
in M. If each f; is Fix(&)-invariant, then f need only be Fix(u, Z$)-invariant, so if 
lJi 4 is infinite, then f need not be symmetric.) Products can be handled similarly 
in 8. Finally, it is straightforward to check that in ‘8’ (unlike M) the set of atoms 
and sets of rank <A is, for limit )3, the colimit of the corresponding sets with A. 
replaced by (Y < A. This provides the limit stages in an inductive proof that the 
von Neumann hierarchy of M coincides with the Fourman-Hayashi hierarchy 
over A in 8; the successor stages of the induction are automatic since both 
hierarchies use power sets at successor stages. 

These considerations show that 8 is a complete topos representing M. Other 
examples, with the same M, can be obtained by replacing $2 with a suitable 
subgroup. For example, choose one particular atom Q,, E A, let 9& = Fix{ao}, and 
let 8’ consist of the objects and morphisms of M that are invariant under %& 
Then $’ is also a complete topos representing M. 

As an abstract topos, 8’ is equivalent to ‘8. Indeed, 8 is the topos of 
continuous S-sets (where 92 has the topology generated by the subgroups Fix(F) 
for finite F E A), 8’ is the topos of continuous q-sets, and 59 is isomorphic to 9&. 
As subtopoi of M, however, Z? and 8’ are quite different. For example, in 8 the 
object A has only two subobjects, namely 0 and A, but in E’ there are also {uO} 
and its complement. 

As subtopoi of M, 8 and 8’ are related as follows. 87 can be obtained from 8 
by adjoining a point in A, namely the morphism i-A with value a,. More 

precisely, the slice topos 8/A is equivalent to 8’ via the functor sending XLA to 
f-‘{uO}, and this equivalence fits into a commutative diagram 

where the functor S?+ 8/A is the standard embedding sending X to the 
projection X x A + A. 

The idea that led to 8’ can be iterated. Choose n distinct atoms a,, . . . , a,_,, 

and let 8”) be the subtopos of M consisting of objects and morphisms invariant 
under Fix{uO, a,, . . . , a,_,}. Then %@) . is a complete topos representing M. M is 
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the colimit of the system of logical inclusions 

8%8’%* . .Qgp)c,(“+l)c,. . . 1 

in which each topos is equivalent to a slice topos of its predecessor, 

$?+l) = @'/(A - {ao, al, . . . , u,_~}). 

The preceding discussion of the basic Fraenkel model has an analog for the 
basic Cohen model. This model consists of those elements of the Boolean-valued 
model V %, with X,, Cohen reals, that are hereditarily symmetric with respect to 
the group % of automorphisms of 9? that permute the X0 Cohen reals. This model 
is not a complete topos, but for each II E w the subtopos @“) of objects and 
morphisms invariant under all permutations fixing the first n Cohen reals is a 
complete topos representing the model. The model is the colimit of the sequence 
of these subtopoi, and in this sequence each %(“+l) is a slice topos of its 
predecessor “6’). One difference between the basic Franekel model and the basic 
Cohen model is that for the former any representing subtopos must, by definition, 
contain the set A of atoms, but for the latter a representing subtopos need not 
contain the specific set of Cohen reals that were adjoined to form V? For 
example, we could let %+ be the group of automorphisms of 93 generated by the 
YI above plus the automorphism that replaces each of the Cohen reals (viewed as 
a subset of o) with its complement. Then the %+-invariant objects and 
morphisms of M constitute a representing subtopos properly included in g(O). 
(The crucial property of %+ that makes this work is that it normalizes the filter of 
subgroups of Ce used in defining symmetry and thus in defining M.) 

As mentioned in the Introduction, ‘representing’, as a notion of ‘equivalence’ 
between a topos 8 and a model M, is stronger than the equivalence relation of 
‘matching truth values’ used by Fourman and Hayashi [2, 31. Indeed, if 8 
represents M, then the inclusion 8 4 M preserves the interpretations of member- 
ship, equality, logical connectives and bounded quantifiers (as it is a logical 
morphism) as well as the hierarchies (of Fourman and Hayashi in 8 and of von 
Neumann in M). Furthermore, the interpretation of unbounded quantification as 
a limit of bounded quantification over V,(A) as (Y increases, which is a matter of 
definition in the Fourman-Hayashi interpretation, is also correct in M because it 
is provable in ZFA that the V,(A) exhaust the universe. Thus, the inclusion 
8 L, M preserves all truth values. 

4. Minimal representing topoi 

In this section, we shall construct, in every model M of set theory, a smallest 
representing subtopos. We begin by considering what elements of M must be in 
every representing topos 8. 
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First, the definition of ‘representing’ explicitly requires that, for each ordinal (Y, 
the unique element x E M satisfying [lx is the set of all atoms and all sets of rank 
<all = 1 must be in 8; indeed, this x must be the object V,(A) of the 
Fourman-Hayashi hierarchy over A in 8, and we henceforth refer to it as V,(A), 
even when we are discussing M and not ‘8. 

Second, we shall see that, for every x E V, i is in 8. Before proving this, 
however, we must sort out two possible meanings of ‘x’ is in 8’. Suppose x has 
rank a, so x’c V,(A) and x’ E V,,, (A) with truth value 1. (The A’s here are 
unnecessary but harmless, as x is a pure set.) We can ask that i be ‘in 8’ as a 
subobject of V,(A) or as a point i-, V (y+1(A). That these two meanings are 
equivalent follows from the fact that V,,, (A) is A + power set of V,(A). Note 
that it then also follows that X is in 8 as a point i+ VP(A) for all @ > IX. 

Now to prove that K is in 8 (in any or all of these senses), we proceed by 
induction on the rank (Y of X. Suppose then that every 9, for y E X, is in 8 as a 
morphism y’: i+ V,(A) (since y has rank <a). Let C be the coproduct of i’s 
indexed by x (which exists as 8 is complete), and let f : C+ V&A) be the 
morphism that agrees with j; on the yth copy of 1 in C. Then f is x’ as a subobject 
of V,(A). Thus x’ is in 8 in one, hence all, of the senses described in the 
preceding paragraph. 

Third, consider any element z EM that is definable over V U {A} in the 
following sense. There is an (1: with llz E V,(A)11 = 1, and there is an x E V of rank 
<LY, and there is a formula q(uO, v,) in the language of ZFA such that l/z is the 
unique element of V,(A) satisfying ~(2, x’) in V,(A)11 = 1. Then z, as a morphism 
l--t V,(A), is in 8 because it is definable in the internal logic of 8, using ~1 with 
all bound variables viewed as having sort V,(A) and with zll substituted by 
x’ : l+ V,(A). It follows, of course, that z is also in 8 as a subobject of V,(A). 

Finally, suppose z E M and z is definable in the following sense. There is x E V 
and there is a formula q(uO, ul) in the language of ZFA such that llz is the 
unique element satisfying ~(z, x’)ll = 1. Then, by the reflection principle of ZFA, 
z is also definable in the sense of the preceding paragraph, hence is in 8’. The 
converse also holds; if z is definable in the sense of the preceding paragraph, then 
also in the sense of the present paragraph, since V&A) is definable from &. We 
refer to these two equivalent notions of definability as V-definability since 
parameters of the form x’ for x E V are allowed; notice that the set A of atoms is 
also allowed as a parameter, since the defining formulas are in the language of 
ZFA which has a constant symbol for A. 

What we have done here closely resembles the familiar notion of ordinal 
definability (see [4, p. 421 and [6]) with additional parameters allowed, so a few 
words may be in order to clarify the connection and prevent possible confusion. 
We can define a unary predicate, or class, v of ‘standard pure sets’ in A4 by 

llz E VII = V” IIZ =x’ll. 
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Then the formula ‘z is ordinal definable with parameters from V U {A}’ makes 
sense, i.e., has a truth value for each z EM. If z is V-definable, then this truth 
value is clearly 1. But the converse can fail. The point is that z may be definable 
using a parameter p which equals various R’s with various truth values. For 
example, if b E 53 is any truth value, then the unique z with J]z = 611 = lb and 
]]z = i]] = b is certainly ordinal definable over V U {A} with truth value 1, being 
an ordinal with truth value 1. But this z will be V-definable only if b = 11 q$X)ll for 
some ZFA-formula cp(v) and some x E V, and this will not be the case if, for 
example, M is VyB and b is moved by some automorphism of 53. This example 
also shows, since 0 and i are V-definable and ]]z = ii or z = iI] = 1, that 
V-definability does not coincide with any internal concept in M. (Of course, the 
distinction between V-definability and ordinal definability over V U {A} depends 
upon the nontriviality of 3. If M is two-valued, then the distinction disappears.) 

Theorem 1. Let M be any model of set theory. Its V-definable objects and 
morphisms constitute the smallest (up to equivalence) complete subtopos repre- 
senting M. 

Proof. We have already seen that, if 25’ represents M and x is a V-definable 
element of M, then x is in 8 as a subobject of some V,(A). If we assume, as we 
may if we care about categories only up to equivalence, that 8 is closed under 
isomorphisms, then x itself is an object of ‘8 and its inclusion map into V,(A) is a 
morphism of 8. If f :x-y is V-definable, then, since f, viewed as a point 
l+ I/,(A), is in 8 and f viewed as a morphism x --, y is internally definable from 
this point, it follows that f is in 8 as a morphism x-y. Thus, any representing 
subtopos 8 of M must include the category of V-definable objects and morphisms 
of M. It remains to prove that this category is itself a representing subtopos of M. 

That it is a logical subtopos is easy to see. The product of two V-definable sets 
and the power set of a V-definable set are clearly also V-definable along with the 
relevant structure (projections for the products, membership relation for the 
power sets), and the adjointnesses clearly preserve V-definability. 

To see that the topos of V-definable sets is complete (even if M is not), we 
need some preliminary considerations about V-definability. Specifically, we need 
a version, appropriate for the present context, of the theorem of [6] that there is a 
single formula that suffices for all the definitions involved in the notion of ordinal 
definability. Let 6(v,, vi) be a formula, in the language of ZFA, expressing ‘vi is 
an ordered triple (x, y, z) such that x is a formula in the language of ZFA with 
just two free variables, y is an ordinal, and vg is the unique object such that the 
formula x becomes true when its free variables are interpreted as v0 and z and its 
bound variables are interpreted as ranging over atoms and sets of rank <y’. 
Notice that, if u is V-definable in M as the unique solution of ~(u, p) in V,(A), 
then the same u is also definable as the unique solution of S(u, ( rp, a; p) “) in M 
or in V,(A) for any /3 > CU. Thus, in the concept of V-definability, we may assume 
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that the defining formula is always 6 and that only the parameters vary. Note also 
that the same definition works in all sufficiently large V,(A). 

We now show that the topos of V-definable sets in M is complete by 
constructing a product for an arbitrary indexed family xi (i E Z) of objects, where 
Z E V. (Cocompleteness can be proved similarly or deduced from completeness 
via [7].) By the preceding discussion (and the axiom of choice in the metatheory, 
i.e., in V), we can fix an indexed family of parameters p = (P~)~., E V such that, 
for each i, Xi is (with truth value 1 in M) the unique solution of 6(Xi, iii). Now let 
17 be (with truth value 1 in M) the set of all functions f with domain i such that, 
for every i E Z, f(i) is a member of the unique set x satisfying 6(x, the ith 
component of p’). The idea here is simply that 17 is the product, in M, of the 
family of Xi’s. The somewhat awkward definition is needed because it is not clear 
a priori that there is such a family (or product) in M; although each xi is in M, the 
family was given in V. The definition shows also that 17 is V-definable, the 
parameters in its definition being Z and ~5. It is clear that, for each i E I, the 
projection map ZZ-,xi sending f to (the element of M that is with truth value 1) 
f(i) is V-d fi bl ( e na e using i’ as an additional parameter). Finally, to check that ZZ 
with these projections is the product of the Xi’s, let V-definable maps gi :y+xi be 
given. Again, use choice in V to fix a system q = (qi)isl E V such that gi is defined 
by 6 with parameter qi. Then the unique map g : y + 17 whose composite with the 
ith projection is gi is given by the following definition: g is the function with 
domain y such that, for each z E y, g(z) is the element of ZZ whose value at any 
i E i is the same as the value at z of the unique function h satisfying 6(h, the ith 
component of 4). This definition shows that g is V-definable and thus completes 
the proof that the topos of V-definable sets is complete. 

To finish the proof that the topos of V-definable sets represents M, we must 
show that it contains A and that its Fourman-Hayashi hierarchy over A coincides 
with the von Neumann hierarchy in M. That A is V-definable is obvious, since the 
defining formulas are allowed to mention A. That the Fourman-Hayashi and von 
Neumann hierarchies agree is proved by transfinite induction. Both hierarchies 
begin with A at level 0 and form A plus the power set of the previous stage at 
successor stages, so the crux of the proof concerns limit stages. Writing, as above, 
V,(A) for the cuth level of the von Neumann hierarchy, i.e., the (element of M 
that is with truth value 1) the set of atoms and sets of rank <&, we must show 
that, for each limit ordinal ;1, V,(A) is the colimit of the system of I/,(A), for 
(Y < 1, with the obvious inclusion maps. 

The uniqueness clause in the definition of colimit is easy to check and has 
nothing to do with V-definability. Indeed, if g and h are distinct morphisms 
V,(A)+ y in M, then the truth value 

))g #h(J = ((3x (x an atom or a set of rank <A, and g(x) # h(x))lj 

= (13cr < n 3x (x an atom or a set of rank <(Y, and g(x) f h(x))11 

= m’A lk 1 v,(A) f h 1 K@)lI 
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is nonzero. Then, for some e! <3c, ]]g 1 V,(A) #h ) V,(A)11 f0, so g and h have 
distinct restrictions to V,(A). 

It remains to verify the existence clause in the definition of colimit; this 
verification is similar to the earlier verification that 17 is a product. Let 
V-definable maps g, : V,(A) + y be given for (Y < II, with g = g, 1 V,(A) whenever 
cr</3<A. UsingchoiceinV, fixp=(p n ) a<A E V such that g, is defined by 6 with 
parameter pa. Then we can define a map g : V,(A)+=), having the g,‘s as 
restrictions, as follows. For each z E V,(A) and each (Y <A, if z is an atom or has 
rank <a, then g(z) equals the value at z of the unique h such that 6(h, the &h 
component of ii). It is easily verified that this defines a unique g, with the correct 
restrictions, and it is clear that g is V-definable. This completes the verification 
that V,(A) is the colimit of the previous V,(A)% in the topos of V-definable sets 
and thus also the proof that this topos represents M. 0 

The topos 8 of V-definable objects and morphisms of M, being complete, 
admits a (unique up to isomorphism) geometric morphism to the topos V (see [5, 
p. 1191). We note for future reference that, for any set Z, its image in 8 under the 
left-adjoint part of this geometric morphism, namely the coproduct of an 

Z-indexed family of copies of i, can be taken to be i, with injections i&i given by 
the points i : l+ I. 

5. Relative definability 

To analyze further the minimal representing topoi obtained in the preceding 
section, we need some information about relative V-definability. The present 
section is devoted to this information; it will be applied to representing topoi in 
subsequent sections. Let M be a model of set theory, and let x and y be elements 
of M. We say that x is V-definable from y and we write x <y if there is a 
V-definable function f such that Ilf (y) = XII = 1. An equivalent statement is that x 
is the unique element of M satisfying (with truth value 1) some formula with y 
and some p as parameters. As in our earlier discussion of V-definability, it does 
not matter whether the formula is interpreted in M or in some sufficiently large 
V,(A), and a single formula can be used for all definitions (with only the 
parameter p varying). Clearly, s is a pre-ordering; the associated equivalence 
relation x s y sx is written x = y, and the equivalence classes [x] are called 
V-degrees. (For technical reasons, we use Scott’s trick and define [x] to be the set 
of y of least rank satisfying x =y ; thus [x] is a set rather than a proper class.) The 
pre-order s induces a partial order, also written S, on the V-degrees. The 
V-degrees form an upper semilattice, the least upper bound of [x] and [y] being 
[(x, y)], and the V-definable sets constitute the smallest V-degree. 

For the further study of V-degrees, we use the following result, which seems to 
be of some independent interest. 
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Theorem 2. For each x EM, there is a smallest V-definable d such that 

I1.x E dll = 1; here ‘smallest’ means that, for any other V-definable d’ with 

/Ix E d’J( = 1, Ild E d’(l = 1. 

The proof will be simpler if we first adopt the following conventions. Recall 
that 6(v,, ui) is a fixed formula such that, asp ranges over V, 6(v0, p’) defines all 
V-definable sets in M. We can easily arrange that IlVv, 3! uO 6(v,, v,)]l = 1, 
simply by replacing 6(v,,, vi) with 

[6(v,, VJ A 3! vg 6(v,, ZJi)] v [u, = 0 A Yl! 210 6(v,, VI)]. 

Then let Def be the operation defined in ZFA by VU, 6(Def(v,), v,). So the 
V-definable elements of M are precisely the elements Def(ii) for p E V. 

Proof of Theorem 2. Let x E M be given. Working in V, temporarily fix a large 
ordinal (Y, and let P be the set of all p of rank <cy such that 

[IX E Def(ii)ll = 1. 

Let d be the unique element of M such that 

I(d is the intersection of the sets Def(u) for u E PII = 1. 

Clearly, d is V-definable (with P as parameter). Also, since 

lb E PII = VP lb =p’ll, 

it follows from the definition of P that (IX E dll = 1. Suppose d’ is another 
V-definable set with IIx E d’l( = 1. If d’ = Def@) with p of rank <cu, then p E P, 

so Ild s d’l( = 1. To remove the rank restriction on p, let (Y no longer be fixed and 
observe that as (Y increases, d decreases. Since a set in M cannot have a proper 
class (in the metatheory) of subsets, it follows that d is independent of (Y once (Y is 
large enough. For this stable value of d, the argument above, showing that 
Jld E d’JI = 1, applies regardless of the rank of p, since we can increase ry to 
exceed this rank. 0 

The set d given by Theorem 2 will be called the V-definable hull of x and 
written Hull(x). 

Corollary. There are only a set of V-degrees below any given V-degree [xl. The 

ordering of these V-degrees is canonically isomorphic to the ordering of the 

V-definable partitions of Hull(x) by the relation ‘coarser than’. 

Proof. Consider any y sx, and fix a V-definable f with II f (x) = y 11 = 1. Since f 

and Hull(y) are V-definable, so is f -’ Hull(y), which contains x (with truth value 
1) and therefore includes Hull(x) (with truth value 1). Replacing f with its 
restriction to Hull(x), which is still V-definable and maps x to y, we can assume 
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that f:Hull(x)+Hull(y) (with truth value 1). The range off is V-definable and 
contains y, hence includes all of Hull(y). So Ilf maps Hull(x) onto Hull(y)11 = 1. 
Furthermore, f is uniquely determined by the information that it is V-definable, it 
sends x to y, and its domain is Hull(x). Indeed, if f’ were another such function, 
then the set {t E Hull(x) 1 f(z) =f’(z)} would be a V-definable set that contains x 
and would therefore equal all of Hull(x). 

Associate to y the V-definable partition of Hull(x) consisting of the fibers off 
(i.e., the pre-images of singletons). If z s y, say with z = h(y) and h V-definable, 
then the partition associated to z consists of the fibers of h 0 f (as h of sends x to z 
and is V-definable), hence is coarser than the partition associated to y. 

Conversely, suppose z <x and the partition associated to z is coarser than the 
partition associated to y. Let g:Hull(x) +Hull(z) be definable and send x to z. 
The coarseness assumption says that each fiber off is included in a (unique) fiber 
of g. But then we can define a V-definable mapping h : Hull(y)-, Hull(z) as the 
set (in M) of ordered pairs (f(u), g(u)) with u E Hull(x). This h sends y =f(x) to 
z=g(x). sozsy. 

Finally, we observe that every V-definable partition P of Hull(x) is associated 
to some y sx. Indeed, we can take y to be the element of P that contains x; the 
V-definable map that sends x to y is just the canonical projection Hull(x)+ P and 
the partition it induces is P. 

This shows that, below x, the relative V-definability ordering corresponds to 
the ‘coarser than’ ordering of partitions of Hull(x). In particular, if y, z sx, then 
y = z if and only if the associated partitions coincide. This proves the second 
sentence of the corollary, and the first follows because a set of A4 has only a set 
(in the metatheory) of elements. 0 

6. Generating sets 

Throughout this section, M will be a model of set theory and 8 will be its 
smallest representing topos, the topos of V-definable sets and functions of M. We 
consider the question whether 8, which we already know is a complete topos, is a 
Grothendieck topos. That is, does 8 have a set of generators? We begin by 
reducing the question to one about the V-degrees of M. Then we show that the 
answer is affirmative when M is a permutation model or a symmetric model. We 
do not know whether the conditions imposed on M in our definition of ‘model of 
set theory’ are sufficient by themselves to imply that 8 is a Grothendieck topos. 

Theorem 3. Let M be a model of set theory and 8 its smallest representing topos. 
8 is a Grothendieck topos if and only if the class of V-degrees of M is a set. 

Proof. Suppose first that 8 is a Grothendieck topos. Then $ contains an object G 
(namely the coproduct of any set of generators) such that every object of 8 is a 
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quotient of a subobject of G x i for some I E V. In V, let K be a cardinal that is at 
least as large as any antichain ( = set of pairwise disjoint elements) in the Boolean 
algebra 9 of truth values of M. We shall show that every element of M is 
V-definable from some y satisfying Jly E G x r?ll = 1. Since these y’s constitute a 
set, it will follow, by the Corollary to Theorem 2, that the V-degrees also 
constitute a set, as desired. 

So let any x E M be given. By our choice of G, there exists an I E V and a 
V-definable surjection f from a subset of G X f to Hull(x) in M. In particular, 
I](% E G)(3v E i) f(u, v) =x II = 1, so the patching property of M (along with the 
axiom of choice in the metatheory) provides elements u and v of M such that 

IIu E GJI = (12, ej]l = I]f(u, v) =xII = 1. 

By definition of f, it follows that Viei IIn= ill = 1. The truth values 11~ = ill form 
an antichain in 3, so at most K of them are nonzero. Thus, there exists (in V) a 
function g : K + I such that 

1= VK IbJ = g(a) w II = VK lb = g’(~)ll = IIW < k) 2, = Emil. 

By patching, find /3 EM with IIp < kl( = IIv =g(p)lI = 1. Then I]f(u, g(p)) =x1( = 
1. Since f and (trivially) g are V-definable, this shows that x is V-definable from 
(u, p), an element (with truth value 1) of G X I?. This completes the proof of one 
direction of the theorem. 

The converse is easier. If the V-degrees constitute a set, fix an ordinal LY such 
that every V-degree has a representative x with (IX has rank <&I] = 1. Then, for 
each such representative x, Hull(x) is a subobject in 8 of V,(A). Given any 
y EM, we have y cx for one of the representatives X, and therefore, as in the 
proof of the Corollary to Theorem 2, we have a V-definable surjection 
f : Hull(x) + Hull(y) sending x to y. If Y is a V-definable set, then the restriction 
off to f-‘(Y n Hull(y)) . 1s a V-definable function, having y in its range to the 
extent that y E Y, and having domain a subobject of V,(A). This means that 
V,(A) serves as an object of generators for 8. Cl 

In the following theorem, we consider permutation models of ZFA. These are 
the two-valued models obtained, as in [4, Chapter 41, by starting with the full 
universe V(A) built over a set A of atoms and then cutting down to the submodel 
of sets (and atoms) hereditarily symmetric with respect to a specified group $ of 
permutations of A and a specified normal filter 9 of subgroups of $9. 

Theorem 4. If M is a permutation model, then its smallest representing topos is a 
Grothendieck topos. 

Proof. We shall verify the equivalent condition from Theorem 3 by finding a set 
S 5 M such that every element of M is V-definable from an element of S; this will 
suffice, by the Corollary to Theorem 2. 
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We begin by constructing a copy of M inside the submodel V of pure sets. For 
the time being, we work in V(A). Here, the axiom of choice holds, so there is a 
pure set A’ with a bijection b :A’+A. We can assume, e.g. by taking A’ to be an 
ordinal, that no member of A’ is an ordered pair. Then we can build a copy of 
V(A) within V by using the pair (0, x) instead of x; more precisely, our copy 
V(A)’ of V(A) is defined recursively to consist of the elements of A’ and all pairs 
(0, x) where x G V(A)‘. (The membership relation in V(A)’ puts y into (0, x) if 
and only if y E x in the ordinary sense; the set of atoms in V(A)’ is given by 
(0, A’).) b induces an isomorphism, still called b, from V(A)’ onto V(A); it sends 
(0, x) to {b(y) 1 y E x}. The group 3 and the filter 9 correspond, via b, to a 

group 

93’ = {b-‘gb 1 g E Se> 

of permutations of A’ (hence automorphisms of V(A)‘) and a normal filter 9’ of 
subgroups of 92’. The hereditarily symmetric elements of V(A)’ form an 
isomorphic (via b) copy M’ of M. 

Bijections from A’ to A other than b also induce isomorphisms from V(A)’ to 
V(A). We shall have to deal in particular with bijections of the form gb with 
g E 3. Since 9 is normal in 3, these bijections also send M’ onto M. 

Fix an ordinal LX large enough so that every group H E 9 that occurs as the 
symmetry group ( = stabilizer) of some x E M actually occurs for some x E M of 
rank <LX This is possible because 9 is a set. Define C to be the set of ordered 
quadruples of the form (x, gb(x), y, gb(y)) where x and y are elements of M’ of 
rank (in the sense of V(A)‘) smaller than cx and where g E 3. Notice that, since x 
and y are pure sets and gb(x) and gb(y) are in M, C is a subset of M. We claim 
that C is in fact an element of M. To prove this claim, it suffices (since C G M) to 
verify that C is symmetric. In fact, C is stabilized by the whole group % because, 
for any h E 3, 

W, @4x), Y, t@(y)) = (x, @g)b(xh Y, @g)W)) E C, 

since x and y, being pure sets, are fixed by h. 
We shall show that every element of M is V-definable from C and some 

ordered pair of the form (x, b(x)) with x of rank <CX in M’. This will suffice to 
conclude the proof of Theorem 4. 

For x E M’, x’ of rank <cu in M’, and UE M, we define Q(C,x,x’, u) as 
follows. If x E A’ and if there is a unique a E A with (x, a, x’, u) E C, then this a is 
Q(C, x, x’, u). If x is a set in the sense of M’, i.e., if x has the form (0, t), then 
Q(C, x, x’, U) is the set of all Q(C, y, y’, v) where y E t and (x’, U, y’, v) E C and 
Sym(y ‘) < Sym(y ); here Sym means the stabilizer in 3’. 

Lemma. Zf x E M’ and x’ has rank <cx in M’ and Sym(x’) 6 Sym(x) and g E 93, 
then Q(C, x, x’, gb(x’)) = gb(x). 
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Before proving the lemma, we observe that it will complete the proof of the 
theorem. Indeed, given any z E M, we have z = b(x) for some x E M’, we can 
find x’ of rank <cu in M’ with the same stabilizer as x (by our choice of a), and 
we then have, taking g = 1 in the lemma, 

z = Q(C, x, x’, b(x’)). 

So, since x E V, z is V-definable from C,x’ and b(x’), as desired. 

Proof of the Lemma. We proceed by induction on x. Suppose first that x E A’. 
According to the definition of Q in this case, we must check that gb(x) is the 
unique atom a such that (x, a, x’, gb(x’)) E C. The atoms a satisfying this 
requirement are, by definition of C, just those of the form M(x) with h E 59 and 
hb(x’) =gb(x’). Certainly gb(x) is of this form; just take h =g. We must show 
that no other a EA is of this form, i.e., that hb(x’) = gb(x’) implies hb(x) = 
gb(x). But this follows from the assumption in the lemma that Sym(x’) c Sym(x); 
indeed, if hb(x’) = gb(x’), then b-‘h-‘gb E Sym(x’) E Sym(x), so hb(x) = gb(x). 
This establishes the lemma when x is an atom. 

Suppose now that x is a set in the sense of M’, say x = (0, t), and suppose that 
the lemma holds when x is replaced by any element of t. An element of 
Q(C, x, x’, gb(x’)) is, by definition of Q, of the form Q(C, y, y’, v) withy E t and 
(x’, gb(x’),y’, v) E C and Sym(y’)sSym(y). By definition of C, u must be 
hb(y’) for some h E $2 such that hb(x’) =gb(x’). So the elements of 
Q(C, x, x’, gb(x)) are the objects Q(C, y, y’, hb(y’)) = hb(y) (by induction 
hypothesis), where y E t and hb(x’) =gb(x’). Among these, we have (with h = g) 
all the elements gb(y) for y E t; these are exactly the elements of gb(x). To 
complete the proof, we must show that Q(C, x, x’, gb(x’)) has no other elements. 
Consider any such element hb(y), where y E t and hb(x’) = gb(x’). Since y E t, 
we have hb(y) E hb(x). But also, as in the previous paragraph, we deduce from 
hb(x’) = gb(x’) and Sym(x’) c Sym(x) that hb(x) = gb(x). So hb(y) E gb(x), as 
required. This completes the proof of the lemma and thus also the proof of 
Theorem 4. q 

We turn next to the symmetric Boolean-valued models, as defined in [4, 
Chapter 51. Such a model consists of the elements of a Boolean extension V* that 
are hereditarily symmetric with respect to a group 3 of automorphisms of $3 and 
a normal filter 9 of subgroups of 9. Symmetric models satisfy ZF, without atoms. 

Theorem 5. If M is a symmetric model, then its smallest representing topos is a 
Grothendieck topos. 

The proof will be similar to the proof of Theorem 4. We shall have a copy of M 
within V, and generic filters will provide (as bijections from A’ to A did in the 
previous proof) correspondences between this copy and the actual M. We shall 
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define each element of it4 from an element of V (its code in this copy of M) and 
limited information about the correspondence (analogous to C and (x’, b(x’)) in 
the previous proof). 

A major notational difference between the proofs of Theorems 4 and 5 arises 
from the following circumstance. In the case of permutation models, V was really 
a submodel of V(A), and we built a copy V(A)’ of V(A) inside V. In the case of 
symmetric models, V is not actually included in VyB but is canonically embedded 
by the map sending each x to x’. On the other hand, there is no need to construct 
a copy of VB within V, for the definition of Va, makes it a subclass of V, a certain 
class of functions. Abstractly, the two situations are the same; both V(A) and VyB 
include a copy of V and are themselves embedded in V. But the standard 
definitions use the former inclusion for V(A) and the latter embedding for VyB as 
identifications. 

To fix our notations, we remark that any x in Vs is also in V, so there exists 
x’ E V ye. The relation between x and x’ is given by 11x = Val(G, x’)ll = 1, where G 
is, in Va, the canonical v-generic ultrafilter in s (containing 6 with truth value b, 
for each b E 93), and where Val is defined recursively by 

Val(G, z) = {Val(G, y) 1 y E Domain(z) and z(y) E G}. 

It is well known that we also have 

WC, 2) = {WC, y) ) lly E zll E G). 

We shall often write simply Val(z) instead of Val(G, 2). To avoid possible 
confusion, we remark that, although x can be obtained in VyB from K (and G, via 
Val), i cannot be obtained from x by any operation internal to V ya; indeed, if 
Ilx=yII<l, then Iln=y’ll =0 sincexfy. 

Proof of Theorem 5. For the first part of the proof, we work in V, remembering 
that VyB and M are subclasses of V. By the symmetry type of an x E M we mean 
the function Ce+ 93 sending each g E 23 to 11x = g(x)ll. Since there are only a set of 
functions 9% 93, we can fix a subset MO of M such that every element of M has 
the same symmetry type as some element of MO. Replacing each element x E MO 
with an ordered pair (in the sense of M) (x, g), using distinct ordinals g for 
distinct x’s, we can arrange without loss of generality that, whenever x and y are 
distinct elements of MO, then Ilg(x) = h(y)11 = 0 for all g, h E 3. 

Let P be the element of V” defined as follows. Its domain consists of all pairs, 
in the sense of M, (2, g(x)) where x E MO and g E 9. Its value at each point in its 
domain is 1. Since the pairs (R, g(x)) are in M (as $2 preserves M) and since P is 
stabilized by all of 3 (as h(R, g(x)) = (i, hg(x)) for all h E %), we have P E M. 

Observing that g(x) = Val(g’(x’)), we easily check that the following statement 
has truth value 1 in V ? P is the set of all pairs of the form (x, Val(g(x))), where 
xE:&andge%. 
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Let 2 be the set of all functions f : Y? +- 2% that are equivariant in the sense 
that, for all g, hr, &E 3, 

f(gk g&) = g(f(h*, h2)). 

We say that a function f E Z and a pair of elements x, y E MO cohere if, for all g,, 

g,, hl, h2e % 

Ilg&) =gz(x)lI A llh(y) = W)ll Af(sl, hd ~fh W 
Let E be the element of VyB defined as follows. Its domain consists of triples, in 
the sense of 44, (g(x), h(y), f) where f E Z coheres with x, y E M,,, and where g, 
h E 3. Its values are given by 

E(g(x), h(y), f) =f(g, h). 

Coherence and our preliminary normalization of MO imply that E is well-defined. 
Indeed, if (g(x), h(y), f) = (g’(x’), h’(y’), f’), then f =f’, normalization gives 
x =x’ and y = y’, and coherence gives f(g, h) sf(g’, h’); the converse inequality 
follows symmetrically. In fact, coherence and normalization also imply that, for f, 
x, y, g and h as in the definition of E, 

IlW>, h(y), f> E Eli =fk h). 
Indeed 2 follows from the definition of E, and for G it suffices to prove 

II( h(y),.f) = WW h’(Y), f’)Il Af’k’, h’) cf(g, h), 

whenever f’ E Z is coherent with x’, y’ E MO and g’, h’ E 93. Unless f =f’, x =x’ 
and y = y’, the required inequality is trivial since the truth value on the left is 0 
(by normalization). And in the remaining case, the required inequality is given by 
coherence. 

Each triple in the domain of E is clearly in M, and E is stabilized by all of $2, 
since, for k E 3, 

E(k(g(x), h(y), f)) = E(kg(x), kh(y), f) =f(kg, kh) 

= k(f(g, h)) = k(E(g(x), h(y), f)). 

So EEM. 

The following observations about equivariance and coherence of specific 
functions will be needed later. Consider any x, y E M and define f : @+ 93 by 

f(g) h) = IIs E W)ll. Then f is equivariant because Ilk(g(y)) E k(h(x))ll = 

k(ll&) E W)ll>. If x0 and y. are in MO and have the same symmetry types as x 
and y, respectively, then f is coherent with yo,xo (in this order!) because 

Ilgdyo) =dyo)ll A Ih(xo) = h&o)II Af(gl> 4) 

=~,(llYo=~;‘~,(yo)ll) A fdllxo = K’h&o>II) A Ilglb’) E hl(x)ll 

=g,(lly =~h2b+ll) A h(llx = h;‘h&)ll) A Ilgl(y) E hl(x)ll 

= llthb’) =&‘)I1 A Ilhl(x) = W)ll A Ilslb’) E h@)ll 

s Ilgz(r) E h&)ll =fb hd 



18 A. Blass. A. Scedrou 

We now leave V and begin working inside M. We define a five-place function Q 
as follows when the first two arguments are P and E (introduced above), the third 
argument is in A? (the copy of M inside the ground model v), the fourth 
argument is in A&, and the fifth argument is arbitrary (in M, of course). It won’t 
matter what Q does when its arguments are not of this form. 

Q(P, E, x, x0, u) is the set of all Q(Z’, E, y, yO, v) such that 
(i) y E I%?, y, E A&,, y and y. have the same symmetry type with respect to 3 

and 98, and y has lower rank than x; 
(ii) (yo, v) E P; and 

(iii) if f : @+ 4 is the function given by 

f(g, h) = MY) E h(x)1167 

then (v, U, f) E E. 
The computations we performed in V just before moving to A4 can be 

transferred to v, where they show that, if x E ti and x0 E tie have the same 
symmetry type, then, in view of (i), the f defined in (iii) is equivariant and 
coheres with y,, x0. 

Lemma. The following statement has truth value 1 in V%. Zf x E k and x0 E a0 
have the same symmetry type, and if h E 9, then 

QU’, E, x, x0, VW(xo))) = VW(x)). 

We recall that Val(z) means Val(G, z). The lemma is formulated for VyB rather 
than M because of the reference to G, which will normally not be in M. 

Before proving the lemma, we show how it implies the theorem. Working in V, 
let any x E M be given. By choice of MO, find an x0 E MO of the same symmetry 
type. Then, by the lemma with h = 1, we have with truth value 1, 

Q(P, E, x’, io, x0) = Q(P, E, 2, zo, Val(x,)) = Val(Z) =x. 

So x is V-definable in M from (P, E, x0). Since P and E are fixed and x0 ranges 
over only a set MO, this shows that the ordering of V-degrees has a cofinal set. By 
the Corollary to Theorem 2, it follows that the whole ordering is a set, and by 
Theorem 3 it follows that the smallest representing topos is a Grothendieck 
topos. 

Proof of the Lemma. We work in Va’ and proceed by induction on the rank of x. 
Let x, x0 and h be as in the lemma. The elements of Q(P, E, x, x0, Val(h(x,))) 
are, by definition of Q, all Q(P, E, y, yo, v) such that (i)-(iii) hold with u 
replaced by Val(h(x,)). 

Clause (ii) says that (yo, v) E P. By our internal description of P in Va, this 
means that y. E B (which we also know by clause (i)) and v = Val(g(y,)) for some 
g E 3. Since y has lower rank than x, the induction hypothesis implies that our 
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typical element Q(P, E, y, yo, v) of Q(P, E, x, x0, Val(h(x,))) is 

Q(P, E, Y, YO, VI= QP, E Y, YO, VaWyo)) = VW(y)), 

with y, y. and g as above. 
Furthermore, the assertion in clause (iii) that (v, U, f) E E can now be 

equivalently formulated as 

(Val(g(yo)), Val(h(x,)), Valv)) E E = Val(B). 

hence as 

Il(g(yo), h(xo)> f> E ~%a E G. 
But our earlier computation, in V, of the truth values in $3 of statements about 
membership in E can be transferred to v to exhibit the truth values in S@ of 
statements about membership in ,??. As a result, our equivalent formulation of 
(v, U, f) E E simplifies to f(g, h) E G. But this means, by definition off, that 

Ilg(y) E W)ll~ E G, 
and therefore 

Val(g(y)) E Val(h(x)). 

We have thus proved that an arbitrary element of Q(P, E, x, x0, Val(h(x,))) is 
also an element of Val(h(x)). 

Conversely, consider any element of Val(h(x)). It has the form Val(y) for 
some y E fi with Ily E h(x)ll~ E G. In fact, we can take y E Domain(h(x)) with 

~(X)(Y) E G; in particular, we can take y to be of lower rank than x. 
Furthermore, by our choice of MO, we can find y. E tie with the same symmetry 
type as y. Let u = Val(y,). Then clauses (i) and (ii) in the definition of 

Q(J’, E x, x0, WhJ)) are clearly satisfied. As for clause (iii), we remarked 
right after the definition of Q that, when (as here) x and x0 have the same 
symmetry type, then f is equivariant and coheres with yo, x0. To verify that 

(Val(yo), Val(h(xo)), f) e 6 as required by clause (iii), we proceed through the 
same chain of equivalences as in the preceding paragraph (now with g = 1) to 
reduce the problem to showing that (Ig(y) E h(x)lla E G. But this we already 
know, so the lemma and therefore also the theorem are proved. •i 

7. Reconstructing a model from its smallest representing topos 

Let M be a model of set theory and 8 its smallest representing topos, the topos 
of V-definable sets and functions of M. Motivated by our earlier observation that 
the basic Fraenkel and Cohen models are, when considered as topoi, directed 
unions of slice topoi of Fourman’s representing topoi, we would like to express M 
as a directed union of certain slice topoi of 8. Our first objective in this section is 
to show that A4 can always be expressed in this fashion. 
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We shall need to consider factorizations of the inclusion 8-M through the 
canonical logical morphisms H* : 8+ 8/H (sending X to the projection X x H+ 

H) for various objects H of 8. Such a factorization 

is given by specifying an element z of H in M (viewed as a morphism z : l-, H in 
M) to serve as the image of the canonical element of H*(H) = (projection : H x 

H) given by the diagonal map A: 

Specifically, any z E M with ))z E HJJ = 1 induces a logical morphism z+ : &Y/H+ 

M sending each object p :X + H of 8/H to (the element of M that is with truth 
value 1) p-'{z } and sending each morphism 

x’-Y 

P 

1J 

4 

H 

of 8/H to the restriction f ( p-‘{z} :p-l(z)+ q-l(z). 

It is easy to check that z+ 0 H* is canonically isomorphic to the inclusion of 8 
in M, so z+ provides a factorization as above. 

Unlike the inclusion 8 9 M, z+ need not be faithful. In order to express M as a 
directed union of slices i&‘/H, we shall need to choose the H’s and z’s so as to 
make z+ faithful. Quite generally, a logical morphism between Boolean topoi is 
faithful if and only if its restriction to subobjects of 1, which is always a 
homomorphism of Boolean algebras, is one-to-one. (Proof. One direction is 
trivial, since a faithful functor is, in particular, one-to-one on the set of 
morphisms l-2. For the other direction, notice that, if two distinct morphisms 
X+ Y are sent to the same morphism, then their equalizer E G- M is not an 
isomorphism but is sent to an isomorphism, so the complement C = X - E is 
nonzero but sent to zero, so the truth value ‘support of C’, the image of C+ 1, is 
nonzero but sent to zero.) In the case of z+, the subobjects of 1 in 8/H are the 
subobjects S of H in 8, i.e., the V-definable subsets of H, and the subobjects of 1 
in M are the members of 93. z+ sends S to llz E S/l, so it is faithful if and only if 
S = H is the only subobject of H with llz E SIJ = 1, i.e., if and only if H = Hull(z). 

Because of this result, we henceforth confine our attention to embeddings in M 

of slice topoi of 8 of the form 

z+ : 8/Hull(z) c, M. 
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What elements of M are in the logical subtopos of 8/Hull(z) (via zc), in any of 
the senses discussed earlier when we were identifying the smallest representing 
topos? Specifically, which elements of V,(A) in M are in the image of z+? 
Inspection of the definition of z+ shows that the elements in question are exactly 
those of the form f(z) where f is a V-definable function H+ V,(A). 

Thus, the image of z+ consists (up to equivalence of categories) of the elements 
of M that are V-definable from z. 

Clearly, A4 is the union of all the subtopoi obtained in this fashion as z is 
allowed to vary. And this is a directed union, since the subtopoi obtained from z1 
and z, are both included in the subtopos obtained from (zl, z2). It is also clear 
that, instead of using all elements z E M, it would suffice to use a class of z’s 
cofinal in the ordering of the V-degrees. The following theorem summarizes this 
discussion plus some easy observations whose verification we leave to the reader. 

Theorem 6. Let M be a model of set theory, and let 8 be its smallest representing 
topos. Let Z be any subclass of M that is cofinal in the ordering of V-degrees. Then 
M is the directed union of the representing subtopoi 

8(z) = topos of sets and functions V-definable from z, 

for z E 1. Each a(z) is equivalent to %/Hull(z) via z+. Zf z1 6 z2, then the 
inclusion ‘&Y(zl) L, %(z2) corresponds to the logical morphism 2Y/Hull(z,)+ 
8/Hull(zJ given by pulling back along the unique V-definable function Hull(z,) + 
Hull(z,) that sends z2 to z,. 

According to Theorem 3, the index class Z for the directed union in Theorem 6 
can be taken to be a set precisely when %Y is a Grothendieck topos. 

Theorem 6 is not entirely satisfactory because it does not enable us to recover 
M from just the topos 8. The index set Z and the family of objects (Hull(~)),,~ 
used to form the slice topoi are not determined by 8’. We devote the rest of this 
section to showing that this unsatisfactory situation is unavoidable. It is possible 
for different models of set theory to have equivalent topoi of V-definable sets. 
We begin with a general criterion for such equivalence. 

Theorem 7. Let M and M’ be models of set theory, and let 8 and 8’ be their 
respective smallest representing topoi. Then 8 and 8’ are equivalent with A 
corresponding to A’ if and only if, for every formula q(x) in the language of ZFA 
and for every p E V, if 11q(ti)ll = 1 in M, then also I[~($)[[ = 1 in M’ and vice 
versa. 

Proof. (Only if) Given an equivalence from 8 to 8’ sending the set A of atoms of 
M to the set A’ of atoms of M’, we can choose the objects Va(A), V,(A’) of the 
Fourman-Hayashi hierarchy (which are defined up to isomorphism) so that they 
correspond to each other under the equivalence. It then follows, by induction on 
the rank of p E V, that the equivalence sends the point p : l+ V,(A) in 8 (for 
(Y > rank(p)) to the point p : 1 + V,(A) in 8’. Thus, the equivalence preserves all 



22 A. Blass, A. Scedrov 

the ingredients in the definition of the Fourman-Hayashi interpretation of 
formulas of the form q,(g). Since such a formula is true in M (respectively, M’) if 
and only if it is true in the Fourman-Hayashi interpretation in 8 (respectively 
%“), the conclusion of the theorem follows. 

(If) The hypothesis, that truth (with value 1) of formulas @) is preserved 
between M and M’, remains true if there are several parameters @r, . . . , P,, 

instead of only one; just take p = (pl, . . . , pn) and modify pl accordingly. To 
show that 8 and 8’ are equivalent, we describe them in terms of the truth of such 
formulas. 

An object of 8, i.e., a V-definable set of M, is determined by a formula y(x, @) 
with one free variable, such that the sentence 

(3! x) Y(X, ii) A 33~ E A) I+, P) 

is true in M; another such formula y’(x, p’) determines the same object if and 
only if the sentence 

3x (Y(? ii) A Y’(% P’)) 

is true in M. The morphisms and the category structure of 8 can be defined 
similarly in terms of truth in M of sentences of the form q,(p,, . . . , fin). Since, for 
such sentences, truth is the same in M as in M’, it follows that 8 is equivalent to 
8’. Cl 

We shall employ the theorem just proved to show that two specific models have 
equivalent representing topoi. The first of the two models is the basic Fraenkel 
model M, the permutation model built from a countably infinite set A of atoms 
using the group 93 of all permutations of A and the normal filter 9 generated by 
the subgroups 

Fix(F) = {g E 9 ( g fixes each a E F}, 

for finite F GA. The other model M’ is built similarly (i.e., using the group 93’ of 
all permutations and the filter 9’ generated by subgroups fixing finite F) but 
starting with an uncountable set A’ of atoms. The two models are clearly different 
as A and A’ have different cardinalities (in the metatheory), but we shall show 
that they are equivalent in the sense described by Theorem 7. In fact, we shall 
define an elementary embedding i : M +-M’ such that i(p) =p for all pure sets p. 

(Note that, in these models, p is simply p.) 
To simplify notation, we assume that A G A’. (Notice that we do not have 

M c M’. For example, A EM but A $ M’.) As is customary, we say that a finite 
set F of atoms supporti (or is a support of) an element x of M or M’ if Fix(F) 
stabilizes x; by definition of permutation models, every x has a finite support. (In 
fact, every x in M or M’ has a smallest support, but we shall avoid using this 
fact.) We define the elementary embedding j : M + M’ by recursion on rank as 
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follows. If a E A, then j(u) = a. If x is a set of M with support F, then 

j(x) = {g(j(y)) I Y E x and g E Fix’(F)}, 

where the prime in Fix’(F) indicates that we use all permutations of A’ that 
pointwise fix F. Since a set x can be supported by different F’s, we need to check 
that j(x) is well-defined, independently of the choice of F. Until we do so, we 
shall write j(x)F when necessary to avoid ambiguity. 

It is clear from the definition that, if F supports X, then F also supports j(x)P 
Thus, j maps M into M’. 

Lemma. (a) j(x) is well-defined. 
(b) Zf h E 3 and h maps A onto A, then h(j(x)) = j(h(x)), where 6 E % is the 

restriction of h to A. 

Proof. We prove both parts of the lemma by simultaneous induction on the rank 
of x. Induction hypothesis (a) ensures that j(y) is well-defined for all y E X. 

(a) If F and F’ are supports of X, then so is F U F’, so it suffices to prove 
j(x)F = j(x)F. when F c F’. In fact, since F’ is finite, it suffices to prove that 
j(x)F = j(X)FUto). The 2 half of this equation is obvious, as Fix’(F U {a}) c 
Fix’(F). To prove the c half, consider an arbitrary element of j(x)F, say g(j(y)) 
where y E x and g fixes F pointwise. Let h E 59’ be a permutation of A’ mapping A 
onto A, agreeing with g on F (i.e., fixing F pointwise), and agreeing with g on 
some support E of y except where this conflicts with the requirement that A be 
mapped to itself. Let the exceptional points, the atoms e E E with g(e) E A’ - A, 
be mapped by h to points in A - (F U {a}). It is clear that such an h exists. Let 
k E 3’ be the identity except that it interchanges g(e) with h(e) for each of the 
exceptional atoms e E E where h disagreed with g. (Note that all these h(e)‘s are 
in A while the g(e)‘s are outside A, so k is well-defined.) Then g agrees with kh 
on E, which is a support of y and therefore of j(y). So the element of j(x)F under 
consideration, g(j(y)), is equal to kh(j(y)) and therefore, by induction hypothe- 
sis (b), to kj(h(y)). H ere h, the restriction of h to A, fixes F pointwise, hence 
tixes x, so from y E x we infer h(y) E h(x) = x. Also, it is clear from the definition 
that k fixes F U {a} pointwise. So g(j(y)) = k(j(h(y))) •j(x)~~~~), as desired. 

(b) Let F support x. Then h(F) supports h(x). Therefore, 

j@(x)) = {g’(j(y’)) 1 Y’ E h(x), g’ E Fix’@(F))). 

Every y’ E h(x) is of the form h(y) with y E x (namely, let y = fi-‘(y’)). Every 
g’ E Fix’(h(F)) is hgh-’ for some g E Fix’(F) (namely, let g = h-‘g’h). So 

j@(x)) = {hgh-‘(j@(y))) 1 Y EX, g E Fix’(F)}. 

By induction hypothesis,. 

W-‘(j(fiWN = W-‘WY)) = h&j(y)). 
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Therefore, 

M(x)) = {MAY )I I Y E x, g E Fix’(F)} = {hz 1 z Ed} 

= h(j(x)). 0 

The next lemma says that j : M * M’ is an embedding of ZFA-models. 

Lemma. (a) j(x) = j(y) if and only if x = y. 
(b) j(x) l j(y) if and onfy ifx my. 
(c) j(A) = A’. 

Proof. The ‘if part of (a) is clear as j is well-defined, and the ‘if’ part of (b) is 
immediate from the definition of j (by taking g = 1). We prove the ‘only if’ parts 
of (a) and (b) by simultaneous induction on rank. 

(a) If x fy, there is z E x with z 4 y (or vice versa). Then j(z) E j(x) and, by 
induction hypothesis (b), j(z) $j(y) (or vice versa). So j(x) #j(y). 

(b) Suppose j(x) E j(y). This means, by definition of j, that j(x) = gj(z), where 
z E y and g E Fix’(F) and F supports y. As in the proof of part (a) of the previous 
lemma, we can find h and k in 92’ such that h maps A onto itself and fixes F 
pointwise, k pointwise fixes a support S of x, and g agrees with kh on a support E 
of z. (First choose the supports S and E. Then choose h to agree with g on F and 
on E except at those e E E that g maps out of A; h maps these exceptional e’s into 
A - S. Then let k interchange g(e) with h(e) for the exceptional e’s.) We have 

j(x) = g(j(z)) 

= kh(j(z)), as g and kh agree on E which supports j(z) 

= k(j(&(z))), by the preceding lemma. 

so 

j@(z)) = k-‘(j(x)) 

= j(x), as k-’ pointwise fixes S which supports j(x). 

By induction hypothesis (a), we have x = h(z). But fi pointwise fixes a support F 
of y, so it fixes y. Since z E y, we have 

x = h(z) E h(y) = y. 

This completes the proof of (a) and (b). 
(c) Since A is supported by the empty set, the definition of j gives 

j(A) = {gj(a) 1 a E A, g E Fix’(O) = %‘} 

={ga[a~A,g~%‘}=A’. 0 

Since pure sets are fixed by all permutations of atoms, the definition of j 
immediately implies, by induction on rank, that j(p) =p for all pure sets p. 
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Finally, we show that the embedding j:M-t M’ is elementary, by using the 
well-known Tarski criterion. That is, we assume that M’ satisfies ~&j(x), y) for a 
certain x E M and y E M’, and we find a z E M such that M’ satisfies &j(x), j(z)). 
Let F GA support x, and let E GA’ support y. Let g be a permutation that fixes 
F pointwise and maps E into A. Since F supports j(x) and since g is an 
automorphism of M’, we find that M’ satisfies &g(j(x)), g(y)), which is 

cp(j(-x), g(y)). Also, g(y) is supported by g(E) E A. 
To complete the proof, all we need is the following lemma, which ensures that 

g(y) = j(z) for some z E M. 

Lemma. Zf x E M’ has a support included in A, then x = j(z) for some z E M. 

Proof. We proceed by induction on the rank of X. Let F cA support X, and let 

= = {Y EM /j(r) l x). 

We first check that z E M. z is a set, because j preserves ranks, and clearly 
z c M, so we need only check that z has a finite support. In fact, F supports z. 
Indeed, any permutation in Fix(F) is A-’ for some h E Fix’(F) (namely, g-’ 
extended arbitrarily to a permutation of A’), and we have 

h-‘(z) = {L-‘(y) 1 y E M and j(y) E x} 

= {u ( u E M and j(h(u)) EX}. 

By an earlier lemma, j(h(u)) = h(j(u)). Also, as h fixes a support F of x, 
h(x) =x. Thus, 

h-‘(z) = {u EM ( h(j(u)) E h(x)}. 

={uEM)j(u)Ex}=z. 

Thus, z E M. 
j(z) consists of all g(j(y)) such that j(y) E x and g E Fix’(F). As F supports x, 

all these elements of j(z) satisfy g(j(y)) Ed =x, so j(z) EX. For the converse 
inclusion, consider an arbitrary u E x and let E E A’ support u. Let h be a 
permutation of A’ that fixes F pointwise and maps E into A. Then h(u) is 
supported by h(E) c A, so by induction hypothesis h(u) = j(y) for some y E M. 
Since h fixes the support F of x pointwise, and since u E x, we have 

j(y) = h(u) E h(x) =x. 

Therefore, using again that h and therefore h-’ fix F pointwise, we obtain 

u = h-‘(j(y)) E j(z). 

This completes the proof that x = j(z). El 

The lemma completes the proof that j is an elementary embedding and 
therefore the topoi of V-definable sets and functions of M and M’ are equivalent. 
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8. Open problems 

(1) Develop a similar theory without our smallness requirements on M. That is, 
allow a proper class A of atoms or a proper class 9 of truth values or both. 

(2) Do our smallness requirements imply that the smallest representing topos is 
a Grothendieck topos? 

(3) Although a model M is not uniquely determined by its smallest representing 
topos 8, is there a way to (canonically) recover one of the models that 8 
represents? 
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