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Abstract-Due to difficulties with objectively evaluating the quality of MIS research, at- 
titudes about journals in which this research is published play an important role in deter- 
mining the allocation of research resources. To provide a more objective basis for these 
attitudes, we examine journal influence in communicating MIS research over a 9-year pe- 
riod using citation analyses, researcher perceptions, and publishing patterns of top MIS 
research universities. As a result of these analyses, we identify a cohesive stable group of 
highly influential journals which can reasonably be called an MIS core. An internal rank- 
ing of this core is then determined which is significantly different from prior rankings. 

1. INTRODUCTION 

Perceptions of research quality are central to the allocation of resources within the research 
community, affecting (Doreian, 1988): 

l Expansion or contraction of university schools and departments. 
l Promotion, tenure, and salary of faculty. 
l Research grant awards. 

Due to the difficulty of evaluating research quality, such evaluations are heavily influenced 
by attitudes concerning the journals publishing the research articles. For example, a jour- 
nal’s influence in communicating research typically outweighs any evaluation of an article’s 
content because resource allocation decisions are frequently made by people outside the in- 
dividual’s discipline (Coe & Weinstock, 1984). This difficulty is compounded by the fact 
that the importance of research may not be apparent for some years after publication. 
[Hamilton & Ives (1982) found the modal and median elapsed time between MIS article 
publication and MIS article citation to be about 2 and 4 years, respectively.] 

Given the importance associated with journal influence, attempts have been made to 
provide an empirical basis for MIS journal influence rankings. For example, Vogel and 
Wetherbe (1984) examined the publishing preferences of leading MIS research institutions. 
However, most journal influence evaluations use surveys of MIS academics and practitio- 
ners (Hamilton & Ives, 1983; Doke & Luke, 1987; Stohr, 1987; Koong & Weistroffer, 1988). 
This work has led to some consensus in perception of journal influence. For example, MIS 
Quarterly, Communications of the ACM, and Management Science are consistently among 
the top 10. Unfortunately, there exist many more conflicts both in the identification of top 
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journals, as well as the ranking of those journals. This is illustrated below by rankings of 
the top 10 journals (in descending order), as indicated by the publishing records of the top 
5 MIS publishing institutions (Vogel & Wetherbe, 1984), a citation analysis of MIS article 
use (Hamilton & Ives, 1983), and a survey of MIS academics’ perceptions of impor- 
tance/prestige (Doke & Luke, 1987): 

1. Communications of ACM 
2. Harvard Business Review 
3. MIS Quarterly 
4. Information and Management 
5. Sloan Management Review 
6. Management Science 
7. Journal of Data Education 
8. Datamation 
9. Data Base 

10. Tram on Database Systems 

Vogel and Wetherbe Hamilton and Ives 

Management Science 
Datamation 
Harvard Business Review 
Communications of ACM 
Journal of Sys Mgmt 
Data Base 
IBM Systems Journal 
MIS Quarterly 
Information and Management 
Computing Surveys 

Doke and Luke 

MIS Quarterly 
Communications of ACM 
Journal of MIS 
Omega 
Management Science 
Journal of CIS 
Datamation 
Journal of ISM 
Journal of Syst Mgmt 
Journ of Am Stat Assn 

Information and Management includes Systems, Objectives, and Solutions. The dis- 
crepancy among these rankings is evidenced by the existence of only four common jour- 
nals and insignificant correlations among the rankings (see Table 1). 

Problems with journal ranking may result from complexities associated with the con- 
cept of journal influence as well as with measurement biases. For example, influence in- 
cludes the following dimensions (Hamilton & Ives, 1983; Garfield, 1972): 

1. Content of communication: news-oriented vs. original research-oriented. 
2. Audience: academic vs. practitioner. 
3. Extent of communication: readership volume (journal circulation). 
4. Quality of communication: 

l Influence of research through actual use of articles. 
l Perceptions of article influence. 

With the focus of this article upon perceptions of research quality within the research com- 
munity, a journal’s influence will be greater if it is original research-oriented and addresses 
an academic rather than a practitioner audience. In addition, from this perspective, read- 
ership volume is important to the extent that it affects the actual use of articles in research 
and that it affects perceptions of article influence by people in the academic community. 
Thus, overall journal influence rankings from a research perspective should be derived from 
the actual use of articles in research and from perceptions of article influence by researchers. 

In response to these conceptual issues, Hamilton and Ives (1983) created a single rank- 
ing of MIS journal influence in terms of actual article use and researcher perceptions. We 
believe that their approach is reasonable but have reservations concerning their resultant 
ranking. These reservations are based upon the following concerns: 

Table 1. Spearman correlations comparing three rankings 

V&W D&L 

H & I-CIT .21 -.08 
V&W -.08 

When correlating two sets of journals, journals which are in set A but not in set B are given the 
lowest rank in set B. N varies between 13 and 16 depending upon the commonality of journals 
between two sets. All correlations are insignificant at alpha = .Ol. 

H & I-CIT: Hamilton and Ives (1983) top 10 ranking based upon their citation analysis; V & W: 
Vogel and Wetherbe (1984) top 10 ranking based upon the publishing records of the top five MIS 
publishing institutions; D & L: Doke and Luke (1987) top 10 ranking based upon a survey of MIS 
academics’ perceptions of importance/prestige. 
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1. Does a core of MIS journals actually exist? That is, given the diversity of MIS re- 
search, is there a cohesive group of journals which strongly influence MIS research? 
If this is not the case, then a single ranking of journal MIS influence is not appro- 
priate. Rather, there should be one ranking for each MIS subfield. 

2. If the core exists, is it stable over time? There are many claims that the MIS field 
is young and changing; do these changes affect the membership and ranking of 
journals in the MIS core over time? With the time lags between a paper’s accep- 
tance, its publication, and its evaluation for promotion, tenure, etc., unstable rank- 
ings may provide poor evaluation criteria as well as provide poor guides for paper 
submission. 

If a core exists and it is relatively stable over time then it is reasonable to determine a pri- 
ority ranking among the core journals in terms of research influence. We examine these is- 
sues next and do find the existence of a stable core. We then conclude by determining a 
ranking of journals within this core using a methodology which tends to be less biased and 
more appropriate for our purpose (identifying journal influence of MIS research) than the 
Hamilton and Ives methodology. 

2. THE EXISTENCE OF AN MIS CORE 

The existence of an MIS core is equivocal (Culnan & Swanson, 1986). For example, 
Culnan’s (1987) empirical analysis indicates that MIS research can be divided into five di- 
verse subfields: (1) foundations; (2) individual approaches to MIS design and use; (3) MIS 
management; (4) organizational approaches to MIS design and use; and (5) MIS curricu- 
lum. However, her work also indicates that MIS authors publish in multiple subfields (over 
50% of the authors she studied published in two or more subfields) and that frequently 
cited articles representing the subfields tend to be published in the same set of journals: 

l Management Science is represented in subfields 1, 2, and 3. 
l Harvard Business Review is represented in subfields 1 and 3. 
l MIS Quarterly and Decision Sciences are represented in subfields 1 and 2. 
l Subfield 4 has only one article and subfield 5 has none. 

That MIS authors publish in multiple subfields and the coverage of MIS research diversity 
by a few journals supports the notion of an MIS core. 

This is further supported by Hamilton and Ives (1982), who found that 87% of the 
most frequently cited articles between 1970 and 1979 were published by Harvard Business 
Review, Management Science, Communications of the ACM, and Sloan Management Re- 
view, and by Culnan (1987) who found that these journals plus MIS Quarterly, Decision 
Sciences, and Interfaces included 90% of the frequently cited articles between 1980 and 
1985. We thus have a reasonable expectation that there exists a cohesive core of influen- 
tial journals which publish articles over the range of MIS topics. 

2.1 The methodology: citations analysis 
Two necessary conditions for an MIS research core are that its member journals 

strongly influence MIS research and that its member journals are cohesive (i.e., interde- 
pendent). In order to identify journals which meet these conditions, we employ the power 
of citation analysis which is based upon the actual use of articles in research.* There are 
many different kinds of citation analyses which can be employed (Doreian, 1988; Garfield, 
1972). For example, influential journals can be identified by the number of citations to their 
articles by articles in a set of other journals which reasonably cover the research area (Hirst, 
1978). Though there are difficulties associated with this approach (Moravcsik & Muruge- 

*The methods used here represent one of various alternatives for determining the MIS core. However, each 
alternative has its own set of problems. For example, Rice and colleagues (Rice, Borgman, Bednarski, & Hart, 
1989; Rice, 1990) describe reliability problems when relying on the Journal Citation Report. Problems with our 
approach are discussed in this article. 
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san, 1975), there is evidence that such analysis is a reasonable way to judge journal influ- 
ence through use (Garfield, 1972; Smith, 1981; Jensen, Long, Smith, Stulz, & Warner, 
1987). Journal cohesiveness can be measured, for example, by determining the effect of 
each journal upon the amount of communication entropy (disorder) existing in a system 
of journals publishing articles on the same subject (Shaw, 1981, 1983; Pao, 1980; Boyce 
& Martin, 1981). 

Citation analysis is an unobtrusive way to judge the influence of research within the 
research community. Such analyses do not require cooperation of respondents and thus are 
not prone to many of the biases associated with eliciting researcher perceptions (e.g. rat- 
ing journals highly in order to promote an individual’s publishing record) and the noise 
which can be introduced due to multiple perceptions of influence criteria. 

However, there still exists the potential for significant bias in the results of a citation 
analysis journal ranking. For example, bias due to uneven knowledge of journals can sig- 
nificantly affect citation analyses because articles in unknown journals will not be highly 
cited. In addition, the following sources of bias may be important (Hirst & Talen, 1977; 
Salton & Bergmark, 1979; Servi 8z Griffth, 1980): 

1. Over time, new journals begin and old journals stop publishing. In addition, jour- 
nals may change focus as a result of editorial policy changes. 

2. Journal circulation and coverage of secondary indexing and abstracting services in- 
fluence citation rates. 

3. A few articles that are highly cited may distort a journal’s average citation rate. 
4. Older, established journals tend to have more citations than new journals. 
5. Journal self-citation (articles in one journal citing other articles in the same jour- 

nal) can influence citation rates. 
6. Journals which publish a large number of articles per year have a greater chance 

of attracting citations than those which publish only a few articles per year. In ad- 
dition, journals publishing a large number of articles per year may have a larger 
number of citations to other journals. 

This list arranges the biases in order of their ability to be dealt with in a research design, 
with number 1 the hardest and 6 the easiest to compensate for. The impact of the first two 
may be significant and are addressed by conclusions of this study. MIS journals have 
stopped publishing and have combined (e.g. the combining of Information and Manage- 
ment and Systems, Objectives, Solutions) and new journals have begun (e.g. Journal of 
MIS, Journal of Information Resource Management Systems, and Information Systems 
Research). Journals are also changing their editorial policies in order to include a wider 
spectrum of MIS articles (e.g. Communications of the ACM and Information Processing 
and Management). Regarding Bias 2, many of the MIS-related journals are either not on 
secondary indexing services or have just recently been included (e.g. Journal of MIS and 
MIS Quarterly). Bias 3 is not necessarily a negative factor; because journals should be 
judged based upon influence of articles as well as quantity, a few highly cited articles does 
indicate one dimension of journal influence. Bias 4 can be reduced by choosing an appro- 
priate citation time frame within which all journals of interest are available. Bias 5 and 6 
can be eliminated by not counting self-citations and by normalizing citations based upon 
the number of articles in a journal. 

There have been previous MIS citation analyses. Culnan (1986, 1987) performed co- 
citation analyses of the MIS literature from 1972 to 1982 and then from 1980 to 1985. The 
purpose of her analyses were to identify (changes in) intellectual subfields in MIS and the 
reference disciplines within which these subfields are grounded. Culnan and Swanson (1986) 
examined articles from 1980 to 1984 in order to assess the emergence of MIS as an inde- 
pendent scholarly field of study-as differentiated from the referent fields of computer sci- 
ence, management science, and organizational science. 

However, the only citation work aimed solely at identifying the MIS core was done by 
Hamilton and Ives (1983). Their ranking (illustrated in the introduction) was based upon 
citations from MIS articles published in 1979. There is a need for further work in this area 
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for at least two reasons. First, the MIS field is expanding and changing. This is reflected 
by changing research emphases, changing editorial policies of existing journals, and the 
emergence of new journals. It is reasonable to get more current citation data in order to 
check the stability of the MIS core. Second, the citation analysis which resulted in their 
ranking was relatively simple and had the following methodological limitations: 

l Data were gathered only from publications which occurred in 1979. This may intro- 
duce bias due to anomalous events specific to 1979 which may limit its general- 
ization. 

l Journal self-citation influences were not accounted for (Bias 5, above). This may re- 
sult in inflated rankings for journals with “self-contained research streams.” 

l The influence of the differing number of articles per journal was not accounted for 
(Bias 6, above). Thus, for example, a lower influence journal which receives one ci- 
tation per article may be ranked the same as a higher influence journal which re- 
ceives 10 citations per article but publishes one-10th as many articles. 

l The power of sophisticated and more informative bibliometric techniques was not 
exploited. These techniques can be used to obtain greater insight into journal influ- 
ence and cohesion. 

In overcoming these limitations, this study builds upon the Hamilton and Ives work to pro- 
vide a more sophisticated and less biased analysis of MIS journal research influence and 
cohesion. 

2.2 IdentifVing influential journals 
Prior to analyzing citations, articles from which citations are gathered must be iden- 

tified. Typically, bibliometric studies retrieve articles through the use of key word searches 
on databases such as ABVINFORM or through citation linkages within citation indices 
such as the Social Science Citation Index (Garfield, 1972). Unfortunately, these are not 
feasible for a MIS study. The interdisciplinary nature and relative youth of the MIS field 
make it hard to identify a reasonable set of key words which would not exclude many rel- 
evant articles and which would not include many irrelevant articles. In addition, due to 
MIS’s youth, many MIS journals are not included (or have only recently been included) 
in citation indices. Using these indices would thus exclude many relevant articles from 
examination. 

Thus, the approach taken here is to use a set of MIS research articles which have been 
shown to reasonably cover the breadth of MIS topics from 1981 through 1985. Such a set 
of articles can be obtained from a MIS literature review by Cooper (1988), which included 
146 journal articles from 26 journals covering subjects such as: management of the infor- 
mation resource; information systems technology and corporate strategy; analysis; design; 
programming; office automation; model management systems; information retrieval; im- 
pact of information systems on individuals and the organization; decision support systems, 
etc. These articles made a total of 2272 citations to 294 different journals.* Note that the 
term journal is used here to represent any serial publication which includes academic ref- 
ereed publications (such as Management Science), practitioner publications (such as Data- 
mation), and conference proceedings (such as the ICIS Proceedings). This approach is used, 
rather then limiting journals to academic refereed publications, to reduce the impact of a 
priori notions of journal influence and let the data indicate actual influence patterns. 

Including all 294 different publications in an analyses would inhibit rather than aid in 
understanding MIS journal influence. For example, many of the publications do not pub- 

*The article by Cooper was chosen because it is one of the most comprehensive recent reviews of the MIS 
literature. Though any citation study can be biased by the initial articles it uses, we feel that this bias is negligi- 
ble here because (1) of the variety of topics covered in the review, (2) of the large number of different journals 
(26) represented in the review, (3) we gather articles in addition to those in the review during later stages of our 
analysis, and (4) it has been shown by Goffman (1985) and Goffman and Pao (1980), that when focusing upon 
the most influential journals, initial journal bias decreases quickly when using subsequent generation citations. 

Note that the 2272 citations does not represent the number of unique articles cited because some articles may 
have been cited more than once. 
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lish MIS articles; rather, they are psychology, sociology, or economics journals referenced 
for methodological purposes. In order to reduce the number of journals to a reasonable 
size, the 294 journals are ranked in order of the number of times they have been cited by 
the original 146 articles in Cooper’s review. This forms a relatively simple influence rank- 
ing and a subset of highly influential journals can then be chosen from the top of this rank- 
ing. Unfortunately, the simplicity of this ranking can introduce significant bias, as was 
present in the Hamilton and Ives (1983) study. To overcome this bias, four different rank- 
ing schemes are used: 

1. Raw citation scores including self-citations. 
2. Raw citation scores excluding self-citations. 
3. Normalized citation scores including self-citations. 
4. Normalized citation scores excluding self-citations. 

(Normalization is achieved by dividing the citations made from journal A to journal B by 
the number of articles doing the citing in journal A.) 

The combination of these different rankings overcome the first three limitations of the 
Hamilton and Ives (1983) study. That is, all rankings include data from multiple years in 
order to reduce the impact of anomalies associated with a single year. These rankings also 
minimize the possible bias of self-citation by calculating rankings both with and without 
self-citations. Finally, the possible bias of raw vs. normalized scores is addressed by cal- 
culating the journal rankings both ways in order to reduce any bias caused by certain jour- 
nals publishing more MIS articles per year than other journals. Since there is no a priori 
reason to prefer one ranking scheme over another, they all are used to choose an unranked 
set of journals for further consideration. 

Table 2 illustrates the results of these ranking schemes. The union of the top 10 jour- 
nals from these four rankings results in a total of 14 top journals. This is a sufficient num- 
ber of journals on which to base our study as supported by the fact that over 45% (1026) 
of all the references made by the original 146 articles were to these 14 journals. Thus, it 
is reasonable to assume that the following 14 journals (arranged alphabetically) includes 
the most influential core MIS journals: 

l Academy of Management Journal 
l Administrative Science Quarterly 
l Artificial Intelligence 
l Communications of the ACM 
l Data Base 
l Datamation 
l Decision Sciences 
l Harvard Business Review 
l Interfaces 
l Journal of Documentation 
l Journal of the American Society for Information Science 
l Management Science 
l MIS Quarterly 
l Sloan Management Review 

That the MIS core is contained within these 14 journals is also supported by Hamilton and 
Ives (1982) who found that 87% of the most frequently cited articles between 1970 and 1979 
were published by journals in this list and by Culnan (1987), who found that 90% of the 
frequently cited articles between 1980 and 1985 were published by journals in this list. 

The next step is to determine which of the 14 journals fulfill the second MIS core re- 
quirement: cohesion. Journals that belong in such a core should contain research which is 
relatively interdependent in terms of a mutual research influence. Two methods are used 
to evaluate this cohesion. The first analyzes the influence each journal has upon the other 
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Table 2. Ranking of the top 15 journals from four different perspectives 

119 

Journal 

No. 
Citations 

Ranking based upon raw citation scores including self-citations 
1. Management Science 
2. MIS Quarterly 
3. Harvard Business Review 
4. Communications of the ACM 
5. Administrative Science Quarterly 
6. Datamation 
7. Sloan Management Review 
8. Database 
9. Decision Sciences 

10. Academy of Management Journal 
11. Organizational Behavior and Human 
12. Proceedings of the International Conference on IS 
13. Journal of Systems Management 
14. Interfaces 
15. Computerworld 

Ranking based upon raw citation scores excluding self-citations 
1. Management Science 
2. Harvard Business Review 
3. Communications of the ACM 
4. MIS Quarterly 
5. Administrative Science Quarterly 
6. Datamation 
7. Database 
8. Decision Sciences 
9. Academy of Management Journal 

10. Sloan Management Review 
11. Organizational Behavior and Human 
12. Journal of Systems Management 
13. Computerworld 
14. Interfaces 
15. Journal of Applied Psychology 

Ranking based upon normalized citation scores including self-citations 
1. Management Science 
2. MIS Quarterly 
3. Communications of the ACM 
4. Harvard Business Review 
5. Journal of the American Society for Information SC. 
6. Interfaces 
7. Sloan Management Review 
8. Decision Sciences 
9. Datamation 

10. Journal of Documentation 
11. Arttficial Intelligence 
12. ACM Transactions on Database Systems 
13. Database 
14. Information and Management 
15. Journal of Business 

Ranking based upon normalized citation scores excluding self-citations 
1. Management Science 
2. MIS Quarterly 
3. Communications of the ACM 
4. Harvard Business Review 
5. Decision Sciences 
6. Interfaces 
7. Sloan Management Review 
8. Datamation 
9. Journal of Documentation 

10. Artificial Intelligence 
11. ACM Transactions on Database Systems 
12. Database 
13. Journal of Business 
14. Information and Management 
15. Administrative Science Quarterly 

213 
189 
130 
116 
63 
63 
48 
47 
46 
45 
35 
35 
32 
32 
32 

133 
112 
95 
89 
63 
63 
47 
46 
45 
43 
35 
32 
32 
31 
28 

23.8 
17.6 
14.0 
12.5 
7.7 
7.1 
7.0 
6.4 
5.5 
5.5 
4.8 
4.8 
4.7 
4.7 
4.7 

18.5 
15.4 
13.2 
9.5 
6.4 
6.1 
6.0 
5.5 
5.5 
4.8 
4.8 
4.7 
4.1 
4.2 
4.1 
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journals in terms of how often it is cited by the others. The second focuses upon how in- 
terdependent the journals are by examining citation patterns between journal pairs. 

2.3 Determining the MIS core based upon cohesion 
Cohesion can be determined by examining the pattern of citations among the journals: 

those journals which do not substantially contribute to the common research (i.e., MIS) 
cannot be considered members of the MIS core. Table 3 contains the citation patterns 
among the 14 prospective core journals. For this table, rather than being restricted to ar- 
ticles referenced in Cooper (1988), all MIS research articles from all 14 journals from 1981 
to 1985 are included. Articles in non-MIS journals (e.g. in Administrative Science Quar- 
terly) were classified as MIS if they addressed the topics cited earlier in the MIS research 
survey by Cooper (1988). Following the approach used by Culnan and Swanson (1986), the 
intersection of independent classifications by two MIS researchers was employed to iden- 
tify these MIS articles. (Interrater agreement was very high; Cohen’s (1960) kappa = .71, 
p < .OOl, N = 852.) 

This resulted in a total of 277 articles published in the 14 journals, which makes 1479 
citations to other articles in the 14 journals. Each row in Table 3 depicts the percentage of 
times that articles in that specific journal cite articles in the journals listed in the columns. 
For example, 28.1 Vo of all citations in MIS Quarterly articles were to other articles in MIS 
Quarterly, while 12.9% of all citations in MIS Quarterly articles were to articles in Har- 
vard Business Review. The bottom two rows present influence factors which are analogous 
to the impact factors used by Garfield (1972). These influence factors indicate the impor- 
tance of each journal in terms of its role in providing information to other journals. The 
row marked “Total” is the summation of each column less the citations from a journal to 
itself. The row “Mean” is explained below. 

With these total influence data, we can identify journals which do not influence (via 
citation) other journals and are thus not part of the MIS core. As illustrated, the Journal 
of the American Society for Information Science, the Journal of Documentation, and Ar- 
tificial Intelligence clearly do not make significant contributions to the other journals. These 
three are thus candidates for being dropped from the core. 

This evaluation is based upon one-way influences, where the number of citations from 
one journal to another are counted. Another view of journal cohesion can be derived by 
examining how strongly interconnected the journals are in terms of two-way influence, 
where mutual citations (journals citing each other) are counted. 

A measure of this mutual citation strength used in bibliometric research relates the ef- 
fect of each journal to the amount of communication entropy (disorder) existing in a sys- 
tem of journals publishing articles on the same subject (the Brillouin measure: Shaw, 1981, 
1983; Pao, 1980; Boyce & Martin, 1981). In this analysis, the data in Table 3 can be visu- 
alized as a connected graph, where the points represent the 14 different MIS journals and 
the lines, or edges, represent mutual citation relationships. For example, the line between 
the point representing Communications of the ACM and the point representing Manage- 
ment Science would indicate that Communications of the ACM cites Management Science 
12.3% of the time and that Management Science cites Communications of the ACM 5.6% 
of the time. It is the use of these mutual citation relationships as indicators of interjour- 
nal communication which enables us to use mathematical communication theory (Shannon 
& Weaver, 1963) to measure the amount of communication entropy within a set of journals. 

In order to construct such a connected graph, a mutual influence threshold must be 
identified. This threshold is used to determine if the two-way citation communication be- 
tween any pair of journals is significant enough to be included as a line in the graph. Fol- 
lowing a procedure suggested by Small and Koenig (1977),* a reasonable threshold for our 
data is 5%; significant mutual influence between two journals, A and B, is thus defined 

*If the threshold value chosen is zero, most of the 14 members would be connected into a single large clus- 
ter. However, if the maximum threshold value of one is chosen, the system of journals would break into 14 clus- 
ters, each having a single journal as a member. Thus, an appropriate intermediate threshold value is that suggested 
by Small and Koenig (1977) in which the largest cluster begins to break into smaller clusters. With our data, a 5% 
value was found to satisfy this criterion. 
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as having at least 5% of A’s citations referencing B and at least 5% of B’s citations refer- 
encing A. 

With this graph constructed, clusters of mutually dependent journals are found and 
the effect of each journal upon the total set entropy can be measured. This effect is cal- 
culated by determining the set’s entropy with the journal as part of the set and then deter- 
mining the set’s entropy when the journal is excluded. If entropy increases when the journal 
is removed, the journal adds order to the system and can be said to be strongly connected 
within the system. Journals for which entropy decreases upon their removal are weakly con- 
nected. With the assumption stated earlier that members of the MIS core should be strongly 
connected, weakly connected journals are candidates for removal from the core. 

The entropy measure is calculated as follows: 

Z= (l/log,,2)(log,,)(N!/(N~!N~!. . .N,!)) 

where Z is the measure of diversity (entropy) of the system of journals; N is the total num- 
ber of journals in the system; Nj is the number of journals in thejth cluster; s is the to- 
tal number of clusters found; (l/log,, 2) converts the measure into bits. 

With Z as the measure of entropy of the graph of the 14 MIS journals, and Zj the mea- 
sure of entropy of the graph with journali removed, the measure of journali’s contribution 
to order is Z, - I. 

Table 4 provides the results of these calculations for the 14 journals. As shown, the 
journals can be divided into the following three categories: 

l Category 1: Journals Adding Order to the System 
Management Science 
Communications of the ACM 

l Category 2: Journals Having Little Effect on System Order 
Academy of Management Journal 
Data Base 
Decision Sciences 
MIS Quarterly 
Sloan Management Review 

l Category 3: Journals Adding Disorder to the System 
Administrative Science Quarterly 
Artificial Intelligence 
Datamation 
Harvard Business Review 
Interfaces 
Journal of Documentation 
Journal of the American Society for Information Science 

Category 1 journals are strongly connected within the core and can be interpreted as syn- 
thesizers. On the other extreme, Category 3 journals are weakly connected, and their re- 
moval will increase the overall cohesiveness of the core. 

These results are consistent with the earlier results that Artificial Intelligence, Journal 
of Documentation, and Journal of the American Society for Information Science do not 
belong in the core: each of these journals weakly influences MIS core journals and reduces 
the core’s cohesion. In addition, Administrative Science Quarterly, Datamation, Harvard 
Business Review, and Interfaces though relatively influential, do not belong in the core be- 
cause they are not strongly interconnected and reduce core cohesion. 

Using bibliometric techniques which analyze the influence of journals through article 
use in research, we have established that a core of MIS journals exists (those in Categories 
1 and 2, above) which are both influential to MIS research and cohesive. As mentioned in 
the introduction, a second dimension which is important for the determination of MIS jour- 
nal influence concerns researchers’ perceptions of journal influence. Hamilton and Ives 
(1983) surveyed MIS researchers in order to evaluate the perceived contributions of vari- 
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Table 4. Entropy measure of order within the 14 journals 

1, 
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I, - 21 .24a 

Management Science 
Communications of the ACM 

Academy of Management Journal 
Data Base 
Decision Sciences 
MIS Quarterly 
Sloan Management Review 

Administrative Science Quarterly 
Artificial Intelligence 
Datamation 
Harvard Business Review 
Interfaces 
Journal of Documentation 
Journal of the American Society. 

27.31 6.13 
22.63 1.39 

20.24 
20.24 
20.24 
20.24 
20.24 

17.65 
17.65 
17.65 
17.65 
17.65 
17.65 
17.65 

-1 
-1 
-1 
-1 
-1 

-3.59 
-3.59 
-3.59 
-3.59 
-3.59 
-3.59 
-3.59 

a21.24 is the value of entropy for the whole set (I). Both I and Ii are determined with a threshold 
value of 0.05 as explained earlier. 

ous journals to the MIS field. Comparing the journals in Categories 1 and 2 above with 
their survey results, we find that all the journals we have identified as making up the MIS 
core except for Decision Science and the Academy of Management Journal are perceived 
as highly contributing to the MIS field. Decision Science was perceived as a medium con- 
tributor and the Academy of Management Journal a low contributor. This accord between 
the our citation results and their perception results supports the notion of the existence of 
an MIS core. 

3. THE STABILITY OF THE MIS CORE OVER TIME 

The second issue to be addressed is whether the core is stable given the changing na- 
ture of MIS research. Core stability can be evaluated in terms of journal membership. That 
is, do evaluations at different points in time identify the same top influential journals? This 
question is examined by looking at the common occurrence of journals associated with 
these different rankings. First, a citation influence ranking of the top 10 journals based 
upon articles published in 1985 is constructed using methods similar to the Hamilton and 
Ives (1983) citation ranking which was based upon articles published in 1979.* As illustrated 
in Table 5, there is a 50% commonality when comparing journals chosen using the 1985 
data (C,B,P-85) vs. the 1979 data (H & I-CIT). This level of commonality persists with the 
additional comparisons of the 1980 survey of MIS researcher perceptions (H & I-SURV), 
the publishing records of the top five MIS publishing institutions from 1977 through 1983 
(V & W), and the MIS core journals described above using our 1981 through 1985 citation 
analyses (C,B,P). 

Comparing the results of multiple methods (citation analyses, publishing records, per- 
ception survey) over a g-year period, there is considerable commonality regarding what MIS 
journals are most influential. However, the ranking by Doke and Luke (D & L in Table 5) 

*We used articles from 1985 in Cooper’s (1988) survey to develop the following raw score influence ranking 
(in descending order); these 37 articles from 9 journals made 450 citations to 105 journals. 

1. Management Science 
2. Communications of the ACM 
3. MIS Quarterly 
4. Administrative Science Quarterly 
5. Sloan Management Review 
6. Academy of Management Journal 
7. Harvard Business Review 
8. Information and Management 
9. Decision Sciences 

10. Journal of Applied Psychology 
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Table 5. Comparing the commonality of journals between rankings. 

C,B,P 
H & I-SURV 
H & I-CIT 
V&W 
D&L 

H & I-SURV H & I-CIT V&W D&L C,B,P-85 

.60* .46* 58’ .21* .67* 
.67* .67* .25 .40* 

.54* .33* .40* 
.25 .43* 

.24 

Numbers in the table represent the proportion of journals which are shared by each pair of rank- 
ings. N ranges from 9 to 17 depending upon the total number of different journals contained within 
each pair of rankings. 

All asterisked proportions are significantly different from zero (p < .Ol), significantly different 
from one (p < .Ol) and NOT significantly different from .50. Non-asterisked proportions are sig- 
nificantly different from zero (p < .M), significantly different from one (p < .Ol) and significantly 
different from .50 (p < .05). 

C,B,P: Our choice of core journals; H & I-SURV: Hamilton and Ives (1983) top 10 ranking 
based upon academics’ perceptions of contributions to the MIS field; H & I-CIT: Hamilton and Ives 
(1983) top 10 ranking based upon their citation analysis; V & W: Vogel and Wetherbe (1984) top 
10 ranking based upon the publishing records of the top five MIS publishing institutions; D & L: 
Doke and Luke (1987) top 10 ranking based upon a survey of MIS academics’ perceptions of 
importance/prestige; C,B,P-85: Our top 10 ranking using only 1985 data without self-citations. 

seems to be different than all the rest. Though it could be argued that this difference is due 
to the recency of their survey (using 1986 data), this does not seem reasonable given the sta- 
bility of rankings demonstrated above. In fact, Doke and Luke’s findings may be due to 
response bias. They sent questionnaires to 243 business schools which were to be distrib- 
uted to two MIS faculty at the professor level, two at the associate level, and two at the 
assistant level. Since only 82 questionnaires were returned, in the worst case, the response 
rate was 82/(243 x 6) = 5.6%; if, on average, only three questionnaires were distributed 
instead of six, the response rate would be 11.2%. 

There thus does seem to be a good degree of core stability. As one would expect in a 
changing field, levels of core stability can be identified. Examining the various rankings (ex- 
cluding Doke and Luke) in more detail we find that Communications of the ACM, Man- 
agement Science, and MIS Quarterly are common to all five. These three journals thus 
constitute the first level core: those which have constant core membership. A second level 
core includes those journals which are typically (but not always) in the core. This includes 
the following journals which were found in at least three out of the five rankings: Data 
Base, Datamation, Harvard Business Review, Information and Management, and Sloan 
Management Review. The third level core consists of marginal journals in the sense that 
they have a low probability of being in the core over time. This would include journals 
such as Decision Science, Academy of Management Journal, Transactions on Database 
Systems, etc. 

4. A RANKING OF JOURNAL INFLUENCE WITHIN THE CORE 

Having demonstrated the existence and stability of an MIS core, we turn to develop- 
ing an influence ranking of its members. Core membership consists of journals which are 
influential, cohesive, and stable. We thus combine the analyses above which examined each 
of these criteria, excluding journals which are not influential, not cohesive, or not stable, 
and identify the following MIS core members (in alphabetical order): 

Communications of the ACM 

Data Base 

Management Science 

MIS Quarterly 

Sloan Management Review 
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We continue to define influence relative to the citing behavior of core MIS journals. 
As depicted in the last column in Table 3, the mean influence for each core journal is de- 
rived by ignoring the columns associated with all but the five core members and ignoring 
citations to itself. Thus, for example, the mean influence of Management Science is equal 
to (18.5 + 24 + 12.3 + 27)/4 = 20.45. The resulting ranking is as follows: 

Journal 

Very Influential 
1. Management Science 

Influential 
2. MIS Quarterly 
3. Communications of the ACM 

Less Influential 
4. Sloan Management Review 
5. Data Base 

Mean Influence 

20 

13 
12 

4 
4 

This mean influence measure can be interpreted as a ratio scale which indicates the rela- 
tive MIS research influence of the core journals. For example, by this scale, Management 
Science is more than four times as influential as Sloan Management Review, and each of 
the top three journals is at least three times as influential as any of the bottom two jour- 
nals. There seem to be three categories of journal influence. Management Science is clearly 
a top influence journal, Communications of the ACM and MIS Quarterly fall into a sec- 
ond category, and the other journals belong in the last category. This ranking is signifi- 
cantly different than the Hamilton and Ives (1983) overall ranking of the importance of 
these journals (Kendall’s Tau = .40, p = .48, n = 5). Based upon our more sophisticated 
citation analyses and our focus upon research influence (rather than, e.g. submission pref- 
erences), we believe that our ranking is more representative of the MIS research core. 

5. CONCLUSION 

If a stable core of highly influential journals exists, then its identification and the rank- 
ing of its members in terms of research influence is important for funding university schools 
and departments; for faculty promotion, tenure, and salaries; and for awarding research 
grants. Using researchers perceptions of journal influence, publishing patterns of top MIS 
publishing universities, and citation analysis from prior research as well as our multimethod 
citation analyses, we found that a stable core of influential MIS journals does exist. In ad- 
dition, our ranking of this core differs significantly from the Hamilton and Ives (1983) over- 
all ranking as well as from other journal influence rankings. With its foundation in prior 
research and the methodological rigor of our analyses, we believe that our ranking is more 
appropriate for the purpose of evaluating MIS journals based upon their influence of MIS 
research than the prior rankings. 

MIS field stability has implications for the long-term validity of this ranking. If the 
field is young and subject to considerable future change, current rankings may not provide 
an accurate picture in the future. This can result from changing editorial policies, the emer- 
gence of new journals, etc., which accompany a maturing field. These problems are exac- 
erbated by the lag time between the emergence of a new journal and its appearance libraries 
and secondary indexing and abstracting services. 

This concern is valid for MIS; there is significant evidence from our study as well as 
from prior work (e.g. Culnan & Swanson, 1986; Farhoomand, 1987) that the field of MIS 
is young and changing. For example, in mature fields statistical regularities such as Brad- 
ford’s Law (Bradford, 1948) describe the distribution of articles in journals devoted to a 
particular topic. According to this law, the number of top journals containing a given per- 
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centage of the total citations in a subject area can be derived from the following formula 
(Brookes, 1969): 

n = s(N/s)p 

where n is the number of expected journals comprising p percent of the total citations to 
all journals, N is the total number of journals referenced, and s is a constant. 

Based upon this law, in a mature field, 42% of the citations made by the 146 articles 
used as a basis for our citation analysis should have referenced approximately 28 journals 
(28 = 5(294/5).42). The fact that only 14 journals were referenced implies that MIS is 
young, does not yet have enough influential journals, and can look forward to future 
change in journal existence and rankings. This notion is supported by the emergence of new 
MIS journals (Journal of Management Information Systems, Information Systems Re- 
search, Journal of Information Resource Management Systems, etc.), and by recent edi- 
torial decisions of established journals in related fields to publish more MIS articles 
(Information Processing and Management, Znternational Journal of Information Manage- 
ment, etc.). 

The impact of MIS field maturation upon MIS core membership and ranking may take 
many forms (Banville & Landry, 1989). We will address three such maturation paths. The 
first assumes that as the field matures in will become more fractionated and tied to its three 
underlying referent fields: computer science, management science, and organization science 
(Culnan & Swanson, 1986). If this occurs, then the future MIS core should be represented 
by journals in each of these referents. Because computer science and management science 
are already represented (Communications of the ACM and Management Science), one 
would expect that an organization science journal such as the Academy of Management 
Journal or Administrative Science Quarterly will become a core member. 

The second form of MIS field maturation assumes that the field will emerge from its 
reference disciplines into an independent, coherent field (Culnan, 1987). If this is the case, 
barring extreme editorial changes in Communications of the ACM and Management Sci- 
ence, we would expect that future core membership would be dominated by journals de- 
voted exclusively to MIS. For example, MIS Quarterly and Data Base may be joined by new 
MIS journals such as Information Systems Research or old MIS journals such as Znforma- 
tion and Management or old journals with a new MIS focus such as Information Process- 
ing and Management. 

The third form of MIS field “maturation” involves a degeneration of the field result- 
ing in the “death of MIS” (Banville & Landry, 1989). Banville and Landry argue against 
this from a philosophical point of view and our data support their argument. Though there 
are many MIS publication outlets representing a wide variety of research problems and rep- 
resenting methodologies which vary greatly in kind and rigor, our analyses demonstrate that 
journals which exert a major influence on MIS research are relatively few and have been 
relatively stable over time. In addition, though Banville and Landry suggest that MIS is 
fragmented into at least six fields, our entropy analysis which found only two synthesiz- 
ing journals (Management Science and Communications of the ACM) suggests that MIS 
work tends to be limited to two or perhaps three fields. Thus, far from being an intellec- 
tual free-for-all, MIS has attained a sense of stability and does not seem to be in danger 
of dying. 
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