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Longitudinal Studies of Expectancy Theory:
Some Statistical-Analytical Cowncerus

ABSTRACT

Difficulties encountered in attempts to measure temporal change in in-
strumentalities and valences in expectancy models of work effort are examined.
Traditionally, correlation analysis has been used. It 1s argued that the
integrity of individual-level data is best preserved through the use of either

Wilcoxon or sign tests, corrected for random error.



Since their beginnings in the work of Tolman (1932) and Lewis (1935),
expectanéy theories of motivation have continued to be widely discussed and
researched. Mitchell (1974) suggested that the research has been of two
general types: studies which attempt to predict levelé of work effort and
studies which attempt to predict satisfaction with a given choice.

A commonly used version of the effort model (Mitchell, 1974) is repre-

sented by the formula

n
W=E (j=21 Ly V)
where W = motivational force;
E = expectancy that effort leads to performance;
Iij = instrumentality of performance (first-level outcome (i)
for the attainment of second-level outcomes (j);
Vj = valence of second-level outcomes; and
n = number of outcomes.

Motivational force is a monotonically increasing function of individual
valences and instrumentalities associated with anticipated outcomes and expec-
tancies of performance at given levels (Vroom, 1964).

Expectancy theory is recognized as a temporal model. It takes time for
the motivational force to develop: a change in the independent variables may
not lead to instantaneous shifts in the dependent variables (Kopelman and
Thompson, 1976). And yet, the bulk of the researchlon expectancy models of

motivation has used cross-sectional data, which prohibits the examination of

changes in individual motivation over time.
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By 1974, only three studies had tested models using longitudinal data
(Lawler, 1968; Lawler and Suttle, 1973; Sheridan, Slocum, and Richards, 1974).
In the next three years, the results of three other longitudinal studies were
reported (Kopelman and Thompson, 1976; Sobel and McGuire, 1977; Kopelman,
1977). These studies examined the predictive power of various valence, expec-
tancy, and instrumentality combinations. Few investigated the individual com-
ponents of the model in depth, even though it has been suggested that mixed
empirical support may result from applying the full model in a work setting
without adequately investigating the nature of the individual components of
the model. Campbell and Pritchard (1976) suggested that instead of conducting
large-scale studies with supepficial measures of poorly understood variables,
researchers should first devote time to a careful analysis of each of the
models' several individual components.

Studies which examined individual components of the model over time did
so in the context of the stability of responses, using test-retest reliabili-
ties (e.g., Schwab and Dyer, 1973). Connolly (1976) proposed that attempts
to predict work effort from measurements of expecténcies and valences require
strong assumptions concerning the time stability of these characteristics.

This suggests that the predictive power of expectancy models may suffer because
of perceptual instability in valences, expectancies, and instrumentalities
(Sheridan, Slocum, and Richards, 1974). Yet, the dynamic nature of the model
implies that changes in valences, expectancies, and instrumentalities accompany
changing levels of work effort.

Schwab and Dyer (1973) recognize that low test-retest reliabilities could
indicate changes in either motivational levels of the respondents or instrument

unreliability. This paradox was noted much earlier.



-3-

4 When scores on a test are observed to change, how can one tell
whether it is the persons who have changed or the tests? If the
correlation between pretest and post-test is reasonably high, we are
inclined to ascribe change scores to changes in individuals. But if

the correlation is low, we may suspect that the test does not measure

the same thing on the two occasions (Bereiter, 1963, p. 11).

We are, as yet, incapable of distinguishing between the two.

Studies are needed to investigate each of the major components (expec-
tancies, instrumentalities, and valences), as well as those variables thought
to moderate the relationships among the major components (e.g., equity, role
perceptions), and the changes which may occur in them over time. The results
of one such study, investigating two of the several components, are reported
here. Specifically, this research examines whether instrumentalities and

valences change, and, if so, whether such changes appear simultaneously or

prior to changes in effort levels.

THE STUDY

The study was conducted in five sections of an introductory organizational
behavior course at a large midwestern university and included 191 students in
the third year of their undergraduate business curriculum. To determine rele-
vant outcomes, the first questionnaire, administered during the first week of
the semester, included a list of possible outcomes generated by the researchers
which students were asked to rank order. Those outcomes ranked highest were a
feeling of having learned something, a feeling of achievement, a high grade, a
sense of personal growth, acquisition of new knowledge and skills, the grade
they expected, a sense of having met a challenge, and earning credit toward a
degree. These items were included in all subsequent questionnaires.

In the class session before each examination, students were asked to
indicate, on a scale of one (extremely likely) to seven (extremely unlikely),

the probability that each outcome would follow from their performance
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(instrumentality). Similarly, subjects were asked to indicate, on a scale of
one (extremely important) to seven (extremely unimportant), their perception
of the degree of valence of each of the outcomes at that time.

Three examinations were administered over -a period of four months, at
. approximately equal intervals of five weeks. As a result, three separate
assessments were obtained of valences and instrumentali;ies associated with
the eight outcomes identified by subjects at the beginning of the course.
Average response rate for the three administrations was approximately 78
percent.

Standard routines in MIDAS (Michigan Interactive Data Analysis Systems,
1974) and SPSS (Statistical Package for the Social Sciences, 1975) were used
to analyze the data. Following the empirical precedent set by earlier studies
of expectancy models of work motivation, correlational analyses were used to

examine the stability of instrumentalities and valences.

CORRELATIONAL RESULTS

Across—-subject correlational results appear in Table 1.

Insert Table 1 about here

In all instances, correlations between values of variables across time periods
were significant. One might conclude from these data that the valences and
instrumentalities of respondents did not change over the course of the study.
The importance an individual assigns to outcomes and the likelihood of out-
come occurrence at a given level of performance might be reported as stable.
From this, it could be inferred that once employers had determined how impor-
tant tﬁe organization's rewards were to an individual, they could expect those

rewards to remain a source of motivation for that employee for some time.
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Table 1

Correlations of Valences/Instrumentalities
across Subjects over. Time

TIME 1 - TIME 2 TIME 2 - TIME 3

Valence 1 J26% k%% WAL
Valence 2 W31EEEE NAEIIZY
Valence 3 ) WAL 52Kk xk
Valence 4 .16% J20%%

Valence 5 W27 kkk% 2 Fkdk
Valence 6 o 55%*kk L 9kkkk
Valence 7 5hkERR AL
Valence 8 .38 kkkk . 52%kkk
MEAN of Valences . J36%*k* 2% KKk
Instrumentality 1 .08 JLOR* Kk
Instrumentality 2 o2h%kkk 30%*k%k
Instrumentality 3 o J4Fkkk L Ok kK
Instrumentality 4 «22%Kk k% o 29%% %k
Instrumentality 5 «32kFkkk L 8kkkk
Instrumentality 6 4 3FKEK JhkFkk
Instrumentality 7 N L 35%kkk
Instrumentality 8 o 34F kK% WAL
MEAN of Instrumentalities «36F*Kkkk S 2KkK KKk

* p < .10

** p < .05
k% P.S .01
kkkk p S.'OOl
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Since expectancy models were designed to predict individual, not aggregate,
behavior, we question whether such conclusions are warranted.

Across-subject correlational analyses éuch as these pool the data of mul-
tiple subjects, calculate the variances of the variables to be correlated, and
then check to see if the level of association between the variables is greater
than or less than that which we could expect to occur by chance. Under some
circumstances, this computational sequence is appropriate, and does not damage
the essence of the data.upon which the test is used. However, in the study
of expectancy theory, the salient unit of analysis is the individual and his
or her perceptions of the alternative behaviors and outcomes available at a
given point in time. Patterns of valence and.instrumentality reports of
single individuals are important; however, when data are combined across
groups of individuals, results become uninterpretable. Wé can no longer tell
if a person's score is fluctuating or remaining stable, because the correla-
tional procedure has pooled the responses of several persons into a single
measure.

It is possible for change to be occurring within samples which show
positive, negative, or zero correlations. However, if response means are
reported along with the correlations, it becomes possible to detect change.
But here again, individual level changes are masked when the responses of
several people are pooled in order to calculate the mean. Changes occurring
within individual subjects may balance one another, creating the illustion of
stability; that is, while one person's scores are changing in an upward direc-
tion, another's scores may move down, and still another's may not change at
all. Means will report, however, that the measures taken in the first time

period are not significantly different from those in the second time period.
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Also, correlational procedures assume that the samples involved are inde-
pendent. When an individual's change over time is examined in the context of
expectancy theory, the samples (time periods) involved are not independent.

Finally, correlations tell us about the amount pf variation occurring in
the samples over several measures, but nothing about specific sources of vari-
ance or the type of adjustments being made.

In an attempt to retain the value of individual level data, correlations
were run within subjects, then, using r to z transformations, averaged across
the subject pool (Snedecor, 1946). Results of these calculations appear in

Table 2.

Insert Table 2 about here

The correlations within subjects (though not statis;ically significant because
of the size of n) are substantially greater than those reported across sub-
jects. This corroborates the earlier results which indicated little change in
instrumentalities and valences over time.

Using within-subject correlations solves some of the problems encountered
in across-subject analyses, but creates others. We do gain more useful moti-
vational information about each individual, but we are forced to pool éeveral
of that individual's responses. When within-subject analyses are performed,
n, for statistical purposes, is effectively reduced to one. To calculate
correlations, some variance is needed. Unfortunately, there is no variance in
a sample consisting of a single observation. To introduce variance, multiple
measures of a single variable or clusters of similar variables may be entered
into the equation, but then we no longer know what is happening within the

variable clusters for that individual. Interpretive ability is thus

diminished.



Table 2

Average Correlations* of Valences/Instrumentalities
within Subjects over Time

VALENCES
TIME 1 - TIME 2 TIME 2 - TIME 3
.60 .63
INSTRUMENTALITIES
TIME 1 - TIME 2 TIME 2 - TIME 3
.68 .73

*r to z transformed
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Additionally, the n for the analysis will likely remain so low (eight,
in this study) that a correlation of approximgtely .71 1is necessary to achieve
even marginal levels of significance (p = .05, n = 8). As n decreases, the
problem intensifies (for p = .05, n =5, r = .87; fér n =3, at p = .05,

r = .99). Differences in sets of scores for an individual respondent cannot
be detected by a correlation, because n is too low for the test to be sensi-
tive to change.

There is also some question about what a correlation can tell us. Even
if a correlation is high between time periods, we éannot confidently infer
that there has been no change; we can only conclude that the variaﬁles mea-
sured at time one and at time two are varying together. For example, if the
variables are increasing or decreasing at similar rates, they are both chang-
ing, but would be highly correlated. -

Average correlations of within-subject responses, then, do not appear to
offer a viable solution to measuring change within an expectancy model. Other .

avenues need to be explored.

RAW SIGN TEST RESULTS

From the same data, sign tests give us information similar to correla-
tions, but yield more specific information about changes in a single subject's
score. Sign tests are applicable to cases in which a researcher wishes to
establish levels of similarity between two conditions (Siegel, 1956). The
test requires that the underlying distribution of the variables involved be
continuous, and that subjects for comparison be matched with respect to rele-
van; extraneous variables. In within-subject analyses, subjects function as
their own control, i.e., comparisons over time are of a single individual's

responses to a variable at several points in time.
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Contrary to the correlational results reported in Tables 1 and 2, exam~—
ination of Table 3 (first 2 columns of each time comparison) reveals that there

was, indeed, activity between time periods.

Insert Table 3 about here

Subjects' responses changed in both directions. As many as 62/118 (52 percent)
of the responding sample reported different valences or instrumentalities be-
tween two points of measurement (the instrumentality of outcome 3 between
times 2 and 3). It is interesting to note that the correlation for this same
variable, over the same time period, was .40 (p < .001). At a significant
level of correlation, it might seem surprising to find 52 percent of the
sample's respondents changing their scores between measures.

The raw sign test tells how many subjects have changed their rating, and
whether they made their adjustments in an upwérd or downward direction. Raw |
sign tests do not, however, take the magnitude of the changes into account,
nor do they allow for random error which may have occurred.

The more powerful Wilcoxon matched-pairs signed-ranks tests were used on
the study data to determine whether the magnitude of change in subjects'

reported valences and instrumentalities affected results obtained through the

sign tests (Table 4).

Insert Table 4 about here

The two sets of tests produced comparable results. Variables which were shown
to be significantly different between time periods using the sign test were
also shown to be significantly different using the Wilcoxon test. There was

essentially no difference between the two sets of results.
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Table

3

Sign Tests of Valences/Instrumentalities over Time

Valence 1
Valence 2
Valence 3
Valence 4
Valence 5
Valence 6
Valence 7

Valence 8

Instrumentality
Instrumentality
Instrumentality
Instruﬁentality
Instrumentality
Instrumentality
Instrumentality

Instrumentality

*2-tailed

-DIFF +DIFF
15 37
18 40
24 35
11 38
32 30
18 15
21 25
21 25
29 32
21 36
30 24
18 33
29 28
32 23
21 38
24 20

TIME 1 - TIME 2

Z

2.9

2.76

1.32

3.71

0.12

0.35

0.44

0.44

0.25

1.85

0.68

1.96

1.22

1.08

2.08

0.45

P(Z)*
.003
.005
.186
.000
.894
.718
660

660

.802
.064
496
.050
222
.2802
.037

752

TIME 2 -
-DIFF +DIFF
13 29
27 21
25 25
24 19
25 32
19 19
24 21
36 23
20 28
29 23
31 31
304 22
26 29
31 28
39 20
36 17

TIME 3

2.31
0.72
0.14
0.61
0.79
0.16
0.29

1.56

1.01
0.69
0.12
0.97
0.27
0.26
2.34

2.47

P(Z)*
.020
471
.888
541
429
.872
771

.118

.312
490
.303
«332
.787
<794
.019

.013



Matched-Pairs Signed-Ranks (Wilcoxon) Tests

Valence 1
Valence 2
Valence 3
Valence 4
Valence 5
Valence 6
Valence 7

Valence 8

Instrumentality
Instrumentality
Instrumentality
Instrumentality
Instrumentality
Instrumentality
Instrumentality

Instrumentality
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Table 4

of Valences/Instrumentalities over Time

TIME 1 - TIME 2

-DIFF

27.23

25.00

28.46

26.73

32.91

16.92

24.79

21.86

30.17

27.67

3 25.77
4 24.00
5 29.45

6 26.44

29.81

22.44

+DIFF

26.20

31.52

31.06

24.50

30.00

17.10

22.42

© 24.88

31.75

29.78

29.67

27.09

28.54

30.17

30.11

22.57

P

.01

.002

.002

.05

.05

TIME 2 - TIME

-DIFF
17.00
26.83
24.50
21.00
25.94
18.00
24.25

25.00

24.60
27.55
32.44
27.47
28.62
29.24
29.27

25.74

+DIFF

23.52

21.50

26.50

23.26

31.39

21.00

21.57

21.17

24.43

25.17

30.56

25.18

27.45

30.84

31.42

29.68

.004

.08

.05

.06
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CORRECTED SIGN TEST RESULTS

The raw change or raw galn scores, upon which sign tests are based, have
been criticized because they are formed by a simple subtraction of scores.
This can lead to fallacious conclusions, primarily because such scores may be
systematically related to any random error of measurement (Cronbach and Furby,
1970).

Approiimation to a normal curve, the underlying condition assumed by a
sign test to exist, is greatly enhanced when a correction for continuity1 is
employed (Siegel, 19565. The correction is effected by reducing the differ-
ence between the observed gains (or losses) and the expected number of gains
(or losses) for a given sample size. The correction for continuity produces
a z-score from which we can determine the probabilities that the change is
attributable to true sample change, or to error variance. Thus, individual
level data are essentially preserved, and random variation in reported scores
is accounted for. Results of sign tests, corrected for continuity, appear in
Table 3.

It becomes apparent that the conclusions we might draw from these data
are considerably different from those indicated by the correlational results.
Between times one and two, six variableé changed signifiéantly (outcome
valences 1, 2, 4 and outcome instrumentalities 2, 4, 7), while ten did not.
Between times two and three, three variables (outcome valence 1 and outcome
instrumentalities 7 and 8) changed significantly. 1In total, nine variables
shifted significantly between time periods. Correlations reflected none of
these changes.

Sign tests, corrected for continuity, appear to give researchers useful
information about changes in individual subjects' responses. With other data

sets where magnitude of differences is a factor, the Wilcoxon test may be more
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appropriate. Only if there is variation in magnitude of change within the

sample would the two tests have different results.

CONCLUSION

Expectancy models of motivation attempt to describe the general process
of evaluation used by individuals in choosing a level of work effort to expend
on a given task. An individual's history, experience with similar situations,
or expectations about a new choice situation will affect his or her behavior
in the current situation. When the current situation becomes history, it too
will affect future choice. In order to test expectancy models, then, it is
essential that the time dimension be taken into account.

The traditional method of testing temporal effects expectancy models of
work motivation has been correlation. Inferences about the stability of
subject perceptions are made on the basis of correlational results. There is
some question, however, whether such procedures are really appropriate.

Across—subjeét correlational analyses, which combine data across sample
subjects, are viewed as inappropriate for most applications. Even in within-
subject studies, there are problems in using correlational analyses in tests
of expectancy models. The source of the difficulties is.in the composition
of n, since n becomes the number of measures instead of the number of subjects,
effectively reducing the sample size. Rather than pooling individuals as a
source of variance in across-subjects analysis, we are forced to cluster vari-
ables to achieve variance. As a result, we are forced to cluster variables to
achieve variance. As a result, the integrity of specific variables is compro-
mised. In addition, the magnitude of the correlation necessary to achieve

significance under such conditions is almost unattainably large.
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Sign tests can detect change more effectively, yield more specific
information about changes in subjects' scores, and preserve the essence of
individual level data. After correcting sign tests for random change, it
became evident that variables in this study which correlational results might
have reported as "stable" indeed were undergoing considerable change. It
would appear advisable to exercise some caution in the choice of methods for
testing change in expectancy models, since this choice seems to have a sub-
stantial effect on the results obtained.

Although considerably less complex than tests of correlation, sign tests
(or Wilcoxon matched-pairs signed-ranks tests) may well be more appropriate
for use in testing expectancy models of work motivation. The ability to leave
individual-level data relatively intact, and to record the amount, direction,
and significance of change, make such tests attractive for this type of
application.

There are some problems, however, which have yet to be resolved. One
difficulty inherent in testing any variable over time is our inability to
completely réject the alternative explanagion of change as unreliability in
measurement instruments. Such problems in demonstrating change are particu-
larly important in the context of expectancy theory research.

While controversy on this issue will continue, we can progress by care-
fully examining the assumptions underlying the statistical techniques we use.
In addition to exercising care in the choice of analytical modes, we must be
cautious in our interpretation of results. Only under such conditions can

expectancy models be given a fair test.
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FOOTNOTE
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