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INTRODUCTION

FORECAST.A is a forecasting program intended for users with limited
statistical knowledge. Therefore, input and output are deliberately kept
simple. The user is guided interactively through the program by prompts and
comments. The program uses three forecasting methods:

1. Decomposition

2. Winters' three-parameter exponential smoothing model

3. Trend-line analysis
Forecasts are made up to 12 periods ahead. Although the program was origin-
ally designed to handle monthly time series, provisions are made to handle

periods of different lengths. A minimum input of 12 and a maximum input of 120

periods can be handled.

TECHNIQUES

Decomposition

The decomposition method used in FORECAST.A is similar to the Census II
X-11 method, but simplified to suit the needs of users with limited experience.
This part of the program requires a minimum of thirty-six monthly data points;
it cannot handle other than monthly data. Options offered are trading day
adjustment and cutoff of extreme values. Trading days are days during which
business has actually been transacted. A correction for trading days allows
the user to take into consideration normal fluctuations in the number of
trading days, as well as unusual events like strikes, etc. Trading day
adjustment, if desired, takes place before decomposition starts.

Decomposition assumes that a time series consists of four components:
trend, cycle, seasonal, and an irregular component. An attempt is made to
isolate these components in order to explain the behavior of the time series
and to make predictions based on the components. Generally the components can
be connected in two different ways, by addition or by multiplication. Census

IT X-11 offers both possibilities, while FORECAST.A is limited to multiplica-

tive models as illustrated below:
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Xp = T x C¢ x S§¢ x I
where
X = actual observation at time t
Ty = trend factor at time t
C¢ = cyclical factor at time t

S¢ = seasonal factor at time t
irregular factor (random element in time series).

—
t
1]

Trend and cyclical factors are not separated in this model because a cycle is
assumed to be so long that its separation from the trend would not improve its
explanatory power.

As a first step FORECAST.A attempts a preliminary separation of the

trend-cycle components from the seasonal and irregular components:

EE = Rt - Tt X Ct X St X It = St % It
Mt Tt X Ct
where
Mt = Tt X Ct
Rt = St X It'

This separation is achieved by the use of twelve-month centered moving averages
(MA), which eliminate most seasonal and irregular variations from the time
series. The ratio of this series (My) to the original series (X;) is the

basis for further calculations (R:).

It is now possible, if so desired, to remove extreme values from the time
series. The program will transform the time series into a set of twelve time
series, each of which contains the data for a specific month. For example, one
series will contain all January data, one will contain all February data, and
so forth. For each of these monthly series, extreme values will be removed by

a two-step process. In step one, 3 x 3 MA'sl are calculated. The process

13 x 3 MA's are calculated by calculating three-month MA's of the time series
and then calculating three-month MA's of those MA's.
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results in the loss of two values at the beginning and two values at the end of
the series. These four values are replaced by weighted averages calculated
from the first and last values, respectively.

As a second step, means and standard deviations for each monthly series
(e.g., Januaries, Februaries, etc.) are calculated. All values falling out-
side of a user determined range will be replaced by the average of the values
immediately preceding and following the dropped value. This range will be
determined by the user in terms of standard deviations. For example, the user
can specify that all values deviating more than two standard deviations from
the mean are to be replaced. This option should be used only if it is known
that outliers are caused by unusual events such as strikes, catastrophes, etc.,
whose effects have not already been removed by the use of the trading day
adjustment option. Careless use of this option will lead to a loss of
information.

At this point in the procedure, the time series is twelve values shorter
than the original series because six values were lost from the beginning and
six from the end by the calculation of the twelve-month centered MA's.

Before new preliminary seasonal factors can be calculated, these values have to
be replaced. Replacement values are the corresponding values of the second
year for the first six values of the time series and the corresponding values
of the next to last year for the last six values. The original series will
then be divided by this adjusted series. At this point the time series is
actually a series of ratios, and in order to determine preliminary seasonal
factors this series will be normalized so that the mean for every year equals
100. Then 3 x 3 MA's will be calculated for every month as previously de-
scribed. The results are preliminary seasonal factors, and the division of

the originai series by these factors yields a preliminary seasonally adjusted

time series:
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Xt Tt X Ct X St X It

PS, = __
¢ St S¢

= Tt X Ct X It

where
PS¢ = preliminary seasonally adjusted value in time t.
The time series of these preliminary seasonally adjusted values (PSi's)
is the basis for the application of thirteen-month Henderson moving average
weights (see Table 1) to eliminate random fluctuations.l

PSt Tt X Ct X It

=T. xC
It It t t

' =
Mt

where

M' = Ty x Cyo
t t t

In order to determine the final seasonal-irregular factor (S; x I;), the
original time series (X;) is divided by the M{. Extreme values in the re-
sulting series of ratios will again be removed, if so desired, by the procedure
mentioned previously. The following series will result:

X Ty x G x S x I
FSI, = -=_"" Tttt x1,
!
Mt Tt X Ct

where
FSI; = S¢ x ILi.

In order to obtain the final seasonal factors (S;) from this series
(FSI;), the irregular factor (i.e., random fluctuations) must be removed.
This will be achieved by the application of 3 x 3 MA's to each month in the
manner described above:

FSIt St X It
St = =
It L¢

1 Shiskin, J., Young, A. H., Musgrave, J. G. "The X-11 Variant of the Census
Method II Seasonal Adjustment Program.” Bureau of the Census, Technical
Paper No. 15, p. 63.



TABLE I

13-Term Henderson Weights

Weight for Month

Henderson MA

for month N-12 N-11 N-10 N-9 N-8 N-7 N-6 N-5 N-4 N-3 N-2 N-1 N
Neceeoooooos 0 0 0 0 0 0 -.092 -.058 .012 .012 <244 »353 <421
N-=leeeocoos 0 0 0 0 0 -.043 -.038 . 002 . 080 174 <254 292 .279
N-2eeeeoons 0 0 0 0O -.016 -.025 .003 .068 . 149 .216 . 241 .216 .148
N=3ceeeeonse 0 0 0 -.009 -.022 . 004 . 066 . 145 .208 .230 .201 .131 . 046
N—deeeoooos 0 0 -.011 -.022 .003 .067 . 145 .210 .235 .205 .136 .050 -.018
N-S5ceeeecee 0 =-.017 -.025 .001 . 066 . 147 .213 .238 212 . 144 .061 -.006 -.034
N—=6eceooooos -.019 -.028 0 . 066 . 147 .214 . 240 214 .147 . 066 0 -.028 -.019

Source: Shiskin, J., Young, A. H., Musgrave, J. C. "The X-11 Variant of the Census Method II Seasonal Adjustment
Program,” Bureau of the Census, Technical Paper No. 15, p. 63.
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Division of the original series by the final seasonal factors yields a
series which is seasonally adjusted:

X T, x C+ x S¢ x 1
FAt_t=t t X ot t

= - =TtXCtXIt
St St

where
FA, = final seasonally adjusted value in time t.

Elimination of random variations (I;) from this time series yields the
final trend-cycle Qomponent of the time series. It is obtained by applying
thirteen-month Henderson MA's to the series of the final seasonally adjusted
values (FA;):

T, I,

TCt= =TtXCt

where
TCy = final trend-cycle value in time t.

Separate forecasts are made for the final trend-cycle component (TCy) and
the seasonal factor (S;) for twelve periods into the future. Random fluctua-
tions (I;) are unpredictable, énd therefore I will be ignored in forecasts.
The seasonal factors are predicted as the expected values of the seasonal
factors for the same months of the previous two years. The trend-cycle com-—
ponent is predicted by trend-line extrapolation. In order to capture non-
linear developments in the trend-cycle component, two attempts at extrapolation
are made, one using the linear equation

Y = a + bX,

the other using the nonlinear equation

Y = eatbX



where
X = time variable
Y = predicted variable
a, b = parameters to be estimated.

For the linear equation, the slope b will be estimated by the equation:

Y x 3X

(zx)? _
n n

b = (X x Y) 1x2

and the intercept a will be estimated by:
a = (XY - bIX)/n
where
n = number of observations.

The coefficient of correlation (r) is obtained by the equation:

2 2 '
r=>o V/(ZXZ—(—Zﬁ—)—)/(zYZ-.@}H‘

The pérameters a and b and the coefficient of correlation are estimated in

eatbX s transformed into a linear equation using

similar manner after y

the natural logarithm:

Y=eX 5 1ny=a+bx X
The final forecast is the combination of the predicted values of the linear
)

and non-linear trend-cycle components with the predicted seasonal factor:

FFp = TCpir X Spiq

where
FF = final forecast
T = forecasted period, T = 1, ...,12
T = last available period.

Several measures of forecast accuracy are offered. The program provides
!

the mean squared error (MSE), the standard deviation (SD), the average error

(AE), and the coefficient of correlation (r).
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The MSE is the variance of the predicted value from the actual value.
The program calculates the MSE by starting with year 2, predicting the trend-
cycle component (TC), combining the TC with the seasonal factors for the re-
spective period of the final forecast, and comparing this forecast with the
actual values for available periods. This measure is labeled "variance" in the
program output. The standard deviation is the square root of the MSE. The
average error is the average deviation of the predicted from the actual value.
The MSE and SD are measures of the magnitude by which the prediction deviates
from the true value; the average provides information as to whether the program
is, on the average, predicting correctly or is consistently over- or under-

estimating the true value.

i=2 (Xp,i = FFp,i)

MSE_ =
n r -2
SDy, = MSEj
r
AE_ = 1=2 (Xmai - FFm,i)
m
r -1

where

MSE = mean squared error
standard deviation

AE = average error

= actual value
FF = final forecast

r = number of years input

m = predicted month, m = 1,...,12.

wn
w]
]

]
|

The coefficient of correlation for each trend line is also presented.
This number is a measure of the goodness of fit of the estimated trend line to

the data points.
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Winters' Three Parameter Model of Exponential Smoothing

Unlike the decomposition method Winters' model is capable of handling
periods of different lengths. Every period length from yearly data to weekly
data can be handled. The minimum input requirement is four years; thus, for
monthly data, at least forty-eight values must be available. Basic equations

for Winters' model are:

S¢ = i a-w (Sg-1 + be-1)
L1
by = v (8¢ = Sg-1) + (1 - v) bt
Xy
Ip =8 —+ (1 - B) I,
St
Fem = (8¢ + By x m) Tiinm
where
St = simple exponentially smoothed value
by = trend adjustment factor
I = seasonal adjustment factor
Fi4p = forecast for period m
Xt = original observation
T=1,.s.,T = observed time

m=1,...,M = predicted time
a = smoothing constant for Si
B = smoothing constant for b
Y = smoothing constant for I;

L

number of periods per cycle

The weights a, B, and Yy can either be determined by the user or by
the program. If the latter option is chosen the program selects the optimal
combination of weights. The optimization criterion is the MSE. The weights

are chosen so that the average MSE of the forecast for the first and sixth
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period is minimized. The routine used for optimizing o, 8, and y is
EXPLORE! based on an algorithm developed by Keefer and Gottfried.2

The user also has to determine how many years are to be used for initiali-
zation of Sy, by, and I;. It is recommended that not more than half of the
available years be used but the minimum requirement is at least two years.

Initial value for S will be the simple average of the observations for
the first year.

Initial value for b, will be the difference between the means of the last
year and the first year used for initialization divided by the number of obser-
vations used for initialization less the number of periods in one cycle.

Mean 2 - Mean 1

(P-1)xL)
where

Mean 1 = mean of the observations for the first year used for initializa-

tion

Mean 2 = mean of the observations for the last year used for initializa-
tion

P

total number of cycles used for initializationm.

Under the assumption of a linear trend, b is the monthly increase or decrease
per period due to the trend. For the seasonal component (I{), starting values
have to be calculated for all periods used for initialization. Starting values
for I; will be the ratios of actual observations to seasonally adjusted values
of the same periods for all periods used for initialization. The seasonal fac-
tors for the same months of succeeding years/will be averaged to yield the

starting values for the seasonal factors.

1Becker, J. R. "EXPLORE, A Computer Code for Solving Nonlinear, Continuous
Optimication Problems."” Computer Application No. 10, Division of Research,
Graduate School of Business Administration, The University of Michigan.

2Keefer, D. L., and Gottfried, B. S. "Differential Constraint Dealing in
Penalty Function Optimization." American Institute of Industrial Engineers
Transactions 2 (1970): 281-89.
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el

X(k-1) x L#+i
sp - (Eﬁl.-i) X bi
2 .

where
i=1,...,L

Finally, these seasonal factors will be normalized so that their average
is one. These initial values will be used as starting values for the original
equations given above, which will be applied to the observations used for
initialization. The values for S, b, and I obtained in this step will be the
final starting values.

After the starting values have been calculated, the program proceeds with
the basic equations of Winters' model as they are given above. Starting with
the second year after the last year used for initialization, forecasts will be
made and compared to the actual values. The output shows the forecast for the
last available year together with the actual data for the same year, as well as
the standard deviation of the forecasted from the actual data which allows the
user to evaluate the quality of the forecast. A final forecast is then made

for twelve periods in the future.

Trend-Line Extrapolation

If the number of observations is too small for either decomposition or for
Winters' method, but exceeds twelve, a trend-line extrapolation can still be
performed. This is done by using the same routine used to perform trend-1li
extrapolation of the cycle-trend component in decomposition. The linear an
nonlinear extrapolations are also made using the equations

Y =a+ bX
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and

as previously described. The only measure of forecasting quality provided

by this routine is the coefficient of correlation.



APPENDIX A

FORECAST.A PROGRAM USER GUIDE



FORECAST.A PROGRAM

Location: N735:FCAST.0BJECT

Contents: The object module of'the FORECAST.A program.

Purpose: To forecast time series.

Use: This program is invoked by a $SOURCE N735:FORECAST.A command.

MTS file run contains the following command:
$RUN K45V:EXPLR.0+N735.0BJECT

5=INPUT 6=*DUMMY* 10=*MSOURCE* SCARDS=*MSOURCE*
SPRINT+*MSINK* T=5

Logical I/0 units Referenced:

SCARDS - The source of commands to the FORECAST program
(defaults to *SOURCE%).

SPRINT - Messages to user (defaults to *SINK%*).

- Input data for optimization algorithm used by
Winters' method. The user does not have to be
concerned about this unit.

~ Output of the optimization algorithm used by
Winters' method. The user may reassign the unit

(defaults to *DUMMY*).

Commands: The FORECAST commands are described in the following pages.



COMMAND DESCRIPTIONS

This appendix contains a detailed description of each FORECAST command.
The command descriptions are presented alphabetically with each command des-
cription starting on a new page.

Abbreviated portions of each command may be used as long as they include
enough of the command to be distinguished from other commands. The following
standard notation conventions are used in the command prototype descriptions:

1) Command prototype fields appearing in lower case are generic terms

which are to be replaced by an item supplied by the programmer.
Command prototype fields appearing in upper case are fields which
are to be repeated verbatim in the command.

2) Brackets ([ ]) indicate that a particular field is optional.

3) An ellipsis (...) indicates that the preceding field may be repeated
in the command.

4) Positional parameters must always follow the command name. However,
other parameters options may be specified in any order.

Example: In the command
READ FDATA NUMVAR=12 NUMDAT=120

"FDATA" must follow "READ," while "NUMVAR=12" can be placed before or
after "NUMDAT=120."

5) Character strings that are parameter values must be enclosed within
single quotes.

A few of the generic terms which appear within the command descriptions
'require explanation:

1) "keyword" means any keyword option available for that command.

2) "FDname" means the name of a user MTS file.



FORECAST COMMAND SUMMARY

DECOMPOSITION - Forecasts by means of the decomposition method.

MTS - Returns to MIS mode.

PLOT - Plots the original and forecasted time series.

READ - Reads the time series data.

RTRDAY - Reads data about trading day édjustments.

STOP - Terminates program execution.

TREND - Forecasts by means of trend-line extrapolation method.

WINTERS - Forecasts using Winters' three-parameter exponential smoothing

model.

Semd - Immediately executes MTS command “cmd".



Prototype:

Purpose:

Notes:

Options:

Example:

DECOMPOSITION

DECOMPOSITION [keyword=...].
To forecast using the decomposition method.

This command can only be issued after the time series data have
been read using the READ command. This method is limited to
use with monthly data only.

Keyword options, their default values, and possible values for
reassignment are the following:

CUTOFF = integer value DEFAULT = no cutoff
Extreme cutoff values stated in terms of number of standard
deviations around the mean. All time series data that fall
outside the specified limit are replaced by the average value
of the preceding and following values.. This parameter must
be used very carefully, e.g., only in cases where it is known
that the outliers exist because of abnormal environmental
conditions.

DECOMPOSITION
The time series is forecast using the decomposition method.



urs

Prototype: MTS [MTS command]
Purpose: This command returns control to MIS.
Notes: An optional MIS command may be specified. To restart execu-

tion of the FORECAST.A program, a SRESTART should be invoked.

Example: MTS
would return control to the MTS command mode.



Prototype:

Purpose:

Notes:

Example:

PLOT

PLOT
To plot the original and forecasted time series.

This command plots the forecasted time series data for all the
methods that have been used before issuing this command.

PLOT
A plot of the original and forecasted time series is produced




READ

Prototype: READ FDname [key word=...].
Purpose: To read the time series data points.
Options: Keyword options, their default values, and possible values for

reassignment are the following:

FMT = 'character string'
Format specification of data in FDname to be read. Note
that the format specification must be enclosed within
brackets and then parentheses.

NUMDAT = integer value
Total number of data points to be read from the FDname.

NUMVAR = integer value Default =1
Number of data points in each line of FDname.

Example: READ FDATA NUMVAR=12 NUMDAT=120 FMT='(12(F10.1,1X))'
The time series data points are read from the MIS file
FDATA. Each line of FDATA contains 12 data points, there

are 120 data points and the format of each line is
12(F10.1,1X).




Prototype:
Purpose:

Notes:

Options:

Example:

RTRDAY

RTRDAY FDname [keyword=...]
To read trading day adjustment data.

This command should be issued after the READ command. Notice
no option is provided to specify total number of data points,
since they must be equal to the number specified in the READ

command.

Keyword options, their default values and possible values for
reassignment are the following:

FMT = 'character string'
Format specification of data in FDname to be read. Note
that the format specification must be enclosed within
brackets and then parentheses. :

NUMVAR = integer value Default =1
Number of data points in each line of FDname.

RTRDAY FDATA FMT='(F10.2)'
Data for trading day adjustment is read from file FDATA with
format specification F10.2.



STOP

Prototype: STOP

Purpose: This command terminates processing and returns control to the
MTS command mode.

Notes: Execution of the FORECAST. A program cannot be restarted
because the program is unloaded.

Example: STOP



TREND

Prototype: TREND
Purpose: To forecast using the trend-line extrapolation method.
Notes: This command can only be issued after the READ command has

been executed.

Example: TREND
The time series is a forecast using the trend line
extrapolation.

Be e o imi——



Prototype:

Purpose:

Notes:

Options:

Example:

WINTERS

WINTERS [keyword=...]

To forecast using the Winters three-parameter exponential
smoothing model.

This command can only be issued after READ command has been
executed. Further, a minimum of four years cycles of data must
be available for using this method. Example

Keyword options, their default values, and possible values for
reassignment are the following:

FPART = integer value Default = Half the time series
First part of the time series used for initialization by the
Winters' method. This value must be specified in terms of
number of years of the time series.

LCYCLE = integer value
Length of cycle of time series in terms of number of periods.

ALPHA = real value
BETA real value Default = Optimal weights found by
GAMMA = real value the program

Smoothing parameters for Winters' method. Default option is
taken if all the three weights are not explicitly specified
by the user.

WINTERS FPART=3 LCYCLE=12
The time series is forecast using the Winters' method. The
first three years of the time-series are used for initiali-
zation; each year consists of twelve periods.



APPENDIX B

AN EXAMPLE



The dataset used in the example contained the monthly Business
Week Index for 495 months. Before the actual printout of the sample
run of FORECAST.A is shown, this file is listed. Disregarding the line

number, every line of the file contains the following information:

Column Context
1-2 Month
4-5 Year

7-11 Business Week Index
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149. 181, 152, 182, 1851 . 151, 151, 1350, 149,

ASONAL FACTORS
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0.928593 0.29249 1.00472 1.01104 1003535 0.99949 0.99899 1.00458 1.00021 Q. 99850 V. 99449 1.00380

+00100 1.00061 1.00664 1.01370 1.00469 0.99126 0.928834 0.929802 0.99968 O.99647 0.928905 1.01083 ‘
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