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NOTATION 

c' = root-mean-square concentration fluctuation 
I ,  = intensity of segregation 
L, = scale of mixing 
Nsc = Schmidt number ( v / D )  
T = radius 
r0 = pipe radius 
t = time 
G = local mean velocity 
u' = root-mean-square axial Eulerian velocity fluctua- 

tion 

x = axial distance 
E = turbulent energy dissipation 
T = time constant 
Y = kinematic viscosity 
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Accuracy in Residence Time Measurements 

R. L, CURL and M. L. McMlLLAN 
University of Michigon, Ann Arbor, Michigon 

Residence time distributions in flow or reaction systems 
give information about internal flow characteristics and 
are useful for predicting conversions with first-order reac- 
tions or in completely segregated reactors. The mean 
residence time provides a way to measure system volume 
by external means and the variance has found wide utility 
in estimating dispersion parameters in system models (1 ) . 

It is, of course, not possible to make these measure- 
ments with absolute precision. In particular, every real 
system has internal life expectancies extending to infinity, 
so that analytical problems or impatience eventually trun- 
cates all measurements. 

The usual technique is to inject a pulse of tracer ma- 
terial into the system and then to follow the effluent 
time-dependent concentration. Alternatively, tests in the 
form of saturation or elution steps may be used. If the 
system is linear these responses are theoretical1 inter- 

ent concentration response to a true pulse input, the nor- 
malized residence time density distribution f ( t )  is esti- 
mated, in practice, from 

changeable by well-known techniques. If c ( t )  is t h' e efflu- 

f"(t)  = c ( t )  0 4 t < t* (1) it* c ( t ) d t  

= o  t t' 

The time t" is the last time at which the tracer may 
be detected or when, for analytical reasons, it appears 
that the response has gone to zero. The limit t' + to, if 
it were possible to obtain, gives the true distribution f (  t )  . 
As a check on the accuracy of the measurement, the ma- 
terial balance 

M. L. .McMillan is with General Motors Research Laboratory, War- 
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is often used. Equation ( 2 )  is an equality only in the 
limit t' + co. One question to be considered here is the 
significance of the error caused by having finite t'. 

From the estimated f" ( t )  the estimated (cumulative) 
residence time distribution F" ( t )  is obtained from 

t* 

F " ( t )  = J f " ( t ) d t  (3) 

For a linear system this is equivalent to the response 
to a saturation step, while (1 - F " ( t ) )  would be the 
response to an elution step. The value of t" may differ 
in the three techniques (pulse, saturation step, and elu- 
tion step), depending on analytical accuracy. This is USU- 
ally inherently greatest in elution step tests, as the con- 
centration of a tail need only be distinguished from zero. 
A pulse test attenuates rapidly unless the input pulse is 
very great, and a saturation step approaches a final, rela- 
tivel large concentration. 

T h e mean residence time in a system may be estimated 
from 

t .  1 

= t f * ( t ) d t =  tdF" (4)  

and the second moment, from which the variance is ob- 
tainable, from 

The limit t" + 01 gives, in all of the above cases, the 
fundamental relations between true values of f ( t ) ,  F ( t ) ,  < and 72. They are written in terms of t' to emphasize 
the nature of the approximations we are forced to use. 

A series of measurements were reported by Lapidus 
(2) and Schiesser and Lapidus ( 4 )  in which step and 
pulse tests through beds packed with both non 

the bed during trickle phase operation. They found agree- 
ment between pulse and step tests when determining 

and porous spheres were used to obtain the hol gorous up in 
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mean residence time in beds of nonporous spheres, but 
with porous spheres the values obtained from Equation 
(4) differed greatly. F * ( t )  also differed greatly for the 
two types of tests. However within analytical accuracy 
the material balance [Equation (2)  ] always checked out 
to better than 98%. Numerous tests excluded nonlinear 
effects. An explanation was suggested but in a truly linear 
system no explanation is possible if it is assumed that 511 
tests had been conducted with sufficient accuracy. Roth- 
feld and Ralph ( 3 ) ,  however, reported agreement be- 
tween pulse and step tests in a trickle phase bed. A con- 
firmation of their result is presented here, as well as a 
possible explanation of the contradiction found by Schies- 
ser and Lapidus ( 4 ) .  An analysis is presented to show 
that a very significant error may be caused by truncating 
experiments at too low values of ta and that a material 
balance check [Equation (2)] may be completely mis- 
leading. 

EXPERIMENTAL 

A glass column, 3 cm. I.D., 38 cm. high, was randomly 
packed with %-in. Harshaw Alundum catalyst pellets. Short 
sections at both ends packed with glass beads helped to dis- 
tribute the flow. The column was operated liquid-filled for 
convenience, as the trickle phase nature of the previous work 
is not at issue in discrepancies between pulse and step tests. 
Flow was provided by constant-head gravity feed and was 
metered with rotameters. All experiments were performed at 
a volumetric flow rate of 2.0 liters/min. ( & 2% ). 

One reservoir provided distilled water for pulse and elution 
tests. Another provided 0.05 to 0.20 normal sodium chloride 
solution for saturation tests. The flows could be switched 
quickly between the reservoirs for step tests. For pulse tests 
2 to 3 ml. of sodium chloride tracer, between 2.0 and 3.0 
normal, were injected rapidly into a stream of distilled water 
flowing through the column. 

Before pulse or saturation tests the column was flushed 
with distilled water for a period of 2 to 8 hr.; sodium chloride 
solution was used for elution tests. No differences could be 
detected between feed and effluent concentrations when a test 
began. 

Samples of effluent were taken at measured time intervals 
and their electrical conductivity was determined at 34.5 & 
0.5"C. with an Industrial Instruments RC-1B conductivity 
bridge. A conductivity-concentration calibration was obtained. 
With extreme care to avoid contamination of dilute solutions, 
concentration measurements were accurate to k 1% over the 
range from 0.3 to 2 x 1 0 - 5  normal. A correction was applied 
for the inherent conductivity of the distilled water used. 

The duration of each run was about 50 min. (the saturation 
runs a bit shorter). 

' 

RESULTS 

The experimental concentration data from pulse tests 
are converted to the normalized forms fa  ( t )  and F* ( t )  
by means of Equations (1) and (3) .  All comparisons 
were made on the basis of 1 - F * ( t ) .  For saturation 
and elution tests this was obtained directly as c ( t ) / c o  
and 1 - c ( t ) / c o ,  respectively. The results are compared 
in Figure 1. There is no significant difference between 
the results from pulse, saturation step, and elution step, 
except near the termination of the experiments. 

The elution step has the greatest accuracy as it could 
be followed for the longest time. It implies that at  about 
2,800 sec., only 0.0003 of the original tracer remained 
in the bed. From the relation between step and pulse 
tests, this is also the true material balance for the pulse 
tests. Therefore the effective material balance was 
99.97%. The measured material balance [Equation ( 2 )  ] 
was 100.7% for a pulse test, but this is subject to the 
errors of concentration measurement, flow rate variation, 
injected pulse concentration, and volume and integration 
errors, and should not be expected to be better than k 

5%.  In these experiments the measured material balance 
is at best a crude estimate of the value obtained from an 
elution test. We shall see that measured material baIances 
in pulse tests may be no measure of the accuracy of the 
means or variances of residence times. 

Using Equation (4) we may obtain an estimate of the 
void volume of the bed (including pore volume). As void 
fraction these were found to be 0.56, 0.59, and 0.56 from 
the pulse, elution step, and saturation step, respective1 . 

nique gave 0.62 10%. These are in satisfactory agree- 
ment. 

By fitting an exponential-decay equation to the Iater 
points of the measured responses, it is possible to esti- 
mate the effect of carrying the integrations in Equations 
( 2 ) ,  ( 3 ) ,  and (4) to infinite time. Correction of the 
response curves [1 - F a ( t ) ]  and mean residence times 
in this manner caused less than 2% change. We conclude 
that the tests had been carried effectively to infinite time 
at t* = 2,800 sec. 

The bed void volume determined by a weighing tec i - 

ERROR MODEL 

Assume an idealization of the pulse response shown in 
Figure 2a to be that shown in Figure 2b. The material 
that passes through the bed without diffusing into parti- 
cles is represented as an impulse of area I - u located 
at  time a. The subsequent exponential decay, if taken to 
infinity, has area u. This form is plotted in Figure 2c as 
1 - F ( t ) .  The resemblance to measured responses is evi- 
dent. The equation for the idealized pulse response is 
then 

f ( t )  = 0 (0 t <a) 

= ( 1 - u )  8 ( t - a )  + u ~ e - w ( t - a )  (a ' t )  (6) 
Now if t* is the time at which a pulse experiment is 

Page 820 A.1.Ch.E. Journal July, 1966 



a t 
Fig. 2 (a) Possible pulse response of a system. 
(b) Idealization of actual response as the sum 
of a pulse and exponential decay. (c) idealized 

response in semilogarithmic coordinates. 

terminated due to further undetectability of the tracer, 
the material balance error would be 

W 

E = A+, uoe-@(t-a)dt (7) 
which gives the relation between to and E :  

U 
ato = o a + l n t  ( 8 )  

The estimated pulse response, which has been trun- 

(9) 

cated at to,  is then 
f ( t )  f"( t )  =- ( O L t < t * )  

= o  ( t  1 t o )  
1 - 6  

Evaluating Equation ( 4 )  for this truncated distribution 
based on Equation (6) and dividing by the true t of 
Equation (6), we obtain the ratio to/< a measure of the 
error caused by truncating the true pulse response. Car- 

rying out the necessary integration and using Equation 
(7), we obtain 

(10) 
This is for a constant flow rate, the ratio of holdup 

that would be found experimentally to the true holdup 
for a pulse test. 

Similarly, from Equation (5) for the second moment, 
we obtain 

YZP = 7 = - 
- 
t2" 1 
t 2  (1 - €1 

The same type of analysis may be applied to step tests. 
The step response equivalent to Equation (6) is 

In an actual experiment the value of c ( t )  /c ,  appears to 
reach zero or one (for elution and saturation step, respec- 
tively) at some time t', which bears the same relation to 
e as before. Then the truncated distribution F o  ( t )  is 

F o ( t )  = 0 ( O L t < a )  
( a L t < t o )  (13) 

No renormalization need be applied in this case. Evaluat- 
ing Equation (4) for this truncated distribution and di- 
viding by the true < which is the same as before, we ob- 
tain 

= 1 - u e - o ( t - a )  

= 1.0 ( to 4 t )  

yls  = 1 - -2- ( 14) 
m + u  

and, for the similar ratio of second moments 

2€ (1 + * + In") 
y2s = 1 - (15) 

(*)2 + 2aou + 2u 

It is evident, by comparing Equations (10) and (14) 
or (11) and (15), that ylS > ylP and yzS > yzl,. Step 
tests of whatever sort are more accurate than pulse tests 
even with the same material balance failure. A saturation 
step may, however, be less accurate than an elution test 
as it is more difficult to follow the tail of a saturation 
test analytically, that is, to distinguish small differences 
in large concentrations. 

The data reported here, some of that obtained by 
Schiesser (6) [reported by Schiesser and Lapidus ( 4 )  in 
their Figure lo] and a set obtained by RothfeId and 
Ralph ( 3 ) ,  have been tested by means of the above rela- 
tions. In each case the values of a, u, and w were esti- 
mated from the measured elution step responses. The 
value of t' for any particular case is the time at which 
the last data point is obtained. The corresponding is 
the value from the elution step data at to  (this being the 
best measure of the true value). Comparison of predicted 
values of y lp ,  yZp,  ylsr and yZs (for both elution and 
saturation steps) are shown in Table 1. 

The elution test used by Schiesser appears satisfactory 
for estimating but the pulse and saturation tests give 7 
values which are too low. The conditions of the RothfeId 
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TABLE 1. COMPARISON OF PREDICTED Emons W PULSE AND STEP TESTS 

E Y1 YI (exp.) Y2 Test a, sec. 21 w 

This work 30 0.012 0.00131 
3.7 x 1 0 - 4  0.967 0.700 
1.1 x 10-3 0.979 0.720 

0.996 0.920 

Pulse 
Sat. step 
Elut. step 2 x 1 0 - 4  

Schiesser ( 5 )  26 0.16 0.00555 
0.089 0.540 0.59 0.07 
0.034 0.890 0.73 0.53 
0.009 0.970 ( 0.97 ) 0.81 

Pulse 
Sat. step 
EIut. step 

0.70 0.00226 Rothfeld and Ralph ( 3  ) 60 
Pulse 
Steps 

and Ralph experiments appear satisfactory for estimating 
both 7 and There is a reasonable correspondence be- 
tween the predicted y ~ ,  and those found experimentally 
by Schiesser ( 5 ) .  This suggests that their discrepancies 
between the results of ulse, saturation step, and elution 

tion of the tests due to analytical limitations. As far as a 
material balance check is concerned, we see that with 
certain parameters for a pulse test, a 1% error in mate- 
rial balance can cause a 50% (or more) error in holdup 
measurements, illustrating the extreme importance of the 
tails in estimates derived from residence time measure- 
ments. At best, material balance checks cannot be much 
better than 1%. In porous beds the necessary precision 
of closure of the material balance is orders of magnitude 
greater than can be determined directly. 

If an experiment is poor for mean residence time de- 
termination, it is worse for determining the variance of 
residence times. For example, if Equation (11) for the 
second moment error is applied to the pulse test data 
represented in Figure 1, with the same parameters as 
above, yZp = 0.70. Even these pulse data are inadequate 

step tests arise primari F y from the experimental trunca- 

, 

Fig. 3. The effect on a pulse response ( E  = 0) produced by the 
artificial introduction of various material balance errors through 

truncation. 

0.003 0.978 
0.003 0.996 

0.920 
0.975 

for determining variance. The elution data might be sat- 
isfactory. Higher moments are nearly inaccessible by ex- 
periment unless truly extreme care is taken. 

As one final demonstration of the effect of small mate- 
rial balance failure, the data in Figure 1 are replotted in 
Figure 3 by assuming various artificial values for t” or 
equivalently of material balance failures. That is, the true 
pulse response was obtained by differentiating the elution 
data, by truncating, and then by renormalizing, on the 
basis of Equation (l), before recalculating F ” ( t ) .  We 
see that an artificial 99.8 % balance gives considerable 
error in 1 - F’( t )  and that a 99% balance is useless. 
The departures of these curves resemble the respective 
elution, saturation, and pulse curves reported by Schies- 
ser and Lapidus ( 4 ) .  

Equations ( lo) ,  (ll), (14), and (15) could be used 
in reverse to determine the precision necessary (the value 
of E or t ” )  for an accurate estimate of mean residence 
times or variances from pulse tests. However, an elution 
test would be desirable for estimating the parameters 
necessary for a prediction of possible errors in itself, or 
in pulse or saturation tests. 

NOTATION 

= pulse delay in response model, sec. 
= measured concentration response 
= initial (final) concentration in elution (satura- 

= residence time density distribution 
= residence time distribution 
= moles injected in pulse tests 
= volumetric flow rate 
= time, sec. 
= test truncation time, sec. 
= response model parameter 
= ratio of estimated to true nth moment of model 

response ( n  = 1, 2, . .) 
= material balance failure in response model 
= decay frequency in response model, set.-' 

tion) step tests 

Superscripts 

- = mean value 
* = truncated responses 
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