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1,0 INTRODUCTION

The minimum age at which beverage alcohol may be legally
purchased and consumed has been a major political issue in the United
States during the past decade, The current controversy began in 1970 when
the 26th amendment to the U.S, Constitution, extending the right to vote
in federal =lections to citizens between 13 and 21 years of age, was
passed by Congress and rapidly ratified by the necessary 33 states, The
amendment became effective in July, 1971, In the subsequent three years
all 50 states extended the right to vote in state elections to 12 year
olds as part of a broader movement to reduce the age of majority from 21
to 18+ During this period, 24 states reduced their minimum legal drinking
ages for all alcoholic beverages as one component of reductions in the age
of majority. (1) In addition, 11 states lowered the drinking age for wine
and/or beer only (National Clearinghouse for Alcohol Information, 1974,
1978) The trend toward a lower legal drinking age stopped by the end of
1973, as evidence began to accumulate that the lowered drinking age
resulted in increased alcohol-related problems, particularly traffic
actidents, among the 12 to 21 year old population, Since 197Z no states
have lowered their legal drinking age, and beginning in 1%74, the trend
has reversed, with numercus states recently raising their legal drinking
ages; (2)

In Michigan, the reducticn in the legal drinking age from Z1 to
18 for all alcoholic beverages took effect on January {, 1972 (Michigan

State Legislature, 1971), Considerable controversy in intellectual,



political, law enforcement, and industrial drcles surrcunded the

reduction in the drinking age (Michigan Council on Alcohol Problems, 1973}
Michigan Licensed Beverage Assodation, 1973} Warks, 1973} Distilled
Spirits Coundl of the United States, 1972a, 1973b} Bowen and Kagay, 19734
Iylman, 1973, 1974), Early preliminary evidence was used to argue that
substantial increases in alcohol-related traffic accidents among the 13-20
year old population resulted from the 1972 legal change (Michigan Coundil
on Alcohol Problems, 1973), Subsequent controlled research demonstrated
the adverse impact of Michigan’s lower drinking age upon alcohol-related
traffic accidents among youth (Douglass, 1974} Douglass and Freedman,
1977} Flora et al,, 1973), Although the estimates of the magnitude of the
legal impact from these studies were much smaller than those presented by
partisans in the drinking age debate using preliminary evidence, they were
consonant with the growing literature on the adverse effects of lower
legal drinking ages in various states and Canadian provinces.

Building on the accumulating evidence documenting the adverse
impact of the lower legal age upon youthful alcohol-related problems,
particularly traffic acridents, those opposed to the reduced drinking age
lobbied in favor of raising the drinking age. The Michigan Legislature,
responding to increasing pressure, passed Fublic Act 94 early in 1773,
which raised the legal drinking age from 1& to 1% effective December 3,
1978, Since a number of voters were not satisfied with the drinking age
move from 18 to 17, the Michigan Council on Alcohol Problems’ "Coalition
for 21" continued their statewide petition drive that successfully placed
a proposed constitutional amendment raising the drinking age to Z1 on the

November 1972 general election ballot, The proposal passed with a




substantial margin and had the affect of raising the legal drinking age in
Michigan to 21 on December 23, 1978,(3) Mote that the constitutional
amendment did not include a "grandfather" clause whereby 17 and 20 year
olds who had had the legal right to drink prior to the effective date of
the constitutional change would continue to possess that right, After
December 23, 1972, persons aged 19 and 20 who had had the right to drink
were no longer legally allowed to purchase alcoholic beverages. As
occurred after the 19727 reduction in the legal drinking age, preliminary
data were used by both supporters and opponents of the raised drinking age
to bolster their positions (Distilled Spirits Coundil of the United
States, 197?} Michigan Council on Alcohol Problems, 1977} Publicom, 1972),
The need for a rigorous, controlled evaluation of the impact of the
raised legal drinking age in Michigan became evident, and as a result, the
Michigan Department of Public Health, Office of Substance Abuse Services
initiated the present project. (4)

The goals of this investigation were twofold, The first goal
was to provide cbjective information concerning the effect of the legal
drinking age upon traffic accidents among youth to policy-makers and
voters in Michigan and elsewhere who must continue to deal with the
drinking age issue, (3) A major concern in discussions of sodal policy
on the legal drinking age was the extent to which modifications in the
drinking age caused changes in the motor vehicle accident experience of
young drivers. As a result, a major feature of this investigation was a
strong emphasis on a research design with high validity and an explicit
explanation of numerous potential alternative explanations of the observed

relationships betwean the drinking age and traffic accidents. The second



goal of the present study was to utilize naturally occurring experiments
with the minimum legal drinking age to test propositions based on an
emerging theory concerning the impact of beverage alcohol availability on
alcohol consumption and alcohol-related public health problems.

Several features of the present investigation, few of which have
been included in previous research, provided a unique contribution to the
literature on the drinking age. First, this study used longer time-series
of observations than any drinking age evaluation conducted to date} (6)
second, two measures of traffic accdents, (7) and two measures of
alcohol-related accidents, (3) strengthened the construct validity of the
study; third, the impact of the drinking age was assessed while explicitly
incorporating the effects of the fuel shortage and national minimum speed
limit reduction of early 1974 into the analyses; (?) fourth, the effect of
a raised legal drinking age was systematically examined for the first
time} and fifth, a comparison was made between the effects of a lowered
legal age and the effects of a subsequent return to the original higher
drinking age in a single geographic and sodo-cultural environment, The
above features of the present investigation provide important new
information for input into the policy-making process with regard to the
legal drinking age, and for the continued refinement of preliminary
theories concerning the impact of changes in the availability of beverage

alcohol on acute alcohol-related health and safety problems.



Notes to Chapter 1.0

1, States that reduced their legal drinking ages for all
alcoholic beverages between 1970 and 1973 were! Alaska, Arizona,
Connecticut, Delaware, Florida, Georgia, Hawaii, Idaho, Jowa, Maine,
Massachusetts, Michigan, Minnesota, Montana, Nebraska, New Hampshire, New
Jersey, Rhode Island, Tennessee, Texas, Vermont, West Virginia, Wisconsin,
and Wyoming {National Clearinghouse for Alcohol Information, 17740

2. States that raised their legal drinking ages after 1574
include! Illinois, Iowa, Maine, Massachusetts, Michigan, Minnesota,
Nebraska, New Hampshire, New Jersey, and Tennessee (based on Hammond, 1979
and information provided by the National Clearinghouse for Alcohel
Information).

3+ After the constitutional amendment was approved in November
1978, the legislature passed implementation legislation that was signed by
the Gavernor just two days before the effective date of the constitutional
amendment (Public Act 531 of 1978),

4, Michigan provided an ideal site for a detailed examination
of the differential effects of a lowered and raised drinking age, since it
was the first state to raise its drinking age from 13 to 21 after an
earlier reduction from 21 to 13,

5. Efforts to place a proposed constitutional amendment
lowering the legal drinking age from Z1 to 17 on the November 1930
Michigan general election ballot through the initiative process were
underway when, in early July 1720, the Michigan legislature, with a
substantial margin, bypassed the initiative efforts by approving a measure
placing the proposed constitutional amendment on the November 1720 ballot
(Detroit Free Press, 1780),

& Twelve years of monthly fatal acddent frequendes (144
observations), and eight years of monthly total accdent frequencies (74
cbservations),

7. Frequency of crash involvement and frequency of fatal crash
involvement,

3, The frequency of police-reported drinking drivers, and the
frequency of surrogate measure alcohol-related crashes (i.e, late night,
single-vehicle crashes involving a male driver),

9, Using the Box-Jenkins transfer function modeling technigues,






2,0 BACKGROUND LITERATURE, THEORY, AND
DEVELOPMENT OF HYPOTHESES

This chapter reviews several distinct areas of research
literature that are relevant for an examination of the legal drinking age
issues Included are discussions of! (4) drinking patterns among youth,
(B) traffic accident experience of young drivers, (C) previous evaluations
of drinking age changes, (D) general models for the prevention of
alcohol-related problems, (E) a specific model of the effects of the legal
drinking age, and (F) a specification of the direction and magnitude of
the hypothesized effects of changes in the legal minimum drinking age in

Michigan,

2,1 Alcohol and Highway Safety Among Youth

A major component in the legal drinking age debate has been the
impact of modifications of the drinking age on the alcohol-related motor
vehicle collision experience of youth, Racent trends in youthful drinking
patterns and the role of alcohol in traffic acddents, espedally with
reference to young drivers, are discussed below.

21,1 Drinking Patterns. It is well established that most
young people in the United States regularly drink alcoholic beverages,
Blane and Hewitt (1977) reviewed 120 surveys of adolescent drinking
practices (i.e, youth aged 13 to 18) conducted since 1741, They concluded
that the prevalence of youthful drinkers was increasing prior to the
mid-1940s, and that about 70 percent of junior and senior high school

students were consistently identified as drinkers over the 1746 through



1975 period. A similar pattern was revealed for lifetime prevalence of
intoxication, which increased from 1% percent prior to 17464 to 45 percent
during the 1744 to 1975 time period, remaining stable during the latter
ten-year period, The prevalence of monthly intoxication similarly
increased from 10 percent before 1944 to about 19 percent during the 1944
to 1973 period, although the small number of surveys assessing prevalence
of monthly intoxication limits the conclusions that could be made
concerning trends in recent years. Blane and Hewitt also could not
identify trends in drinking frequency among adolescents over the past two
decades because of the inconsistent measures of drinking frequency used in
the various surveys. Their best estimate of average drinking frequency
among teenage drinkers aged 13 to 13 was three drinking occasions per
month,

Note that although these estimates were based on a comprehensive
review of 120 surveys, only 14 of those studies used probability samples
from clearly defined populations, As a result, the estimates of the
drinking practices of adolescents in the United States should be used with
caution. Nevertheless, many studies over an extended period have
indicated that the great majority of adolescents do drink regularly and a
substantial number also frequently become intoxicated,

The above discussion has been limited to the drinking practices
of junior and senior high school youth, The literature on college
students, also reviewed by Blane and Hewitt (1?77), is even more limited
than the literature on adolescents. Existing surveys of college students
indicate that the prevalence of drinkers has been continually increasing

since World War II, It is estimated that about 37 percent of all college



students are drinkers. There are indications that the frequency of
intoxication among college students has increased in the past quarter
century, Furthermore, those aged 13 to 25 consume more beverage alcohol
than at any other period in the life cycle, and they drink larger

quantities of alcchol per occasion than older drinkers (Blane and Hewitt,
1977} Naticnal Institute on Alcohol Abuse and Alcoholism, 1973)

The most recent information concerning youthful drinking
practices was provided by the ongoing longitudinal nationwide probability
surveys being conducted by Johnston, O'Malley and Bachman (Johnston et
aly, 197%a, 197%b), They reported that 88 percent of high school seniors
surveyed in 1979 were at least occasional users of alcohel; 72 percent
reported use within the past month, and 41 percent reported consuming five
or more drinks on at least one occasion in the previous two weeks.
Furthermore, similar surveys conducted each year since 1775 revealed that,
while the prevalence of drinkers has remained stable in recent years, the
prevalence of high school seniors who frequently become intoxicated has
increased over the past five years (from 37 percent in 1975 to 41 percent
in 1979} Johnston et al., 197%b), (1)

These recent data confirm and extend the conciusion Blane and
Hewitt made on the basis of their review of surveys conducted prior to
1973, That is, a plateau in the prevalence of drinkers among older
adolescents and young adults has apparently been reached, with about 20 to
20 percent identifying themselves as drinkers. However, the prevalence of
young people who regularly become intoxicated appears to be increasing,
with current data indicating that more than one-third of the young people

in the United States become intoxicated at least once every 14 days, The
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experience of frequent intoxication by a sizeable proportion of American
adolescents creates the potential for serious mortality and injury
outcomes if young drinkers operate motor vehicles while in an
alcohol-impaired state,

2:1.,2 Traffic Accidents, Motor vehicle accdents are the
leading cause of death among youth aged 15 to 24, claiming 13,092 lives in
the United States in 1977 (National Safety Coundl, 197%). A large number
of interacting factors that have been identified as causes of traffic
acidents are presented in Figures 2.1 through 2,6, Figure Z.1 depicts
five broad classes of motor vehicle acddent causes, while Figures 2.2
through Z.4 indicate the spedific variables within each class.

Intensive investigations of random samples of accidents
conducted at Indiana University by the Institute for Research in Public
Safety have revealed that vehicular factors (Figure 2,3) were a definite
cause of the collision in about 5 percent of the cases, and environmental
factors (Figure 2.2) were a definite cause in about 20 percent of the
accidents examined (Institute for Research in Public Safety, 1973), Human
direct causes (Figure 2.4), on the other hand, were documented as a
definite cause of the collision in over 20 percent of the accidents, The
researchers emphasized the dominant role of human factors in accident
causation, and pointed out that even in those cases where a definite
vehicular or environmental cause was evident, it was most often a
combination of such factors with human error that brought about the
collision.

As shown in Figure 2.1, the human errors that cause most

collisions are often a direct result of human conditions at the time of
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the crash, {Z2) The multidisciplinary investigations of the causes of
traffic collisions mentioned above have revealed that, for samples of all
accidents at all times, alcohol-impairment is the human condition most
frequently identified as a causal factor in the crash} alcohol impairment
was identified as a definite or probable cause in about 7 percent of the
collisions investigated (Treat, 1977), It should be reiterated that the
acddent sample included all motor-vehicle accidents at all times of the
day/week} as a result, the great majority of the investigated collisions
were relatively minor property-damage accidents occurring during daytime
rush hours.

The epidemiological literature on the role of beverage alcohol
in traffic acddents demonstrates that the role of alcohol increases as
the severity of the accident increases. Although only about 10 percent of
the drivers in minor property-damage accidents have blood alcohol
concentrations (BACs) over .05 percent, about 15 percent of drivers
involved in extensive property—-damage accidents have BACs of 105 percent
or greater, approximately 23 percent of drivers involved in serious injury
accidents have BACs of 10 or greater, and the most serious accidents,
fatalities, have the highest rates of alcohol-impairment, with about
one-half of the drivers having a BAC of at least .10 percent (Cameron,
1977} Jones and Joscelyn, 1978), The findings of these epideminlogical
studies are supported by studies that include control groups, matched in
time and place to samples of accidents, Such controlled studies have
found that the relative risk of being involved in a crash accelerated
rapidly at BACs over 0% percent (Camercn, 1977} Jones and Joscelyn,

1978), (3)
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Figure 2,6 depicts a variety of individual characteristics that
predispose one to the human conditions that often lead to driver error,
which consequently results in a collision. Of all of the predisposing
characteristics, age and sex of driver are consistently among the best
predictors of accident involvement (Cameron, 1977)s Young drivers {15 to
Z4), especially males, are overrepresented in all types of traffic
accddents in most developed countries, Young drivers have accident rates
from twice to 10 times the rates for drivers of other age groups
(Organization for Economic Cooperation and Development, 1973)

A variety of exposure variables have been suggested as
explanations for the overrepresentation of youth among accident-involved
drivers, especially involvement in more serious injury-producing
collisions, such as! (A) driving at more hazardous times/locations (for
example, nighttime and weekends); (B) more frequent driving with
passengers present (increasing the probability of distraction); (C)
driving vehicles that are in poorer condition} and (D) more frequent use
of two-wheeled vehicles. Although much work remains to be done concerning
the effects of differential exposure, studies to date indicate that the
overrepresentation of young drivers in the accident-involved population
remains, even after a variety of controls on acddent exposure
(Organization for Economic Cooperation and Development, 1975} Preusser et
aly, 1973),

In addition to their overrepresentation in all collisions, young
drivers also have the highest rates of alcohol-related crashes of any age
group (Cameron, 1977} Flora et al,, 1973), (4) The high rates of

alcohol-related collisions among youth are apparently not due simply to
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increased driving after drinking in the age group. In fact, roadside
breathtest surveys have revealed that the proportion of youthful drivers
with elevated BACs is the same as, or lower than, the proportion of
drivers in their 30s or 40s with elevated BACs (Preusser et aly, 17975}
Wolfe, 1979),

An important explanation of the excessive rates of
alcohol-related collision experience of young drivers was the finding that
the relative risk of crash involvement at varicus BAC levels was higher
for youth than the relative risk of crash involvement at the same BAC
levels of middle-age drivers (Perrine et al., 1971} Zylman, 1972} Farris
et aly, 1973)s Thus, a young driver with a given BAC level is more likely
to be involved in an acddent than an older driver at the same BAC level,
and the risk of a crash increases more sharply with increasing BAC levels
for youth than for drivers of other ages.

The particularly high susceptibility to traffic crashes amaong
youth as compared to older drivers at identical BAC levels may be due to
the lack of extensive experience with drinking and driving after drinking
among youth., Such an explanation was supparted by the work of Hurst
(1973) who reported that, among drinkers of all ages, those who drink
infrequently have a higher relative risk of crash involvement at a given
BAC level than frequent drinkers, Thus, although youth have been
characterized as frequent heavy drinkers (Blane, 1777), their recent
initiation into regular drinking may not have afforded them sufficient
experience with drinking effects and driving after drinking for the
development of compensatory actions that reduce the risk of an

alcohol-related collision. A second explanation for the particularly
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serious effect of an elevated BAC on the risk of crash involvement among
youth is that alcohol exacerbates the pre-existing impulsivity and
propensity toward risk taking behavior characteristic of adolescents and
young adults (Klein, 1771} Pelz and Schuman, 1971} Makela, 1778}

2,1,3 Summary and Conclusions, The literature on motor vehicle
accidents has revealed that, of the muitiple environmental, vehicular, and
human causes of collisions, human error predominates as the central cause
of most traffic accidents. These human errors are frequently a result of
the alcohol-impaired condition of the driver. The drinking patterns of
young people, characterized by a high prevalence of drinkers who regularly
consume large quantities of alcoholic beverages per occasion, and the
increased sensitivity to impairment at a given BAC level of young drivers
as compared to older drivers, combine to make them particularly
susceptible to alcohol-related collision invelvement, The combination of
(A) high rates of motor vehicle collisions regardless of alcohel
involvement (reflecting inexperience with driving)y with (B) the highest
proportion of all accidents involving alcohol of any age group (reflecting
inexperience with drinking), indicates that young drinking drivers are an
appropriate high-risk target group for the prevention of death and injury
resulting from alcohol-related traffic accddents. The legal minimum
drinking age has been identified as one potential mechanism that can be

used as part of these prevention efforts,

22 The Legal Drinking Age and Highway Safety
As a result of the drinking pattern of young pecple,

characterized by frequent intoxication, and the high rate of
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alcohol-related traffic accidents among young drivers, a major issue in

the controversy surrounding the drinking age has been the impact of
changes in the legal drinking age upon the inddence of motor vehicle
accidents among young drinkers. After many states and Canadian provinces
lowered the legal drinking age in the early 1970s, numercus evaluations
were conducted of the impact of the legal changes on the frequency of
involvement in motcr vehicle collisions among young drivers. Most of the
investigations of the impact of the lowered legal drinking age were based
on comparisons between indices of youthful crash involvement before and
after a reduction in the legal drinking age took effect,

In addition to such pre-change post-change comparisons of crash
involvement among youth within the state or province experiencing a
reduction in the drinking age, numerous studies included an assessment of
pre-and-post-legal-change crash involvement for (4) comparison age groups
not directly affected by the legal change (such as drivers over the age of
21), or (B) comparison jurisdictions that had not experienced a
contemporaneous change in the legal drinking age,

2,2,1 Studies of the Lowered Drinking Age, Williams et al,

(1974) examined fatal traffic accident frequendes among 15-17 and 13-20
year old drivers in Michigan, Wisconsin, and Ontario, where the legal
drinking age had been lowered, The fatal accdent frequendes for the
three years prior to and one year arter the legal changes were comparad to
the contiguous states of Indiana, Illinois, and Minnesota, respectively,
where the drinking age had not been lowered during the time period
studied.

Significant increases in fatal crash frequencies were found for
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both the 15-17 and 12-20 age groups in the jurisdictions experiendng a
legal drinking age reduction. Separate analyses of single-vehicle and
nighttime fatal crashes, of which a large proportion are known to be
alcohol-related, revealed larger increases in frequency than the analyses
of all fatal crashes, The observed increases in fatal crash involvement
among youth were substantially larger for Michigan and Ontario than they
were for Wisconsin, The smaller effect for Wisconsin was most likely a
result of the less drastic change in the legal availability of alcohol

In Wisconsin prior to the legal change, 12-20 year olds could legally
purchase beer} the new law simply extended that right to all types of
aleoholic beverages,

Noar and Nashold (1975) also studied the impact of the Wisconsin
legal change upon highway fatalities, Although the frequency of
alcohol-related fatalities did increase concomitant with the legal change,
the proportion of all fatally injured drivers having elevated blood
alcohol levels did not change significantly. (5) Noar and Nashold used
the latter finding to argue that the reduced drinking age has no effect on
traffic accidents among youth, However, since the bevarage of choice
amaong young people, i.e, beer, was legally available prior to the drinking
age change evaluated, this investigation cannot be considered a valid test
of the effects of a lowered legal drinking age.

Cucchiaro et als (1?74), evaluated the impact of a reduced
drinking age in Massachusetts using monthly time-series of traffic
acddents, The traffic accident time-seriss were examinad for the age
groups 13-17, 13-20, 21-23, and 24 and over. The 13-20 year old driving

population experienced significant increases in total fatal crashes,
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alcohol-related fatal crashes, and alcohol-related property damage
accidents, after the drinking age was lowered, None of the acddent
measures changed significantly for the Z21-23 and Z4-and-over drivers

Douglass et al. (1774), also using monthly time-series of motor
vehicle crash involvement, assessed the impact of reduced drinking ages in
Maine, Michigan, and Vermont, Collision involvement of 13-20 year old
drivers in these states was compared with the collision involvement of
21-43 year old drivers within the same state, and with 18-20 year old
drivers in Louisiana, Pennsylvania, and Texas, states which held the
drinking age constant over the study period, Time-series analyses
revealed significant increases in alcohol-related crash frequendes among
the 18-20 year old population in both Michigan and Maine, No significant
increases in alcohol-related crash frequencies among youth were observed
in any of the comparison states, nor were there any significant shifts for
the 21-43 year old drivers within the experimental states, Douglass
suggested that the lack of significant changes in traffic crash frequency
in Vermont, which also lowered its drinking age, may have been a result of
the relative sase with which 13-20 year olds in Vermont could obtain
alcoholic beverages prior to the reduced drinking age by driving to New
York, which has had a drinking age of 128 since 1734,

Douglass and Freedman (1977) replicated some of the earlier
analyses, using four years of observations after the legal change,
According to the authors, the results demonstrated that the increase in
alcohol-related crash involvement among Michiganyouth, identified in the

1974 research, persisted over the four years after the reduced drinking

age took effect (i.e, 1272 through 1973), The evaluation of the Michigan
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experience continued with Flora et al.'s (1%78) analyses of fatal
acridents in Michigan from 1%48 through 1774, Although they did not use
the same data analysis techniques as Douglass, the impact of the 1772
reduction in the legal drinking age upon alcohol-related traffic accidents
among youth was again demonstrated.

An increase in alcohol-related ccllisions was also reported by
Schmidt and Kornaczewski (1975) who examined yearly accident data for
Ontario from 1967 through 1971, Although the lack of monthly data and the
inability to separately analyze only 13-20 year old drivers made this
study a conservative test of the effects of a reduced drinking age; the
researchers found a significant increase in crash involvement among 14-19
year old drivers after the law changed.

Whitehead et al. (197%) examined the crash involvement of 145-20
and 74 year old drivers in London, Ontario, for the 1243 through 1773 time
period., Increases of 150 to 300 percent in alcohol-related crashes among
drivers aged 12-20 were evident after Ontario’s drinking age was lowered,
(4) In contrast, 24 year old drivers experienced only a 20 percent
increase in alcohol-related crashes for the first year after the legal
thange, with their collision frequency rsturning to the pre-change lavel
in the second year after the reduced drinking age took effect, Ina
followup study, Whitehead (1977) examined an additional two years of
collision data, A total of four years of crash involvement data after the
reduction in the drinking age demonstrated the permanence of the increased
aleohol-related collision frequency documented in the 1773 investigation,

Warren et al, (1977) evaluated the impact of reduced drinking

ages in Alberta, Manitoba, New Brunswick, and Saskatchewan on traffic
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fatalities between 1768 and 1975, Only those fatalities for which a blood
alcohol concentration test was administered were included in the analyses,
The frequency of alcohol-related fatalities for 15-20 year old drivers
before and after a reduction in the drinking age were compared within each
province. Some increases in fatalities among 153-20 year old drivers were
observed within the study jurisdictions at the time the drinking age was
lowered. However, since the blood alcohol concentration legally defined
as drunk driving was reduced to .03 percent at about the same time that
drinking ages were lowered, Warren et al, pointed out that the effects of
the .08 legislation were confounded with the effects of the lower legal
drinking ages. Furthermore, insufficient numbers of pre-change
observations were available to adequately account for the stochastic error
in traffic fatality time-series, According to Warren et al., although
increases in fatalities among youth occurred after the drinking age was
lowered, one was not able to conclude that the increases were due to the
drinking age changes.

One of the provinces investigated by Warren et al,,
Saskatchewan, was also studied by Shattuck and Whitehead (1974), After
the drinking age was lowered from 21 to 1?9 in April of 1770, 16-20 year
old drivers exhibited 20 to S0 percent increases in alcohol-related
crashes, {(7) After the drinking age was lowered from 1% to 13 in June of
1972, 14-18 year old drivers experienced further increases in
alcohol-related collision involvement. Thus, two reductions in the legal
drinking age were assocated with increased alcohol-related crash
involvement among both the newly enfranchised drinkers and the underage

population,
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Bako et al, (1974) examined the frequency of fatally injured
drivers with blood alcohol concentrations of 0% percent or greater in the
province of Alberta, An increase of 118 percent was observed in the
incidence of alcohol-related fatal collisions among 13-19 year old drivers
after the drinking age was lowered, The researchers concluded that their
findings support the argument that lowered drinking ages lead to increased
alcohol-related collisions among youth.

The reduction in the legal drinking age for beer and wine in
Illinois (from 21 to 1¥) was evaluated by the Illinois Department of
Transportation (1777), Comparisons between the fatality inddence in
Illinois and five control states were used as the basis for the conclusion
that the lowered age in Illinois caused a 1.4 percent increase in
fatalities among drivers aged 1?9 and 20.

It is evident from the literature reviewed above that most of
the investigations of the impact of lowered legal drinking ages on motor
vehicle collision involvement have found significant increases in the
crash involvement frequencies of previously underage drivers that acquired
the right to drink under the new laws (usually 13-20 year old drivers), A
number of studies have also demonstrated substantial increases in the
crash experience of underage drivers (usually 16 and 17 years old)
fellowing reductions in the minimum drinking age. Although it must be
noted that most of these studies are characterized by methodological
inadequacies, the consistency of the results leads to the conclusion that

lowered drinking ages result in increased highway safety problems among

youth,

The view that lower legal drinking ages cause increased youthful
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crash involvement is not universally held, with Zylman a well-known
opponent of a causal interpretation of the observed relationships. Zylman
(1973, 1974a, 1974b, 17974c, 1974d, 1974e, 13764, 1976b, 1977) has
critiqued several of the studies reviewed above, He argued that observed
increases in alcohol-related crash involvement among youth after the
drinking age was lowered were not due to the drinking age change, but
rather were a result of (4) random fluctuations in traffic accdent
time-series, (B) the continuation of trends of increasing alcohol
consumption (and alcohol-related accidents) among youth evident prior to
the legal changes, or (C) increased attention to alcohol-related traffic
offenses by law enforcement officers, However, those studies explicitly
controlling for both long-term trends and random fluctuations have also
found effects of the lower drinking age. Secondly, although Zylman
correctly points out the danger in relying on analyses of police-reported
alcohol involvement, lowered drinking age effects (although of smaller
magnitude than analyses bases on police reports) have been observed using
alternative measures of alcohol-involvement not influenced by police
reporting practices, such as analyses of single-vehicle, nighttime, and
weekend crashes,

2.2,2 Studies of the Raised Drinking Age. In addition to the
evaluations of the lowered drinking age, there are a small number of early
reports on the effects of raising the drinking age. Roy and Greenblatt
(1979) compared the number of teenagers charged with driving under the
influence of liquor (DUIL) appearing in Massachusetts courts before the
legal age was raised with similar data for a one-month period after the

drinking age change. (3) Small increases in youthful DUIL arrests were
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used to conclude that the raised drinking age led to increased
drinking-driving problems among youth, This study, however, does not
merit serious attention because of the following serious flaws in its
design and data analyses! (A) DUIL arrests represent a different
population than drivers involved in alcohol-related accidents
(Organization for Economic Cooperation and Development, 1773); (B)
the design was a one-group pretest-posttest, inherently characterized by
low internal validity because of its lack of a control group and an
extended time-series of observations (Cook and Campbell, 1779 (C)
related to the basic inadequacy of the design was the lack of any
statistical controls on time-ordered trends, seasonality, or random
fluctuations in the frequency of DUIL arrests, As a result, this study
provided little useful information concerning the effects of a raised
drinking age,

Early reports of the effect of the raised drinking age in
Michigan have also appeared. Publicom, Incorporated (1%7%) reported on a
study sponsored by the Michigan Licensed Beverage Association and athers,
that compared the alcohol-related accident frequency of yaung drivers
(based on data provided by the Michigan State Police) for the first six
months of 1979 with the first six months of 1778, A Z5 percent decrease
in the frequency of 13-20 year old drinking-driver accident involvement
was noted (from 5,321 drivers in 1778 to 4,138 in 197%) However,
fatalities increased by & percent (from 43 in 1973 to &% in 197%), There
were no appreciable changes in alcohol-related collisions or fatalities
for drivers of other age groups, Publicom, Incorporated used the data on

fatalities to argue that the raised drinking age had an effect cpposite of
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that which was intended, namely increased drinking-driver fatalities after
the raised legal age, The Michigan Council on Alcohol Problems (1279),
discussing the same Michigan State Police data, hint that the Z5 percent
decrease in alcohol-related collisions may indicate that the law has had
its intended effect, although they argued that these early data were
insufficient for an adequate determination of the effect of the raised
drinking age. When the crash data for the last six months of 1772 were
released by the Michigan State Police, the Michigan Coundil on Alcohol
Problems (1%20) reported the 21 percent reduction in police-reported
alcohol-related crashes for July through December 1779 as compared to the
same period in 1973, It was again argued that these data supported the
effectiveness of the raised drinking age in redudng the frequency of
motor vehicle collisions,

2,2,3 Summary and Conclusions. The foregoing review of the
literature on the effects of changed legal drinking ages leads to the
conclusion that demonstrable increases in alcohol-related traffic
collisions and fatalities occurred following reductions in the legal
minimum drinking age. (9 ) Since a major issue in the continuing public
policy debate concerning the drinking age is the effect of raising the
drinking age on motor vehicle crashes, it is clear that early findings
based on simple comparisons between 1578 and 1979 should be replaced with
findings from comprehensive controlled investigations of the impact of the

raised drinking age.
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23 Conceptual Models for the Prevention of Alcohol-related Problems.

Three basic models have emerged in the alcohol studies
literature concerning the prevention of alcohol-related social and health
problems (Popham et al, 1974} Room, 1%72), The three models provide
alternative conceptualizations of the nature of alcohol problems, widely
divergent hypotheses concerning the effects of various prevention
activities, and conflicting recommendations for public peolicy, including
the minimum legal drinking age.

23,1 The Bimodal Model, The bimodal model argues that there
are two distinct populations of alcohol consumers. First, there are
normal social drinkers, who may drink alcoholic beverages regularly but do
so in a moderate controlled manner, and as a result, do not experience
social or health problems as a result of their drinking, Second, there
are alcoholic drinkers, who, because of some particular physiclogical or
personality characteristics, become alcoholics {i.e, addicted drinkers)
and experience numerous social and health problems as a result of their
chronic heavy drinking, The bimodal model is illustrated in Figure 2.7,
where the distribution of drinkers according to the quantity consumed is
depicted, The distribution is characterized by two modal points, the
first at a low level of consumption, forming the peak of the skewed
distribution of normal drinkers, the second at a high level of
consumption, forming the mean of the roughly normal distribuition of
alcoholic drinkers,

The model was derived from the disease concept of alcoholism,
which argues that problems attributable to alcohol are caused by chronic

excessive alcohol consumption, which, in turn, is a result of an
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Figure 2.7 The Bimodal Model of Alcohol Consumption
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underlying disease state. Preventicon policy based on the bimodal model
involves establishment of early detection case-finding programs to
identify individuals with the "warning signs" of indpient alcoholism and
the provision of treatment and rehabilitation services during the early
stage of the disease (Rouse and Ewing, 197581364}, Prevention thearists
have generally discarded the bimodal model because a substantial
proportion of alcohol-related problems are assodiated with one’s
life-cycle stage and social environment, including the norms and
expectations of one’s reference others, as well as the ease with which one
can obtain alcoholic beverages (Cahalan and Room, 1974), The situational
and socio-environmental determinants of alcohol use patterns and
consequent problems are especially significant for adolescents and young
adults (Smart, 197%), Furthermore, there are some indications that
measures aimed at reducing the consumption of the general population have
similar effects on both the sodal drinker and the chronic alcoholic
(Popham et aly, 1974, 1973), As a result, the dichotomization of drinkers
into sodal (i.e, non-problem) drinkers and alcoholic (i.e, problem)

drinkers is not the most appropriate model for the prevention of a wide
spectrum of alcohol-related problems.

2,32 The Integration Model, A second model for prevention
efforts is variously known as the "integration model" (Popham et al.,
197&), the "inoculation theory" (Room, 1978), or the "sodo-cultural
model" (Whitehead, 1977)s The theory is based on anthropological and
sociological studies of primitive societies and ethnic subgroups within
the United States (Horton, 1743 Ullman, 1758] Snyder, 1755, 1742), which

reveal that societies and subcultures characterized by widespread moderate
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drinking, integrated into normal daily activities (such as eating and
recreation), have few alcohol-related problems, The observed correlation
between a high prevalence of moderate (i.e, high frequency/low quantity
per occasion) drinkers with low inddence of alcohol-related problems is
used as the basis for prevention policy recommendations such as making
alcohol readily available in all restaurants and places of recreation to
facilitate the integration of moderate drinking into normal daily
activities (Wilkinson, 1270), Another recommendation designed to reduce
the mystique associated with alcohol and facdilitate the development of
moderate drinking, and thereby prevent alcohol-related problems, is to
lower the minimum legal drinking age (Wilkinson, 1970), or even eliminate
all drinking age restrictions (Chafetz, 1943) Plaut, 1747), However, as
seen above in Section 2,2, when lowered legal drinking ages are
implemented, they are characteristically followed by increased
alcohol-related problems, particularly motor vehicle accidents, contrary
to the predictions of the integration theorists. Moreover, on those
occasions when other recommendations based on the integration model have
been implemented, such as making alcohol more readily available by
increasing the number and types of beverage outlets, the consequences have
usually been the opposite of those anticipated on the basis of the
integration model (Popham et aly, 1974),

2,3.3 The Availability Model. The general availability model
posits that the ease with which one can obtain beverage alcohol influences
the amount and pattern of consumption, and as a result, influences the
incidence of alcohol-related social and health problems. A major

component within the broader availability theary is the single
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distribution maodel, which argues that the overall distribution of
consumption of alcoholic beverages is not characterized by two separate
distributions, as the bimodal madel postulates,; but is one continuous
skewed distribution,as illustrated in Figure 2,28, This distribution of
consumption has been found to characterize the drinking behavior of a
variety of divergent populaticns (Bruun et aly 1975), One need not
resolve the continuing debate in the literature concerning the specfic
parameters describing the distribution and their invariance across
populations to use the model for the development of prevention policy.
(10) The main point is that the "wetness" of the social environment in
which one participates, that is, the 2ase with which beverage alcohel can
be obtained and the social visibility of alcohol, influences the
prevalence of both moderate and heavy drinkers. Thus, if one reduces the
availability of alcohol through such measures as increasing the relative
price, (11) reducing the hours of operation of drinking establishments,
and raising the drinking age, the distribution of consumption (Figure Z.&)
will shift to the left, reducing the prevalence of heavy drinkers and
associated problems, There is 3 growing body of evidence that alcohol
consumption and alcohol-related preblems are related to changes in the
availability of alcohol (Popham et al., 15756, 1978),

In short, the model hypothesizes that (A) a reduction in
availability leads to (B) a reduction in overall consumption (i.a. the
mean of the distribution shifts to the left), which leads to (C) a
reduction in the prevalence of heavy drinkers {(since it is assumed that
the variance of the distribution remains constant), which results in (D) a

reduction in problems associated with chronic heavy consumpticn. Although
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the single distribution model has received much attention in the
prevention literature, it is only cre component of a broader theory
concerning the effecte of alcohol availability, The focus of the single
distribution model on reducing aggregate consumption as a means for the
prevention of chronic alcohol-related health problems needs to be
supplemented with a focus on the impact of availability on acute
alcohol-related problems. With the exception of the evaluation studies of
changes in the legal drinking age, virtually no theoretical or empirical
work has been conducted on the relationship between various public policy
controls on availability and acute alcohol-related problems (one exception
is Douglass, Wagenaar, and Barkey, 1%7%), The model of the impact bF the
legal drinking age on motor vehicle collisions presented below in Section
23,5 is an initial step toward the development of more comprehensive
models of the relationship between controls on alcohol availability and
acute alcohol-related sodal and health problems,

2.34 Discussion of Prevention Medels, The three models for
the prevention of alcohol-related problems grew out of different sets of
research findings and are focused on different kinds of alcohol problems,
The bimodal model, focused on problems resulting from chronic heavy
consumption, is based on the disease concept of alcoholism and is still
subscribed to by numerous treatment personnel, However, empirical suppart
for the model is lacking, and it has not proved to be useful for the
design of prevention efforts. The model, in effect, states that primary
prevention of alcohol-related problems is impossible until a clear
understanding of the physiological causes of the disease is achieved, The

single distribution model also focuses on the prevention of problems
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associated with chronic heavy alcohol intake. This medel, in contrast to
the bimodal model, argues that heavy drinkers are susceptible to the same
social influences as moderate drinkers, Thus, the more visible alcohol is
in one’s social environment, the larger the prevalence of drinkers who
consume sufficient quantities of alcohol to place them at risk of negative
health outcomes as a result of their drinking, The integration model, on
the other hand, focuses on the reduction of intoxication, and its
associated acute problems, more than overall consumption, with its
attendant chronic health problems. By making alcohol readily available as
part of many normal daily activities, it is hopad that most members of the
society will learn moderate drinking habits and refrain from becoming
intoxicated,

Room (1972) points out that both the integration model and the
single distribution model were originally developed based on
cross—sectional correlations; the integration model is based on
assodations between widespread moderate drinking and low alcohol problems
across homogeneous cultures and subcultures, and the single distribution
model is based on positive correlations between aggregate consumption and
alcohol problems across international and intra-national jurisdictions.
Although such static correlations can be profitably used for the
construction of models and the development of hypotheses concerning the
prevention of alcohol problems, comprehensive controlled evaluations of
natural experiments are necessary to test the validity of the divergent
hypotheses, Most of the evaluations of such natural experiments to date
have supported the availability rnpdel and not the integration model,

These evaluative studies have revealed a critical problem in the



integration theory., The theory assumes that the incr=ase in moderate
drinking, following an increase in alcohol availability, will replace
existing heavy drinking practices in a population, In fact, what
characteristically occurs following an increase in alcohol availability
(such as a decr=ase in price, an increase in number, types, or hours of
operation of alcohol cutlets, or a decrease in the drinking age) is the
initiation of new drinking practices in addition to pre-existing patterns,
with a consequent increase in alcohol-rzlated problems (Makela, 1772,
1978

When the three models are applied specifically to the legal
minimum drinking age, three different hypotheses concerning the effects of
the legal changes on motor vehicle collisions emerge, First, the bimodal
model would predict no impact of the legal changes, since those who are
causing collisions ara likely to be alcoholics or indpient alcoholics,
who cannot control their drinking to adjust to changes in statutes
concerning beverage alcohol, Second, the integration model predicts that
a lowered drinking age would reduce coliisions and a raised legal age
would increase collisions, since a high drinking age would increase the
mystique and desirability of alcohol and reduce the extent to which normal
social controls could influence drinking patterns, Third, the
availability model predicts that a raised legal drinking age would raduce
alcohol-related traffic accidents by reducing the consumpticn of alcohol
and thereby reducing the risk of collisions, Because of the evidence in
support of the general availability model, and because of the literature
reviewed above on the impact of changing the drinking age, the third

hypothesis was adopted for the present investigation. However, before
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specifying in detail the expected effects of the changes in the legal
drinking age in Michigan, a more detailed specification of the mechanisms
through which the legal changes were expected to influence the frequency
of alcohal-related motor vehicle collisions is needed.

2,33 A Model of the Effects of the Drinking Age, The impact
of legal drinking age changes on traffic crash involvement is not direct,
but rather is mediated by a variety of intervening variables, A model of
the mechanism through which changes in the legal drinking age cause
changes in traffic crash involvement is presented in Figure 2,2, Changes
in the legal drinking age influence drinking behavior and alcohol-relatad
crash involvement by causing (A) a change in social norms concerning
youthful drinking, (B) a change in the marketing activities of the
beverage alcohol industry, and (C) a change in the availability of alcohol
to the target age group., Drinking norms change as a result of the
symbolic function of the law (Mosher, 1720} Bonnie, 1720), and as a result
it becomes more acceptable for 15-20 year olds to drink regularly after a
reduction in the drinking age, New patterns of drinking are established.
Young people who were non-drinkers or only occasional drinkers before the
lowered drinking age experience increased sodal pressure to drink, as
more of their friends and assodates increase their drinking, and as they
participate in more sodal situations in which beverage alcohol is an
integral part, These changes in drinking norms, according to the model,
result in increased drinking among 13-20 year olds after a reduction in
the drinking age. A raised drinking age is expected to have opposite
effects, causing the elimination of certain drinking patterns (bar and

tavern drinking, for example), and causing a reduction in the sodal
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pressure to drink, since alcohol is present in fewer sodal situations,
The high drinking age also symbolizes sodiety’s disapproval of youthful
drinking.

The marketing activities of the beverage alcohol industry are
also expected to depend on the legal drinking age,» One would expect a low
drinking age to result in advertising campaigns and location/design of
drinking outlets oriented toward the youthful drinking population (for
example, locating more establishments with entertainment near college
campuses), A raised drinking age is expected to reduce these marketing
practices designed to encourage youthful drinking.

A lowering of the legal drinking age also results in increased
availability of beverage alcohol to the affected population. The concept
of beverage alcohol availability has a number of dimensions and has been
defined in a number of wéys (for example, physical availability, economic
availability, and legal availability), For the present purposes
availability will be broadly defined as the sase with which alcoholic
beverages can be obtained. On an individual level, the availability of
alcohol is an inverse function of the total costs (monetary and
non-monetary) of physically obtaining alcohol, These costs includel (&)
the nominal price of alcoholic beverages, (B) the search costs involved in
obtaining alcohol, such as the value of the time expended and the costs of
any transportation required, and (C) the risks assodiated with obtaining
alcoholy a function of the perceived magnitude of potential disutilities
accompanying attempts to acquire and use alcohol, and the perceived

probability of experiencing such disutilities,

Social policy at the aggregate level, such as a change in the
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legal minimum drinking age, is expectad to influence a number of the
components of the total cost of obtaining alcohol by underage individuals,
For example, the nominal cost of alcohol may increase with a raised
drinking age as a result of a premium charged by those who supply alcohol
illegally to underage drinkers, A raised drinking age is likely to
increase the search costs (since there are fewer suppliers), and increase
the risk assodated with other disutilities such as apprehension and
processing by the law enforcement system.

The legal drinking age does not totally determine the
availability of alcohol to underage drinkers, since numerous other aspects
of both public policy and the private market of alcoholic beverages
influence availability, What is argued here is simply that the legal
drinking age is a significant influence on the ease with which alcoholic
beverages can be obtained by young drivers,

Returning to the overall model in Figure 2,7, the increased or
decreased frequency of alcohol consumption and quantity consumed per
drinking occasion, caused by changed sodal norms, marketing activities,
and alcohol availability, are expected to increase or decrease the amount
of alcohol-impaired driving, and consequently, increase or decr2ase the
frequency of alcohol-related collision involvement among drivers in the
affected age group.

In addition to the impact of changes in the availability of
alcohol on the quantity-frequency of alcohol consumed, changes in
availability resulting from legal drinking age modifications are also
likely to lead to important changes in the situations in which drinking

takes place (see Figure 2,9), Lowering the drinking age leads to
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increased drinking in bars and taverns by the age group, Since personal
automobiles are likely to be the usual mode of transportation to and from
such public drinking places, the lowering of the drinking age can be
expectad to increase driving after drinking among the 12-20 age group,
With regard to the effect of a raised drinking age, supporters of the
lowered age have argued that raising the legal age of drinking will cause
additional drinking in automobiles while driving, increasing the
alcohol-related crash risk of the age group. An alternative plausible
hypothesis is that a raised drinking age will result in a larger
proportion of the drinking by 13-20 year olds occurring at private
parties. Since, unlike a public drinking house, participants are not as
likely to be compelled to leave at a specific hour and drive home, the
incidence of alcohol-related crashes might be lower with a raised drinking
age. This hypothesis remains plausible even if one assumes that a raised
drinking age has no impact on the overall quantity-frequency of alcohol
consumed, (12)

In short, changes in the legal drinking age, according to the
model presented in Figure '2.‘,?,areexpected to result in changes in
drinking norms, industry marketing practices, alcohol availability, and
the situations in which drinking takes place, all of which influence the
drinking-driving behavior of the 18-20 year old age group, Note that the
model discussed above illustrates plausible mechanisms by which the legal
drinking age influences alcohol-related crash involvement frequencies.
Several other socio—cultural, socdal-psychological, psychological, and
situational exogenous variables are likely to have a causal impact on all

of the variables in the system depicted in Figure 2,9, The purpose of the
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model is not to provide a comprehensive theory concerning drinking
behavior and driving behavior, but only to indicate the potential causal
factors mediating the impact of the legal drinking age on the frequency of

traffic acddents among youth,

2.4 Specification of Hypotheses

Two main hypotheses described in general terms in the previous
section constituted the central issues cf the present investigation.
Specifically, they were!

H.1 The raised legal drinking age {(from 13 to 21) caused a

reduction in alcohol-related motor vehicle crash involvement

among 13-20 year old drivers)

H.2 The lowered legal drinking age (from 21 to 18) caused an

increase in alcohol-related motor vehicle crash involvement

among 18-20 year old drivers,

Twao corresponding hypotheses were considered for the 14-17 year
old driving population, since the altered norms, marketing practices, and
availability of beverage alcohol resulting from a changed drinking age may
also influence the drinking behavior of the proximal peers of the directly
affected age group. It is reasonable to suppose that changed marketing
practices and sodial norms concomitant with changes in the drinking age
would alter the visibility and acceptability of using alcohol among 15-17
year olds as well as 13-20 year olds, Furthermore, the availability of
alcohol to 13-20 year olds is likely to influence the ease with which
youth aged 14-17 cbtain alcoholic beverages, since a prime source of
alcohol for 16-17 year old drinkers is likely to be older friends and
associates with greater access to alcohol, Therefore, it was hypothesized

thatt

H.2 The raised legal drinking age (from 12 to 21) caused a
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reduction in alcohol-related motor vehicle crash involvement
among underage drinkers (16-17)

H.4 The lowered legal drinking age (from 21 to 18) caused an

increase in alcohol-related motor vehicle crash involvement

among underage drinkers (16-17)

Hypothesis three was supported by those studies reviewed in
Section 2,2 that explicitly examined the effects of a reduced drinking age
on underage drinkers, where the lowered legal age was found to be
associated with increased alcohol-related collisions among underage
drinkers. Because of the indirect nature of the impact of the legal
drinking age on the collision experience of underage drinkers, however,
the magnitude of the effect on underage drinkers was expected to be
smaller than the effect on 18-20 year old drivers. Furthermore, the
impact on underage drinkers was expected to evolve over a longer period of
time after a legal change than the impact on 18-20 year old drivers, since
a large portion of the effect of the legal changes on underage drinkers is
due to prior changes in drinking norms and practices among 13-20 year
olds. Therefore, it was hypothesized that!

H.S The magnitude of the impact of changes in the legal

drinking age on alcohol-related motor vehicle crash involvement

among 16-17 year old drivers was smaller than the magnitude of

the impact on alcohol-related crash involvement among 13-20 year
old drivers,

A differential effect magnitude was also expected between a
lowered and raised drinking age. It is usually much easier to change a
person’s pattern of behavior (here, alcohol consumption) by adding new
behaviors, without requiring a change in existing habits and established

behavioral patterns, than it is to change personal behavior by requiring

one to change or eliminate already established behavioral patterns,
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Consequently, one would expect a lowered drinking age; allowing (and
perhaps encouraging) new drinking patterns to supplement pre-existing
drinking or non-drinking patterns, to have a noticeably greater effect
than a raised drinking age, restricting already established drinking
patterns that have become a part of one’s day-to-day activities, In
short, it is easier to learn a new behavior than to unlearn an old one.
Therefore, the final hypothesis to be tested in this investigation was
that:

H.4 A lowered legal drinking age has a greater effect than a

raised legal drinking age on the frequency of alcohol-related
motor vehicle crash involvement among young drivers.
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Notes to Chapter Z,0

1. These high prevalence rates of frequent intoxication were
also found by Wechsler (1779), in his recent surveys of youthful drinking
practices.

2+ For example, Filkins et al. {1770) have found that elevated
blood alcohol concentrations are strongly related to driving at excessive
speeds at the time of a crash, Thus, the human condition of alcohol
impairment in Figure 2,3 is causally antecedant to excessive speed in
Figure 2.4, which is the human error identified as an immediate cause of
collisions.

3+ Relative risk is the probability of crash involvement at a
particular BAC divided by the probability of crash involvment with a BAC
of zero.

4, Alcohol-related crash rate is here defined as the
alcohol-related crash frequency divided by the total crash frequency for
the relevant age group.

%+ Only fatalities for which a blood alcohol concentration test
was administered were used in these analyses,

&, Police reports were used as the indicator of alcohol
involvement.

7. Police reports were used as the indicator of alcohol
involvement,

2, The Massachusetts legal drinking age was raised from 12 to
20 on April 14, 1979, The pre-post comparison was the number of DUIL
arrests in February 1977 versus the number of DUIL arrests in October
1979,

9, Similar conclusions were reported in other reviews of this
literature such as Smart and Goodstadt, 1977; Whitehead, 1777 Smart,
1979,

10+ For some of the arguments in this debate, s2e Guttorp and
Song, 1977, 1979} Parker and Harmon, 1978} Schmidt and Popham, 1775} Skog,
197%a, 197%h,
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11 + Relative price refers to the price of beverage alcohel in
relation to personal income,

12 + In Figure 2,7 an effect of the drinking age on collision
involvement independent of any change in quantity-frequency of alcohol
consumption is represented by the path from legal drinking age to alcohel
availability, to drinking situations, to alcohol-impaired driving, to
collision involvement,
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2.0 RESEARCH DESIGN AND DATA ANALYSIS METHODS

This chapter describes the methods selectad to measure the
effects of the changes in the legal drinking age in Michigan, The
methodological issues discussed includel (A) the quasi-experimental
design used in this investigation, (B) operationalization of the dependent
variables (i.e traffic accidents), (C) the validity of the overall

design, and (D) the time-series statistical data analysis techniques used.

31 Research Design

The preferred design for inferring a causal relationship is the
true experimental design in which the subject population is randomly
assigned to two or more treatment conditions. In the present study this
would mean comparing 18-20 year old drivers randomly assigned to a
condition of legal availability of beverage alcohol (drinking age 18), to
18-20 year old drivers randomly assigned to a condition of no legal
availability of beverage alcohol (drinking age Z1). Since such random
assignment was impaossible, one of the quasi-experimental designs had to be
used (Campbell and Stanley, 174&; Cook and Campbell, 1975 Cook and
Campbell, 1979), Of the numerous quasi-experimental designs in use, the
non-equivalent multiple time-series design rules out the largest number of
plausible alternative explanations for a postulated causal relationship,
In this research, the postulated causal relationship was between changing
alcohol availability (i,e, changing the legal drinking age) and traffic

accidents., The design, as implemented in the present investigation, can
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where each Oi represents the number of crash involvements in a particular
month, I; represents the lowering of the drinking age in 1972, N is the
number of monthly observations before the drinking age was lowered, n is
the number of monthly observations between the lowered and raised drinking
age; Io represents the raising of the drinking age in 1973, and N is

the number of monthly observations after the drinking age was raised, The
second row in the design diagram represents a comparision time-series, not
influenced by the interventions included in the first row. Although the
diagram depicts only one experimental and one comparison series, multiple
measures of motor vehicle crash involvement and multiple comparison groups

were included in the design,

242 Operationalization and Data Collection

The design called for measures of traffic accident frequency
that were hypothesized to be affected by a change in the legal drinking
age, and control measures that were not likely to be affected by changes
in the legal drinking age: The two experimental groups consisted of 13-20
and 146-17 year old drivers in Michigan., The impact of the changes in the
legal drinking age on the accident involvement of these two experimental
groups was compared with "control” or comparison groups consisting of

21-24 and 23-45 year old drivers in Michigan, The complete design,
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including the =xperimental and control groups and the multiple
operationalizations of the dependent variable, traffic accdents, is
depicted in Figure 3.1,

Two major sets of data were used to implement the design
illustrated above. The first dataset consisted of measures of traffic
accdent inddence based on all crash-involved drivers as reported to the
Michigan State Police, Computer tapes were obtained from the Michigan
State Police containing records on every reported accident in the State of
Michigan from January of 1972 through December of 197%, To reduce the
volume of data to a more manageable size, a random sample of 20 percent of
all accidents during this time period was selected, (1)

New files were constructed containing all of the traffic units
(i.e, vehicles) involved in each sampled accident, These files, with
vehicle-drivers as cases, were used to construct monthly time-series
traffic crash involvement frequency variables for the January 1972 through
December 1779 time period. The final time-series measure of total crash
involvement incidence was the monthly frequency of drivers of passenger
cars, trucks, or motorcycles involved in a crash, (2)

Since the changes in the legal drinking age were expected to
affect the frequency of automobile crash involvement through their
influence on alcohol-related crashes, two measures of alcohol-related
crashes were analyzed for each age group. The first measure was the
monthly frequency of crash involvement in which the police accident report
form indicated that the driver "had been drinking" (HBD), Since this
measure of alcohol-related traffic accdents was subject to unreliability

in police reporting practices, a second more reliable measure of



55

alcohol-related traffic crash involvement was also used.

The second measure was the "three factor surrogata" (SF5),
developed by the Highway Safety Research Institute, at The University of
Michigan in earlier research on lowered legal drinking ages (Douglass et
aly, 1974), Analyses of crash data from various jurisdictions, different
time periods, and of drivers of a wide range of age groups, revealed that
a consistent subset of all alcohol-related crash involvements was
identified by three parameters', namely, sex of driver, time of crash, and
number of moving vehicles involved in the crash, Spedfically,
single-vehicle crashes with a male driver occurring between ? P.M, and &
AM, were 58 to &3 percent alcohol-related as measured by the HBD
designation on the police accident report form. This proportion was
relatively consistent regardless of the precise operational definiticn of
alcohol involvement in the official crash reports, Furthermore, it is
unlikely that police officer discretion or bias would affect the reporting
of the driver’s sex, number of vehicles involved, or time of the crash,
Thus, the three-factor-surrogate, being operationally consistent, provided
a reliable alternative to reported alcohcl involvement based an the
subjective assesements of the investigating police officer.

The three factor surrogate was especially useful for comparative
analyses of crash-involved drivers across age groups and jurisdictions,
where the consistency of the reporting of alcohol involvement in traffic
crashes may vary considerably. Since the operational consistency of the
outcome measures is especially important in the analysis of time-series
(Kendall, 1974), the three-factor-surrogate was an important supplementary

measure of alcohol-related accidents, It should be pointed out, however,
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that the correlation between the two measures of alcohol-related accidents
is not perfect, with the 2F5 measure including only about one-third to
one-half of all drivers designated as HBD (Flora et al,, 1973) In short,
although the 3FS measure was an imperfect reflection of alcohol-related
accidents, its operational consistency over time made it a useful measure
for time-series analyses, (3)

The first time-series crash file included the monthly frequency
from January 1?72 through December 1979 of "had not been drinking" (HNBD)
drivers, "had been drinking" (HBD) drivers, and three-factor-surrogate
(3FS) drivers, stratified by age groups as indicated in Figure 3,1, This
file was not extended to the years prior to 1972 (when the legal drinking
age was lowered from 21 to 13) because of severe reporting inadequacies in
the Michigan State Police master files, From 1743 through 1571 there were
a large number of major urban reporting jurisdicﬁiuns {including major
cities such as Detroity Lansing, and Grand Rapids) that did not report
non-fatal traffic crashes to the Michigan State Police for substantial
periods of time. For this reason, the data on all collisions (fatal and
non-fatal) could not be used in the full quasi-experimental design
evaluating the differential effects of lowering the legal drinking age and
subsequently returning it to its former level, The measures of driver
crash involvement discussed above were, therefore, only used to evaluate
the impact of the 1978 increase in the legal drinking age.

The complete design, examining both the lowered and raised
drinking ages, was implemented using the fatal accident measures depicted
in the second half of Figure 2.1, The Michigan State Police master tape

files of all reported acddents used as the basis for the driver crash
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files, with the addition of the master files for January 1763 through
December 1771, were used to construct time-series variables of the monthly
frequency of drivers involved in fatal crashes, {4) The fatal files,
because of the much smaller number of cases than the crash files, were
based on a census of all fatal acoidents in the State of Michigan, In
contrast to the total crash involvement data, fatal crashes have been
well-reported throughout the 1743 to 1779 time period, and the reported
monthly frequency of fatal crashes was an accurate reflection of fatal
crash experience in Michigan. However, with regard to the measurement of
drinking drivers involved in fatal crashes, the HBD/HNBD measure was not
used because of high rates of missing data in the early years (from 11 to
2% percent of drivers involved in fatal accidents had missing data on the
HBD/HNBD variable in the late 1%40s and =arly 1970s), and data collection
system changes that significantly affected the reporting of HBD drivers,
The first important change in the measurement of HBD drivers
occurred in January of 1?71 when a major change in the police accident
report form involved the deletion of the category "not known if drinking”
as a valid response to the HBD/HNBD item. The result was that drivers
previously placed in the "not known if drinking" category were now coded
by police officers either as "had been drinking” or "had not been
drinking," Consequently, the frequency of HBD drivers increased
substantially during January 1971 when the new form was implemented
(Douglass and Freedman, 1977), The second major change in the measurement
of HBED drivers was the Fatal Accident Reporting System (FARS), initiated
by the National Highway Traffic Safety Administration, which became fully

operatienal in 1974 (United States Department of Transportation, 1777),
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FARS resulted in a significant reduction in the amount of missing data for
the HBD/HNED variable. Because of these two major operational
inconsistendes in the measurement of HBD drivers prior to 1774, the three
factor surrogate was relied upon as the measure of the frequency of
drinking drivers involved in fatal acdidents,

The original research plan provided for a determination of the
differential effects of the lowered and raised legal drinking age using
consistent time-series of the incidence of fatalities from 1748 through
1979, However, preliminary analyses of the fatality time-series revealed
that the small monthly count of fatalities, especially when stratified by
age and the 3FS measure, precluded an adequate determination of the
effects of the lowered and raised drinking age on highway safety (see
Section 4.3), A large proportion of the total variance in fatality
incidence was due to random variation, and could not be accounted for in
baseline time-series models, As a result, the major emphasis was placed
on the time-series based on a 20 percent sample of all crash involvement
(including both fatal and non-fatal crashes), Since these more adequate
crash involvement data were only available after 1972, the effect of the
lowered drinking age was not examined in detail,

The differential effects of the lowered and raised drinking age
were assessed by comparing the results reported in Chapter 4.0, concerning
the effect of the raised legal age, with previcus time-series
investigations of the effect of the lowered drinking age in Michigan.
Previous time-series investigations of the Michigan experience with the
lowered drinking age were limited to analyses of those Michigan

jurisdictions with consistently reported motor vehicle collision
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frequencies over the baseline period prior to the 1%72 reduction in the
drinking age (approximately 35 percent of all Michigan reporting
jurizdictions had complete crash involvement files for the 17468 through
1971 period) see Douglass and Freedman, 1977), The actual shift in crash
involvement frequency associated with the lowered drinking age in Michigan
identified in the earlier resesarch is not directly comparable to the

shifts in frequency associated with the raised drinking age identified in
this research, because this study included all reporting jurisdictions in
Michigan. The percentage changes in crash involvement assodated with the
lowered and raised drinking age from the two studies are comparable,
however, and will be used to determine the extent to which the raised

drinking age reversed the effect of the lowered legal age.

2,3 Design Validity

Design validity involves consideration of the ability of the
research design to adequately answer the research question. In the
present case, the fundamental research question is, do changes in the
legal drinking age in Michigan cause changes in alcohol-related crash
incidence among the affected age groups?

In order to determine the strength of the design in answering
the research question (the validity of the design) it is essential to take
the position of devil’s advocate and identify the potential alternative
explanations for an apparent or measured change in the phenomenon under
investigation, in the present case, alcohal-related traffic crashes among
young drivers. The non-equivalent multiple time-series quasi-experimental

design used in this research is a superior design to determine if legal



60

drinking age changes cause changes in alcohol-related crash frequenciss
among young drivers, In addition to the basic design structure involving
experimental and comparison groups, the use of multiple measures of
alcohol involvement, including official "had been drinking" figures and
the three-factor-surrogate measure, greatly strengthens the design
validity by providing a control over potential measurement
inconsistendies.

In addition to the design structures and measurement features
used here, the state of the art Box-Jenkins analysis methodclogy,
discussed in detail in Section 3.4, is the most appropriate analytic
apprc;ach given the availability of a large amount of data over an
extensive period of time, A full, technical discussion of design validity
and specific controls for numerous potential threats to the validity of

the research conclusions is found in Appendix B.

24 Data Analysis Methods

QOrdinary least squares regression and other commonly used
statistical procedures assume independent observations, that is, no serial
correlation between the observations. Since a series of observaticns on
the same unit over time is very likely to be autocorrelated, violating
the assumption of independence required for the use of standard
statistical procedures, alternative data analysis strategies are
necessary. One such approach is the modeling strategy of Box and Jenkins
(1976) and Box and Tiao (1?73), The Box-Jenkins approach is a powerful
and versatile strategy for modeling time-series variables that produces

unbiased estimates of error variance in the presence of serially
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correlated observations, (5 ) Recent methodological developments in the
use of transfer functions along with the Auto Regressive Integrated Moving
Average (ARIMA) modeling strategy place these analysis techniques at the
state of the art for the analysis of time-series quasi-=2xperiments (see
Box and Tiao, 1775} Hibbs, 1977} McCleary and Hay, 1730), These
techniques identify a wide variety of patterns in the dependent
time-series variables, provide a sensitive test of intervention effects,
and allow the analysis of a variety of intervention effect patterns, ( 6)

The purpose of the data analyses in this investigation was to
determine the impact of the changes in the legal drinking age on each
dependent variable, After the effects of the legal changes on each
variable were determined through the statistical analysis procedures
described below, the effects were compared across those measures expected
to be influencad by the legal changes and those not expected to be
influenced by the interventions. The present section discusses the
procedures used to determine the effect on each isolated dependent
time-series} the comparison of these effects across experimental and
comparison age groups, as called for in the design, is discussed in
Chapter 4,0 on the results of the statistical analyses.

The first step in the Box-Jenkins intervention analysis strategy
is the identification or spedfication of a parsimonious Auto Regressive
Integrated Moving Average (ARIMA) model for each dependent time-series
variable, The ARIMA medel is commenly called the "noise medel” since its
purpose is to isolate all of the aspects of the stochastic autocorrelation
structure of the series, and thus provide a benchmark for the assessment

of any intervention effects, The ARIMA model accounts for the variance in
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the dependent series that is due to identifiable trend, seasonal, and
other autocorrelation patterns in the data. The residual "white noise" or
random error variance then permits a sensitive test of the statistical
significance of intervention effects.

Since traffic accddent time-series often contain large seasonal
components, the general multiplicative seasonal model was applied to each

dependent series, The general seasonal ARIMA model is

s sQ q
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and is identified as ARIMA (p,d,q)(P,1,Q)s, where p is the order of the
auto-regressive process, d is the degree of non-seasonal differendng, q
is the order of the seasonal moving-average process, s is the seasonal

spanm, 'y toTl, are the seasonal auto-regressive parameters, ¢;to ¢P

P
are the regular auto-regressive parameters, &) to AQare the
seasonal moving-average parameters, 6) to 8q are the regular
maving-average parameters, Uy is the random (white noise) error
companent, & is a constant, and B is the backshift operator such that B(zy)
equals z¢-1 It is important to realize that the ARIMA model is not
based on any theory concerning the causes of the dependent series, It is
a model to describe the nature of the ongoing regularities in the series
due to any number of (most likely unidentified) causes, The ARIMA model
for each variable, therefore, must be empirically determined by an

examination of a series of observations of that particular variable,

The initial specification of the ARIMA model for a particular
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series was made on the basis of an examinaticn of a plot of the raw series
and the avtocorralation and partial autocorrelation functions estimated
from the series observations, An examination of the raw time-series plot
provided initial information as to the trend and seasonal characteristics
of the series, fadlitating the identificaticn of differencing factors and
the seascnal span. The plot of the raw seriss was also used to check for
constant variance across the series; if the variance appeared
non-constant, appropriate transformations were performad before
proceeding, ( 7) Theoretical auto and partial autocorrelation functions
correspending to various ARIMA models have been identified, A preliminary
ARIMA (p,d,qP,D,Q)s model was identified on the basis of an examination
of the estimated auto and partial autocorrelations, assessing the degree
to which the actual autecorrslations fit one of the theoretically expected
patterns.,

After the order of the ARIMA model was identified on the basis
of a plot of the raw data and the auto and partial autocorrelation
functions, preliminary estimates of the parameters of the identified model
were calculated on the basis of the estimated autocorrelations, These
preliminary estimates were input as starting values to obtain maximum
likelihood estimates of the parameters using a non-linear iterative
computer estimation program. ( 8)

Following the initial estimation of an ARIMA model is perhaps
the most important step in the Box-Jenkins modeling strategy. The
estimated mcdel must be evaluated with regard to its parsimony and its
ability to account for all of the auvtocorralation patterns in the original

series, There are several considerations in assessing model adequacy.
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First, the sstimated parameters should meet the conditions of
stationarity-invertability required for the particular model form under
consideration (Box and Jenkins, 1%74), Second, the estimated garameters
should be significantly different from zero, Third, the correlations
between the parameaters should not be excessive, indicating redundancy in
the model specified, Fourth, the overall "flatness" of the
autocorrelation function of the residuals should be documented by an
insignificant Q-statistic (Box and Pierce, 1770), Fifth, the
autocorrelation function should not reveal significant correlations at the
first few lags or the first seasonal lag,

The nature of any inadequacies observed were used to re-specify
the model. After re-specificaticn, preliminary estimates of the
parameters of the revised model were calculated, Maximum likelihood
estimates were obtained, and the revised model was evaluated according to
the above criteria, IF the model was still inadequate, the specification,
estimation, and evaluation steps were repeated again;} if more than one
model was adequate by these criteria, the model with the lowest sum of
squares was selected, Using such an iterative procedure of model
building, a parsimonious model, accounting for all of the significant
autocorrelation patterns in tha serie@s, was obtained,

All of the specific ARIMA models fit to the series were
variations of the underlying model which views a particular time-series as
a realization of a general discrete linear stochastic process (Melson,
1972120-32) In modeling a time-series as a realization of a discrete
linear stochastic process, one assumes that the time-series is stationary,

that is, that the series has a constant mean, that all random errors (ut
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in equation 1) are independently drawn from the same distribution aver
time and thus are characterized by constant variance, and that the
autocovariances are constant over time, depending only on the extent of
lag between the observations, If one adds the assumption of narmally
distributed srrors, what is raferred to as strict stationarity is
achieved, The assumpticn of a constant mean in the original series is not
strictly required, because the model remains appropriate provided a
constant mean is obtainad after using the appropriate differencing factors
on the original series, (9 ) If a constant mean is obtained after
differencing, the series is said to exhibit "homogenesus non-staticnary
behavior" (Box and Jenkins, 1974111

The discussion of statistical conclusion validity in Appendix B
notes the importance of ensuring that the data under investigation meset
the assumpticns of the statistical procedures used, An important strength
of the Box-JTenkins modeling strategy is that an assessment of the extent
to which the assumptions are met is sxplicitly included in the mcdel
building process, Thus, after each particular model was spedfied and
estimated, the residuals were examined to snsure that they were white
noise (i,e, independently distributed with constant variance), (100 The
assurance that the assumptions of the model were met was an important
factor increasing the statistical conclusion validity of the study
findings.

After an optimal ARIMA model of the seriss was identifisd,
transfer functions representing the hypothesized effacts of the drinking
age changas were added to the ARIMA roise models The general form of the

transfer function is
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where wg to Wg and §1 todr specify the manner in which the

"input" or independent variable I, influences the "output" or dependent
variable Y¢ , B is the backshift operator such that Blz, ) equals 7,4,
It is either a step function with the value zero before the intervention
and one thereafter, or a pulse function with the value one for the maonth
in which the intervention begins and zero otherwise, and b is a delay
parameter indicating the length of lag or "dead time™ between the
intervention and the initial effects of the intervention (Hibbs,
19771149),

The two main interventions of interest in the present
investigation were the lowering of the legal drinking age in January of
1972 and the raising of the drinking age in Decembser 1975, In addition,
since it has been established that the fuel shortage, national minimum
legal spead limit reduction, and related factors of early 1974 resultad in
a reduction in motor vehicle crashes (Borg et alyy 1976} Burritt et aly,
1975 Carpenter, 1774, 1773} Chu and Nunn, 1774} Dart, 1777} Kahane, 19735
Klein et al., 1974} O'Day et al,, 1973} Seila et aly, 1777 Tofany, 1775}
United States Department of Transportation, 1978) Wiorkowski and Heckhard,
1977), a transfer function repr2senting the effects of this major
exogenous influence on the frequency of fraffic accidents was included in
the analyses of those variables exhibiting a decrease in rrequency in
early 1974, (11) Each of the exogenous factors was modeled with a simple

form of the general transfer function model shown in equation 2.
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Two specific forms of the general transfer function model were
considered for the drinking age change, a gradual permanent impact model
(w/1-Bd; with I, defined as a step function), and an abrupt
permanent impact model (wI; with I, defined as a step function), (12
Using the Box-Jenkins nomenclaturs, these models are labeled as rsh
(1,0,0) and rsh (2,0,0), where r is the order of the auto-regressive
component, s is the order of the shift or change in level component, and b
is the amount of delay or dead time after the beginning of the
intervention before any impact is e.fpe:ted. No delay parameter b was
included in the analyses because the initial effects of the legal changes
were expected in the month immediately following the drinking age change,
The impact patterns assessed by the models are shown in Figures 3,1
through 2.4, Preliminary analyses revealed that the effzsct of the raised
drinking age was adequately represented by an abrupt parmanent impact
model. Tweo factors influenced the decision to use the abrupt permanent
impact models First, the effects of the raised drinking age on crash
frequencies were evident soon after the legal change went into =ffect)
that is, no gradual impact was observed, Second, the small number of
observations {1Z months) after the raised drinking age was insufficient to
adequately estimate the gradual impact transfer function modal,

Two forms of the general transfer function medel {equation )
were also considered to account for the fuel shortage and related factcrs,
Existing literature on the impact of the svents of sarly 1774 revealed an
abrupt reduction in crashes, with a substantial portion of the impact
dissipating over time, although a demonstrable permanent crash or fatality

reduction was evident (O’'Day =t al,, 1975 Seila et al,, 1777} United
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States Department of Transportation, 1?78} Wiorkowski and Heckhard, 1777)
As a result, both the abrupt permanent impact model (Figures 3.2 and 3.4)
and the abrupt temporary impact model (Figures 3,5 and 3,4) were

considered to account for the affect of the fuel shortage, In the

analyses of each dependent variable, the model with the best fit to the

data was selected to represent the effects of the fuel shortage and

related factors of =arly 1974,

The transfer functions representing hypothesized intervention
effects were combined with the identified ARIMA model appropriate for a
particular dependent variable and the combined medel parameters were
simultaneously estimated using a non-linear iterative computer estimation
program developad by Box and Jenkins (1‘?7(;), 1974) and marketed by National
CS5S; Incorporated (1974}, (13) The general form of the combined
ARIMA/transfer functicn model (depicting only one transfer function)

applied to each dependent time-series variable is

Intervention (transfer

Noise (ARIMA) model function) model
1-385 - .. 08N -08-...980, + - - w8
(3) ) ( 8 Q )(1 1 q )ut a (wo mlB mSB )’
Tt 1-138 - ..t 8- 0B -... 68901 -850 - Byd ' (1-68-...68" Teep)
1 eee Tp 1 see 880 (1 -~ B) 1 cee 8 )

The estimation results of the combined model were evaluated on
the basis of the same criteria used to evaluate the preliminary noise
model, Additicnal criteria were applied to the transfer function
parameters, First, estimates of § had to be within the limits required
for system stability (Box and Jenkins, 17741244), Second, the parameter
estimates had to be interpretable in terms of theoretical expectations and

known characteristics of the dependent variable, For axample, the
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estimate of §; should not be negative, indicating an oscillating impact
pattern, The estimate of &) also should not be extremely close to unity
in an rsb (1,0,0) model with a step function input, since such a result
implies a permanent change in slope of the dependent variable associated
with the intervention. An estimated intervention impact of a change from
a positive or zero slope to a negative slope, for example, would imply
that at some point after the intervention no more acddents would occur,
since a line with a negative slope eventually crosses the x-axis.

Inadequacies in the combined model, detected when evaluating the
estimation results, were used to guide re-specification of the model, The
specification, estimation, and evaluation process was continued until an
adequate model was obtained, The values of the transfer function
parameter estimates of the final model, along with unbiased estimates of
their standard errors, were used to determine the existence of any effects
of the interventions, and, where intervention effects were evident, to
assess the direction and magnitude of the impact in terms of the number of
crashes apparently caused by or prevented by the intervention,

In summary, the data analysis analysis strategy was as follows,
First, an ARIMA noise model was built by repeating the specification,
estimation, and evaluation process until an adequate model was obtained,
Second, transfer functions for the raised drinking age and the 1774 fuel
shortage were added to the noise model and the combined noise and
intervention model was estimated. The combined model was evaluated and
the re-specification, estimation, and evaluation process was repeated
until an adequate model was obtained, The statistical significance and

magnitude of the transfer function parameter estimates were used to
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identify the impact of of the raised legal drinking age on that particular
time-series dependent variable, This data analysis strategy was repeatad
for each dependent variable, and the results of these analyses were
compared across experimental age groups (16-17 and 18-20) and comparison

age groups (21-24 and 25-45) as called for in the research design.
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Notes to Chapter 3.0

1, The Michigan State Police master files contained
approximately 625,000 cases (vehicles) per year, The selection of a 20
percent random sample reduced the number of cases to about 125,000 per
year,

2, Traffic units excluded from the time-series included busses,
farm or construction equipment, pedalcycles, pedestrians, and other
miscellaneous motor vehicles and non-motor vehicles included in the
original Michigan State Police files.

3+ The results of chemical tests for blood alcohol
concentration was another potential measure of alcohol-related accidents,
However, since more than 75 percent of all crash-involved drivers in
Michigan reported as "had been drinking" were not tested for blood alcohol
concentration (Flora et aly, 1278), this measure was of limited utility
for the present investigation.

4, As with the crash files, only drivers of passenger cars,
trucks, and motorcycles were included in the fatal crash variables,

3+ Reid provided evidence of the superiority of the Box-Jenkins
methodology by applying five different time-series analysis and
forecasting techniques to 113 different series. In the great majority of
the applications, the Box-Jenkins techniques produced the smallest
residual error variances, The Box-Jenkins techniques performed especially
well with long series characterized by seasonal components (dted in
Kendall, 1?721125-127), Other assessments of time-series analysis
techniques generally support the superiority of the Box-Jenkins methods
(see Vigderhous, 1977 for a brief review),

&y See Glass, Willson and Gottman (1975:44) for a description
of possible intervention effect patterns,

7, Range-mean plots can also be used to check for non-constant
variance,

2, The program used for this stage of the analysis is
BSADITIME, developed by The University of Michigan, School of Business
Administration.

2, Differencing refers to the calculation of the differnce or
change between adjacent observations in the series, For example, the
first difference of a series Y, is ¥, - Yt—l; the second difference of
a series is the first difference of the first differences.
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10, A more general discussion of the importance of examining
residuals to ensure that assumptions were not violated was provided by
Draper and Smith (1744),

11, Similar effects of fuel shortages and reduced speed limits
have been found in other developed countries such as Australia (Road
Safety and Traffic Authority of Victoria, Australia, 1978), Great Britain
(Scott and Berton, 1774), and New Zealand (Toomoth, 1975),

12, Techniques for specifying the form of the transfer function
medel on the basis of the cross correlations between the input and output
series (following similar principles as outlined above for the
specification of ARIMA models), have been proposed (Box and Jenkins, 1776}
Haugh and Box, 1977). However, these procedures require the variance of
the input series to be similar in magnitude to the variance of the output
series, Since this investigation involves dummy input variables and
output accident variables with large variances, such empirical transfer
function indentification procedures could not be used. Instead, transfer
function models were specified a priori on the basis of theoretical
expectations, and assessed within an hypothesis testing framework.,

13+ Those models which were linear in the parameters were
estimated using a conventional QLS regression program.
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4,0 RESULTS

The data analysis results are presented in four sections. The
first two sections discuss the set of variables based on a 20 percent
sample of all crashes, Since these data were not available prior to 1772,
the effect of the lowered drinking age was not evaluated, The first
section is a detailed discussicn of the analyses of the frequency of
three-factor-surrogate crashes among 13-20 year old drivers, to illustrate
the Box-Jenkins method. The final results of the other total crash
variables are presentad in Section 4.2, Section 4.2 presents the results
of the analyses of fatal crash frequenci=s from 1748 through 1779,
encompassing both the lowered and raised drinking age changes.

4,1 An Example of the Box-Jenkins Method! Thres-factor-surrogate Crash
Frequency Among Drivers Aged 13-20

As discussed in Section 3.4, there are two broad stages in the
Box-Jenkins time-series analysis method. First, a parsimonious ARIMA
(i.e, baseline) model is specified, estimated, and evaluated, and second,
the resulting ARIMA model is combined with transfer functions,
representing hypothesizad intervention effects, The combined madel’s
parameters are then simultaneously estimated,

The first step in the ARIMA model identification process is the
examination of a plot of the raw time-series, The variable used in this
example, depicted in Figure 4.1, is the frequency of "three factor

surrogate”(i.e, late-night, single-vehicle, male driver) crashes among

77
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12-20 year old drivers in Michigan from January 1972 through December
1978,

Based on the plot of the raw data series for the baseline 1272
through 1973 period (Figure 4.1), it appeared that there was no dominant
trend or other non-staticnarities in the level of the series, A strong
seasonal component was evident, with the frequency of 3F5 collisicns
regularly high in the summer months and low in the winter months, The raw
data plot does not reveal any systematic changes in the variance of the
series over time, obviating the need for data transformations,

The second step in the ARIMA model identification process is the
examination of the autocorrelation function of the data series, shown in
Figure 4.2, Significant autocorrelations were evident at lags 1, 11, 12,
and 24, The first two autocorrelations appeared to decay exponentially,
indicating the presence of a first-order auto-regressive component, The
seasonal autocorrelations at lags 12, 24, and 34 also exhibited a decaying
pattern, indicating the presence of a first-order seasonal auto-regressive
compenent,

In addition to the autocorrelation function, the partial
autocarrelation function was used to identify a preliminary noise model
for each crash frequency time-series. The partial autocorrelation
function for 3FS crash frequency among 13-20 year old drivers supported
the identificaticn of the ARIMA (1,0,0)(1,0,0)12 model, (1) The partial
autocorrelation function (Figure 4.2) had spikes at lags 1 and 12, with a
drop off after the first lag and a drop off at the seasonal lags after lag
12, the pattern theoretically expected from an ARIMA (1,0,0)(1,0,0012

model,
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After the order of the ARIMA noise model was determined by
examining the autocorrelations and partial autocorrelations, preliminary
estimates of the identified model’s parameters were calculated on the
basis of the estimated autocorrelations using the formulae and charts
provided by Box and Jenkins {1274), (2) The preliminary estimates were
then input into an iterative maximum likelihood estimation computer
program, the results of which are presented in Table 4.1,

The results of the ARIMA model estimation were used to assess
the adequacy of the specified model on the basis of several criteria.
First, the parameter estimates were examined to ensure that the values of
the estimates were within acceptable limits determined by the
stationarity-invertability requirements of the particular model (Box and
Jenkins, 1974), Second, the residual correlogram was examinad for the
presence of significant autocorrelations, espedally at the first few lags
or the seasonal lag. A non-signficant Q-statistic indicated that the
overall residual autocorrelation function was "flat," that is, did not
deviate from zero auvtocorrelation mere than would be expected by chance
alone, In those cases where a significant Q-statistic was obtained and/or
significant autocorrelations remained in the residuals, the residual
autocorrelation function was used to re-specify the model, and the revised
model was then re-estimated and re-evaluated.

Model adequacy is also indicated by parameter estimates that are
significantly different from zero. Table 4.1 reveals that the seasonal
auto-regressive parameter and the first-order auto-regressive parameter
were significant. A fourth criterion for model adequacy is the

correlation matrix of the parameter estimates, Very high correlations



Table 4.1 ARIMA Model Estimation Results for the Frequency of Three-factor-surrogate Crash
Involvement Among 18 - 20 Year Old Drivers in Michigan

ESTIMATION SUMMARY TERMINATION:SSQ CONVERGENCE
R R R R R R R R R S L R L 2

VARIABLE: 9

DIFFERENCING: a LABEL:F3S18.C
SEASONAL DIFFERENCING: @ CASES: 1- 84
SEASONAL SPAN: 12 ADJUSTED SSQ:0.25763E+05
TRANSFORMATIONS : NONE
AKAKAAKA K AR AR KRN RA R AR KRR KR A AR KRN R RN R AR AR A RN A AR KA KRR R KRR KRR ANA KRR KN AN AR ARKNARANANANARR
PARAMETER PARAMETER BEGINNING ESTIMATED 95 PER CENT
NUMBER TYPE ORDER VALUE VALUE LOWER LIMIT UPPER LIMIT
1 DELTA 0.10000E+03 P.25440E+02 B.85864E+01 0.42295E+082
2 AR 1 B.57000E+00 0.50347E+00 B.29043E+00 B.71651E+00
3 ARS 1 B.58000E+00 0.64463E+00 B.43596E+480 P.85330E+00
AARKRKKKAAANK AN AR KA R AN KRR AR KRR AR K AR AR AR K AR AR A N KRR AN K AN AR KRR AKRKAKR AR KN KA KA KRR A KA K
RESIDUAL AUTOCORRELATIONS: CASES DF Q SIG
1- 84 17 0.106281FE+02 -8914
1- 16 ~-8.85 .14 -0.0603 -0.16 4.13 .63 -0.04 -0.04 -0.12 -0.04
ST.E. 80.11 .11 .11 .11 g.11 B.12 .12 B.12 .12 p.12
11- 20 .03 -0.06 8.69 -0.07 -06.01 -0.02 -4.11 .11 -0.85 80.01
ST.E. .12 9.12 0.12 B.12 P.12 B.12 .12 .12 6.12 .12

KA KKKAKKKA KA KAAKRK KRR KRR KRR KRR A AR KRR KRR AR R AR KR AR AR R KRN R AN RN AN RN ARNRNANKNARAR KRR ARNKNARNNKRKANK
PARAMETER CORRELATION MATRIX

— e e e ot e o . s S o ——— — — —— ——— —— 7 S — ot ot T i S e St ————— T — ——— —— — —— —— —— — — — — — T —— — — ————

1 1.0000

2 -0.4922 1.0000

3 -08.7507 -06.1776 1.9000
*

AKKKANKAKNKRXAANAKRKARARAKNKRARARNKKRKKRKARAKRNKNKKRKRKAKNANRNKRKKRKKNKRKAKNRNKKKKRAKKKARKKkhkhkhkhhkhkhkhkhkhkhkhkhkAhkkk
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between the parameters may be an indication of redundancy in the model
that could be reduced by simplifications in the specified model. One
consequence of high parameter correlations, according to McCleary and Hay
(19301303), is that the sum of squares function

+ + + may not have one clearly defined minimum, but rather

several minima, each associated with a particular

configuration of the redundant parameters. When the

(non-linear estimation) algorithm attempts to solve a

function of this sort, it may oscillate between several

minima without ever converging.

Although the correlation between the seasonal auto-regressive and the
constant terms was relatively high (-.74), the decision was made to retain
the constant term in the preliminary noise model and reassess the need for
the constant term when the combined ARIMA/transfer function model was
evaluated,

For several of the variables examined in the present study, an
examination of the autocorrelations and partial autocorrelations for the
appropriately transformed and differenced data revealed that more than one
model could plausibly be specified to account for the cbserved pattern of
serial correlations, In such cases maximum likelihood parameter estimates
were obtained for each plausible model. Each model was assessed using the
criteria discussed above and any modified models that appeared necessary
were also evaluated. If more than one resulting ARIMA model met all of
the evaluative criteria, the model with the lowest sum of squares was
selected to represent the baseline series,

The second major stage of the Box-Jenkins intervention analysis

strategy is the identification, estimation, and evaluation of a transfer

function model to describe the nature of the interventicn impact on the
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criterion variable., The form of the initial transfer functions for each

of the accident series was selected on the basis of the nypothesized
intervention effects, The major exogenous factor of interest, the raised
legal drinking age, was represented by an abrupt, permanent impact pattern
transfer function model.

A second major excgenous factor influencing the frequency of
motor vehicle crashes between 1772 and 1979 was the fuel shortage and
maximum legal speed limit reduction of early 1774, To reduce the residual
error variance and more accurately assess the impact of the raised
drinking age, a first-order dynamic transfer function was included to
account for the changes in crash frequency associated with the events of
early 1974,

In summary, the complete model included: (A) a transfer
function for the determination of the raised drinking age impact, (B) a
dynamic transfer function controlling for the effects of the fuel
shortage/speed limit reduction of 1774, and (C) a parsimonious ARIMA model
controlling for trends, seasonality, and other avtocorrelation components
in the criterion time-series. The parameters of this combined model were
simultanecusly estimated.

The estimation results are presented in Table 4,2, Since the
estimate of the constant term was not significantly different from zero,
it was likely that a more parsimonious model, without a constant term,
would also adequately account for the pattern of crash frequency over
times The moderately high correlations between the constant and the
auto-regressive parameters noted earlisr (Table 4.,1), indicated that the

sum squares function might not have a steep depression but rather a
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Table 4.2 1Initial Estimation Results for Combined
ARIMA/Transfer Function Model of Three-factor-surrogate
Crash Frequency Among Drivers Aged 18 - 2§

Noise Model: ARIMA (1,0,0)(1,8,0)12 with no
transformations

Fuel Shortage Transfer Function: rsb (1,8,8) with pulse
function input

Raised Drinking Age Transfer Function: rsb (9,6,0) with
step function input

Parameter Estimates Standard Errors
Fuel Shortage w = =17.27 14.63
§ = .71 .39
Raised Drinking Age w = -29.86 8.34
by = .34 .11
= .74 .09

R

12.91 13.27
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shallow trough, Based on these considerations, the model’s parameters
were re-estimated without a constant term included, The results,
presented in Table 4,3, indicated that the medel adequately and
parsimoniously accountad for the frequency of SFS crashes among drivers
aged 12-20 over the 1972 through 1?79 time periad (Figure 4.4). First,
the noise model parameters and the auto-regressive parameter in the fuel
shortage transfer function met the requirements for system stability,
Second, the noise model parameters were significantly different from zero,
Third, none of the residual autocorrelations were significantly different
from zero (the @-statistic was 13,01 for lags one through 24} pX.09),
Fourth, all of the parameter correlations were .37 or less, Finally, the
full model accounted for about 47 percent of the variance of the raw
time-series. The goodness of fit of the model to the data can be seen in
Figure 4.5, where the actual crash frequency and the frequency predicted
by the final model are plotted on the same graph.

On the basis of the criteria discussed above, it was clear that
an adequate model of the frequency of 3FS crashes among drivers 13-20 had
been achieved, and the model could therafore be used to assess the changes
in crash frequency assodated with raising the legal minimum drinking age.
The estimation results indicated that after the drinking age was raised in
December of 1975, there was an average reduction of 27,3 crashes per month
in the time-series analyzed (Table 4.3); this effect was statistically
significant with p<,01, The average manthly reduction of 27,5 crashes over
the first 12 months after the drinking age was raised represents a 17,74
percent reduction in late-night, single-vehicle, male, 13-20 year old

driver crash involvements when compared to the frequency of such crashes
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Table 4.3 Final Estimation Results for Combined
ARIMA/Transfer Function Model of Three-factor-surrogate
Crash Frequency Among Drivers Aged 18 - 28

Noise Model: ARIMA (1,0,0)(1,8,0)12 with no
transformations

Fuel Shortage Transfer Function: rsb (1,6,8) with pulse
function input

Raised Drinking Age Transfer Function: rsb (8,8,8) with
step function input

Parameter Estimates Standard Errors
Fuel Shortage w = -16.91 14.18
. § = .71 .40
Raised Drinking Age w = -27.50 8.06
’ $1= .35 .11
= .73 .89
Residual Vvariance = 320 R-sgr = .67 Q = 18.041
Residual Autocorrelations: Approx. standard error = .11
1:-.89 2: .19 3: .00 4:-.17 5: .08
6:-.87 7:=-.87 8:-.083 9:-.68 16:-.87
11: .13 12:-.17 13: .87 14:-.985 15:-.06
16:-.03 17:-.13 18:-.04 19:-.083 20:-.907

21:-.01 22:-.09 23: .08 24: .13



89

646l - 2/61 “uebLyoLy uL sudALuQ pLQ 4edK 02 - gi
buowy juswaa|oauj yseur 93ebouuns-a039e4-39.4y] 4o Adouanbauy p-y aunby 4

HH 1L

1611

T ENt

.‘.O-N

LIN3ND3ES



90

FREQUENCY

217.00 1

—— ACTUNL FREQUENCY
——— PREDICTED FREQUENCY
192.67 ¢
168.33 ¢
14400
119.67
95.33 }
71.00 ;-TTTTIL.TI+.+TTTIL|TI+I-I+IATI.TTI.TI|TTTTI-TTTTIL.TI'?I - A -

1973 1974 1975 1976 1977 1978 1979

Figure 4.5 Actual and Predicted Frequency of Three-factor-surrogate Crash
Involvement Among 18 - 20 Year 01ld Drivers in Michigan, 1973 - 1979



91

expected had there been no change in the drinking ages The 17,74 percent
reduction in crashes can be interpreted as the net effect assodated with
the raised drinking age, controlling for the effects of (&) the fuel
shortage/speed limit reduction of sarly 1974, (B) trend and seasonal
variation in crash frequency, and (C) random variation in the frequency of
motor vehicle crashes.

However, the drinking age transfer function estimate of -27.5
crashes cannot be directly used as a point estimate of the actual number
of 3FS crashes prevented by raising the drinking age, since the model was
estimated using a time-series based on a random Z0 percent sample of all
reported crashes, The best point estimate of the actual number of crashes
prevented by the legal change is obtained by multiplying the transfer
function point estimate {i.e., -27,3) by the inverse of the sampling
fraction (i.e., 3), resulting in the estimate of 137,35 crash involvements
per month prevented by the legal change, Over the first twelve months
after the drinking age was raised, therefore, an estimated 1430 3FS
crashes among 13-20 year old drivers were prevented.

Although not the focus of the present investigation, the full
model results presented in Table 4.'3 also provide information concerning
changes in 3FS crashes associated with the fuel shortage/speed limit
factors. The results indicated that a statistically non-significant,
temporary reduction in 3FS crashes occurred in early 1974, It should be
noted, however, that the fuel shortage/speed limit effect estimates based
on the analysis of 1972 through 1979 crash frequendes should be
interpreted with caution, since the point astimates were based on a short

baseline series. As discussed in Chapter 2,0, the main purposes for
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including the transfer function for the fuel shortage/speed limit effects
in the analyses were: (A) to determine the effects assodated with the
modifications in the legal drinking age independent of the well
established impact of the fuel shortage and speed limit reduction, and (B)
to reduce the residual error variance (and consequenctly increase the
precision of the drinking age parameter estimates) by accounting for this
major exogenous shock to the system causing the crash time-series.

In summary, the iterative spedfication, estimation, and
evaluation strategy of modeling time-series suggested by Box and Jenkins
resulted in an ARIMA model that adequately represented the autocorrelation
structure of the monthly frequency of 3FS crashes among 18-20 year old
drivers, The ARIMA model was combined with two transfer functions,
representing the effects of the 1974 fuel shortage/speed limit reduction
and the hypothesized effects of raising the legal minimum drinking age.
The iterative specificaton, estimation, evaluation process was repeated
for the combined ARIMA/transfer function models The final resulting model
revealed a highly significant reduction in 3FS crash frequency assodated
with raising the drinking age, with a magnitude of approximately 18

percent, or 127,53 crash involvements per month.

4,2 Time-series Models of Michigan Total Crash Frequendes, 1772 - 1972
The iterative model building strategy was applied to each of the
time-series included in the full design matrix (see Table 3.1), The
estimation results for sach of the variables based on the 20 percent
random sample file are presented below. Included for each variable are’

(A) a plot of the raw series (Figures 4.4 to 4.13), and (B) the final
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combined ARIMA /transfer function model estimation results (Tables 4.4 to
4,14), {2) The full complement of diagnostic statistics are included for
each model, verifying its appropriateness for estimation of the effect of
the raised drinking age.

The first hypothesis of this investigation was that raising the
legal minimum drinking age would result in reduced alcohol-related traffic
crashes among 18-20 year old drivers, The time-series modeling results,
summarized in Table 4,15, revealed highly significant reductions both in
police-reported had-been-drinking crashes and three-factor-surrogate
alcohol-related crashes among 13-20 year old drivers after the drinking
age was raised, Police-reported HBD crashes dropped by 20,72 percent, and
3FS crashes were down by 17,75 percent from what would have been expected
had there been no drinking age change, (4)

The main "control" series specific to 18-20 year cld drivers was
the frequency of police-reported "had not been drinking” crashes., A small
reduction in HNBED crashes was evident, but it was not statistically
significant and small in magnitude compared to the drop in the frequency
of HBD or 3FS crashes (Table 4,15), The cbserved substantial reductions
in HBD and 2FS alcohcl-related crash frequencies, and no signiFic;ant
change in HNBD non-zlcohol-related crashes, provided strong support for
hypothesis one, that is, that the raised legal drinking age causaed a
reduction in alcohol-related traffic acddents among drivers aged 15-20,

It was also hypothesized that the raised legal drinking age
would cause a reduction in alconol-related crash involvement among drivers
aged 14-17, Analyses of 3FS crashes among drivers of this age group

revealed a significant reduction associated with the raised legal age
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Table 4.4 Final Estimation Results for Combined

ARIMA/Transfer Function Model of Had-been-drinking Crash
Frequency Among Drivers Aged 18 - 29

Noise Model: ARIMA (3,8,0)(1,6,0)12 with log
transformation

Fuel Shortage Transfer Function: rsb (4,6,8) with four
month pulse function input

Raised Drinking Age Transfer Function: rsb (4,8,08) with
step function input

Parameter Estimates Standard Errors
Fuel Shortage w = =-,293 .855
Raised Drinking Age w = -.367 .063
6= .080 <113
b2= .021 112
¢3= .335 113
'r= .792 .084
¢ = .331 ' .195
Residual Variance = .4165 R-sgr = .77 Q = 27.75
Residual Autocorrelations: Approx. standard error = .11
1:-.04 2: .02 3:-.02 4: .83 5:-.89
6: .02 7: .12 8:~.18 9:-.21 19: .19
11: .18 12:-.19 13: .31 14: .85 15:-.19
16:-.16 17:-.87 18:-.11 19:-.06 20:-.05

21: .87 22:-.19 23: .87 24: .87
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Table 4.5 Final Estimation Results for Combined
ARIMA/Transfer Function Model of Three-~factor-surrogate
Crash Frequency Among Drivers Aged 16 - 17

Noise Model: ARIMA (9,9,8)(1,1,0)12 with no
ttansformations

Raised Drinking Age Transfer Function: rsb (8,8,8) with
step function input

Parameter Estimates Standard Errors
Raised Drinking Age w = =9,45 3.85
: 1= -.50 .10
Residual Variance = 112 R-sgr = .65 Q = 20.26
Residual Autocorrelations: Approx. standard error = .11
l:-.11 2: .10 3:-.16 4: .04 5:-.24
6: .05 7:=.15 8: .11 9:-.082 10:-.04
11: .13 12:-.11 13:-.04 14:~.06 15: .99
16:-.17 17: .87 18:-.92 19: .99 28:-.10

21: .00 22 .87 23: .09 24:-.16
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Table 4.6 Final Estimation Results for Combined
ARIMA/Transfer Function Model of Reported Had-been-

drinking Crash Frequency Among Drivers Aged 16 - 17

Noise Model: ARIMA (1,0,98)(1,8,0)12 with no
transformations

Fuel Shortage Transfer Function: rsb (1,6,8) with pulse
function input

Raised Drinking Age Transfer Function: rsb (8,0,8) with
step function input

Parameter Estimates Standard Errors
Fuel Shortage w= - 7.88 5.19
§ = .90 .13
Raised Drinking Age w = - 3.40 3.36
b= .19 .12
T = .54 .10
a = 4.56 2.82
Residual Variance = 75 R-sgr = .57 Q = 22.38
Residual Autocorrelations: Approx. standard error = .11
1:-.61 2: .05 - 3: .04 4: .85 5:-.82
6:-.17 7:-.82 8:-.09 9:-.15 16: .15
11: .15 12:-.17 13: .15 14: .10 15: .66
16:-.12 17:-.06 18: .84 19:-.22 20:-.89
21:-.83 22:-.081 23:-.04 24: .10
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Table 4.7 Final Estimation Results for Combined -
ARIMA/Transfer Function Model of Reported Had-not-been
drinking Crash Frequency Among Drivers Aged 18 - 28

Noise Model: ARIMA (1,0,8)(1,0,8)12 with no
transformations

Fuel Shortage Transfer Function: rsb (§,8,8) with step
function input

Raised Drinking Age Transfer Function: «rsb (8,0,8) with
step function input

Parameter Estimates Standard Errors
Fuel Shortage w = -86.05 73.13
Raised Drinking Age w = -92.65 65.59
¢ = .33 .11
M= .74 .08
Residual Variance = 22,728 R-sgr = .66 Q = 25.91
Residual Autocorrelations: Approx. standard error = .11
1: .01 2:-.13 3: .19 4:-.05 5: .60
6: .02 7: .60 8: .82 9:-.089 18: .85
11: .16 12:-.17 13: .28 14: .28 15:-.19
l16: .07 17: .04 18:-.11 19: .82 20:-.19

21:-.87 22:-.10 23:-.19 24: .13
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Table 4.8 Final Estimation Results for Combined

ARIMA/Transfer Function Model of Reported Had-not-been-
drinking Crash Frequency Among Drivers Aged 16 - 17

Noise Model: ARIMA (6,0,9)(1,1,0)12 with no
transformations

Fuel Shortage Transfer Function: «rsb (9,8,0) with step

function input

Raised Drinking Age Transfer Function: rsb (4,0,0) with

step function input

Parameter Estimates Standard Errors
Fuel Shortage w = =41.92 26.50
Raised Drinking Age w = =55.98 27.16
ry= -.27 .13
Residual Variance = 8360 R-sqr = .68 Q = 16.42
Residual Autocorrelations: Approx. standard error = .11
l: .65 2: .13 3: .21 4: .05 5: .04
6:-.04 7:-.85 8:-.96 9: .09 10:-.03
11: .19 12:-.85 13: .14 1l4: .45 15:-.09
16: .47 17:-.83 18:-.06 19:-.190 20:-.06

21:-.19 22:-.20 23:-.16 24:-.04
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Table 4.9 Final Estimation Results for Combined
ARIMA/Transfer Function Model of Three-factor-surrogate
Crash Frequency Among Drivers Aged 21 - 24

Noise Model: ARIMA (4,90,2) (8,1,1)12 with no
transformations

Fuel Shortage Transfer Function: rsb (0,9,8) with

step function input

Raised Drinking Age Transfer Function: rsb (8,3,d) witn
step function input

Parameter Estimates Standard Errors
Fuel Shortage w = 7.07 6.14
Raised Drinking Age w = 2.96 .69
81= -.10 .12
8,= -.33 .12
A= -50 .13
Residual Variance = 241 R-sgr = .66 Q = 20.63
Residual Autocorrelations: Approx. standard error = .11
1:-.02 2:-.09 3: .12 4:-.12 5: .01
6: .18 7: .04 8: .09 9: .11 19:-.29
11: .83 12:-.02 13:-.01 14: .16 15: .08
16: .23 17:-.03 18:-.12 19:-.83 20: .14

21: .83 22: .06 23: .15 24:-.14
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Table 4.18 Final Estimation Results for Combined
ARIMA/Transfer Function Model of Reported Had-been-
drinking Crash Frequency Among Drivers Aged 21 - 24

Noise Model: ARIMA (6,8,9)(1,1,0)12 with log
transformation

Raised Drinking Age Transfer Function: rsb (8,8,8) with
step function input
Parameter Estimates Standard Errors
Raised Drinking Age u = .89 .65
Ty = .882 .089
Residual Variance = .0247 °~ R-sqr = .52 Q = 26.68
Residual Autocorrelations: Approx. standard error = .11
l: .08 2:-.89 3: .16 4: .08 5:-.82
6: .02 7: .18 8: .83 9: .00 18: .10
11: .85 12:-.36 13:-.06 14: .17 15:-.084
16: .83 17: .06 18:-.06 19:-.22 20:-.06

21: .85 22:-.85 23:-.140 24:-.03
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Table 4.11 Final Estimation Results for Combined
ARIMA/Transfer Function Model of Three-factor-surrogate
Crash Frequency Among Drivers Aged 25 - 45

Noise Model: ARIMA (2,0,8)(1,1,8)12 with no
transformations :

Raised Drinking Age Transfer Function: rsb (8,0,0) with
step function input

Parameter Estimates Standard Errors
Raised Drinking Age w = 3.00 12.22
¢1= -@9 ’ .12
oy = .35 .12
r, = -.44 .11

Residual Variance 613 R-sqr = .68 Q = 21.39

Residual Autocorrelations: Approx. standard error = .11

1:-.10 2:-.05 3: .92 4:-.14 5: .94
6: .00 7: .83 8:~-.82 9:-.11 10:-.01
11:-.89 12:-.07 13: .04 14:-.10 15: .87
16:-.18 17:-.06 18: .43 19:-.06 20: .09

21: .82 22:-.11 23: .33 24:~.24
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Table 4.12 Final Estimation Results for Combined
ARIMA/Transfer Function Model of Reported Had-been-
drinking Crash Frequency Among Drivers Aged 25 - 45

Noise Model: ARIMA (1,0,0)(1,8,0)12 with no
transformations

Fuel Shortage Transfer Function: rsb (8,0,8) with step
function input
Raised Drinking Age Transfer Function: rsb (8,8,8) with
step function input
Parameter Estimates Standard Errors
Fuel Shortage w = -46.49 19.82
Raised Drinking Age w= 21.12 16.92
$1= .36 .10
= .73 .88
Residual variance = 1441 R-s@r = .66 Q = 17.64
Residual Autocorrelations: Approx. standard error = .11
1:-.02 2:-.84 3: .25 4: .82 5: .85
6: .11 7: .08 8:-.85 9: .82 18: .19
11: .04 12:-.16 13:-.83 14: .12 15:-.87
16:-.65 17: .85 18:-.12 19:-.062 20: .87

21:-.087 22:-.12 23: .85 24: .04



112

FREQUENCY

2027 v

1817 +

1608 1

1396 +

nes

979

7704 - -
1972 RITE! | vora | s | vee | e | w78 | 1979

Figure 4.15 Frequency of Had-not-been-drinking Crash Involvement Among
21 - 24 Year 01d Drivers in Michigan, 1972 - 1979



Table 4.13

drinking Crash Frequency Among Drivers Aged 21 - 24

Noise Model:
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Final Estimation Results for Combined
ARIMA/Transfer Function Model of Reported Had-not-been-

transformations
Fuel Shortage Transfer Function:

function input

ARIMA (1,0,0)(1,0,8)12 with no

Raised Drinking Age Transfer Function: rsb
step function input

Fuel Shortage
Raised Drinking Age

Residual Variance = 23,244

Residual Autocorrelations:

l: .08
6:-.91
11: .18
16:-.01
21:-.082

2

7:

12

17:

22

1-.04
.85
=.10
.82
:=.87

€

W unn

1 6
—

Parameter Estimates

-60.41
-42.32
.37
.74

3: .15
8:-.02
13: .26
18:-.96
23:-.06

R-sgr

(6,0,0)

rsb (8,8,08) with step

with

Standard Errors

= .69

4: .05
9:~-.083
14: .14
19:-.85
24: .38

78.36
69.24
.11
-89

Approx. standard error
5:
19:
15:
20:

17.82

.11

.04
.87

.13
.89
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Table 4.14 Final Estimation Results for Combined
ARIMA/Transfer Function Model of Reported Had-not-been-
drinking Crash Frequency Among Drivers Aged 25 - 45

Noise Model: ARIMA (1,6,6)(1,9,8)12 with no
transformations

Fuel Shortage Transfer Function: 1rsb (9,8,8) with step
function input

Raised Drinking Age Transfer Function: rsb (6,8,8) with
step function input

Parameter Estimates Standard Errors
Fuel Shortage w = =57.17 163.08
Raised Drinking Age w ==147.34 179.46
61 = .32 .11
T = .80 .08

Residual Variance 145,979 R-sgqr = .72 Q = 23.89

Residual Autocorrelations: Approx. standard error

= .11
1: .09 2:-.083 3: .16 4: .09 5: .01
6:-.02 7: .03 8§: .00 9:-.71 16: .d86
11: .27 12:-.14 13: .19 14: .19 15:-.14
16:-.69 17:-.82 18:-.06 19:-.088 20:-.06

21:-.02 22:-.02 23:-.17 24: .14
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Table 4.15 Summary of Transfer Function Estimates of the Impact of the Raised Legal
Drinking Age on a 20 Percent Random Sample of Motor Vehicle Crashes in Michigan

Age of Driver

16 - 17 18 - 20 21

HNBD Crashes -56.0 (27.2)* -92.0 (65.6) -42.3
-7.1% -6.8% -3

HBD Crashes -3.4 (3.4) -.376 (.063)** .09
-7.4% -30.7% +9

3FS Crashes -9.5 (3.1) ** —-27.5 (8.1) ** 3.0
-14.7% -17.7% +2

Notes: 1. Standard errors are in parentheses following
2. Point estimates significant at the .05 level
asterisk, those significant at the .@1 level
asterisks, using a one-tailed test.
3. Percentage change figures are included below
estimates

- 24 25 - 45
(69.2) -147.3 (179.5)
.3% -4.5%
(-05)* 21.1 (16.9)
.43 +5.4%
(6.7) 3.0 (12.2)
.3% +1.3%

each point estimate.
are identified with a single
are identified with double

the transfer function
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(Table 4,15) The frequency of SFS crash-involved drivers was down an
average of 47.25 crashes per month over the first year after the drinking
age was raised. The estimated reduction of 547 crash involvements aver
the first 12 months following implementation of the raised drinking age
(i.e, 47,25 per manth for 12 months), represents a 14,74 percent decrease
from what one would have expected on the basis of the 7 year baseline
period,

Analyses of police-reported HBD 16-17 year old crash-involved
drivers, however, indicated no significant change in frequency assocated
with the raised drinking age change (Table 4.15). Although not
statistically significant, the raised drinking age transfer function
parameter estimate was in the expected direction, with an estimated
reduction of 17 HBD driver involvements per month assodated with raising
the legal drinking age.

Analyses of police-reported HNED crash involvement of drivers
aged 16-17 identified a significant reduction in crash frequency
concomitant with the raised drinking age (Table 4,15)s The estimated
average reduction of 220 crash involvements per menth represents 7.12
percent fewer police-reported HNBD crash-involved drivers in 1777 than one
would have expected given the 1972 through 1775 baseline trends.

The finding of a significant drop in HNBD crash involvement and
no significant change in HBD crashes among 15-17 year old drivers appears
to indicate that raising the drinking age caused non-alcohol-related
crashes to increase with no effect on alcohol-related crashes. However,
it is impartant to remember that the HBD and HNED variables were only

indicators of the underlying concepts. In Appendix B the threats to
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internal validity of instrumentation and selection-instrumentation
interaction, and the threats to construct validity of "mono-operation
bias" and "mono-method bias" are discussed. In short, all of these
validity threats are concerned with the extent to which the indicator used
(i.es HBD/HNBED) is a consistent and valid measure of the concept
“alcohol-related crash involvement," These threats to valid causal
conclusions concerning the impact of the drinking age on youthful crash
involvement were reduced by the inclusion of the ZFS measure of
alcohol-related accidents.

In the present case, a significant drop in ENBD crash
involvement and no significant change in HBD crashes was found, At face
value, these findings suggest that there was a significant drop in
non-alcohol-related crash involvement amang drivers aged 1&6-17 after the
drinking age was raised. A general reduction in crash involvement of the
age group due to some factor unrelated to the drinking age may account for
the significant drop in both HNBD and 3FS crash involvement. However, the
reduction in alcohol-related crashes as measured by the 3F5 variable was
twice as large as the reduction in HNBD crashes, perhaps indicating that
the reduction in HNBD crashes was a result of a decrease in that
proportion of the HNED series representing alcohol-related crashes that
were reported as HNED. A proportion of alcohol-related crashes among 146-17
year olds may, in fact, have been included in the HNBD series because of
reluctance on the part of the investigating police officer to report the
presence of alcohol in a crash involving an underage driver, In any
event, support for the hypothesis was provided by analyses of the more

reliable 3F5 measure, and it was cautiously concluded that the raised
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drinking age may have had some effect on alcohol-related collision
involvement among drivers aged 15-17,

It was also hypothesized that the effect of the drinking age on
drivers aged 14-17 would be less than the impact on the focal 15-20 age
group, Comparisons of the analyses of the more reliable alcohol-related
crash indicator, the three-factor-surrogate, for the two age groups
revealed that the percentage reduction in crash frequency was scmewhat
smaller for the 16-17 group than for 12-Z0 year old drivers (Table 4,12
In addition, the decrease in HBD crashes for drivers aged 146-17 was much
smaller than the decrease identified for drivers aged 18-20, The findings
for the 14-17 age group, although indicative of some effect of the raised
drinking age, were more ambigucus than the clearcut effects observed for
the 12-20 age group, and the effect as measured by the ZFS variable was
smaller in magnitude for drivers aged 14-17 than for those aged 13-20,
The results were consonant with the hvpothesis that a raised legal
drinking age has less effect on underage drivers than those directly
affected by the legal change.

In addition to examining the effect of the raised drinking age
on the frequency of alcohol-related crashes among 16-20 year old drivers,
the same measures of both alcohol-related and non-alcohol-related
accidents were examined for older drivers. Comparisions between the crash
experience of young drivers with the crash experience of older drivers
controls for the possibility that observed shifts in crash involvement
among young drivers were simply due to general downward shifts in
collision frequencies among all drivers, Summary results of the iterative

time-series modeling process for the 2F5 and HBD measures of
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alcohol-related crashes and the HMBD measure of non-alcohol-related
crashes, for drivers aged Z1-24 and 25-45, are also presented in Table
4,15, A significant increase of about 2 percent (p<.0%) in HBD crash
involvement was identified for drivers aged Z1-24, Although the other
measures of alcohol-related accidents for the comparison groups aged 21-24
and 25-45 revealed no significant changes, it was instructive to note that
they all had positive coeffidents, compared to the consistently negative
coefficients for the HBD and 3FS measures for drivers under 21, The
differences between the younger and older drivers can be easily seen by
comparing the plot of HBD frequency for 13-2Z0 year olds (Figure 4.4) with
the plot of HBD frequency for 21-24 y=ar olds (Figure 4,12), A clear drop
occurred in 1979 for the 12-20 group, while the frequency for the 21-24
group increased, Such a pattern of findings further supports the
hypothesis that the reductions in alcohol-related crash involvement for
drivers under 21 was caused by some factor specific to that age group;
i.ey the legal drinking age, and not a result of general reducions in
alcohol-related crash involvement for all drivers,

No statistically significant changes in HNBD crash involvement
were identified for drivers over the age of 21, Furthermore, an
examination of non-alcohol-related crash invelvement across the four age
groups, revealed negative parameter sstimates for all age groups (Table
4,13), Although only the estimated reduction in HNBD crash invelvement
for drivers aged 14-17 was statistically significant, the consistently
negative estimates across all age groups indicated that there was a small
reduction in general crash involvement in 197%, The raw frequency plots

of HNBD crash involvement (Figures 4,2, 4,10, 4,15, and 4,14) demonstratad
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the reduced HNRD frequency for all of the age groups in 1977 as comparead
to pravious years, The economic recession in Michigan, increased motor
fuel prices, and a moderate fuel shortage may account for the small
reduction in overall crash involvement, The number of HNED crash
involvements for all of the age groups appeared particularly lower than
expected for November and December of 157%, Thg unusually mild winter
weather, with the concomitant lack of snow and assodated driving hazards,
may have caused the substantial reduction in crash frequendes in late
1979,

The implications for a determination of the causal effect of the
raised drinking age was that a small part of the reduction in HBD and 3F35
alcohol-related crash involvement may be due to the general reduction in
crash involvement in 197%, It was clear from the pattern of findings
shown in Table 4,15, however, that the general reduction in
non-alcohol-related crash involvement could account for only a small
partion of the statistically significant and substantial reductions in ZFS

and HBD crashes among drivers under 21,

+3 Time-series Models of Michigan Fatal Crash Frequendies, 1748 - 1979
Data on Michigan fatalities were avzilable for the entire 1943
through 1777 period including several years prior to the lowered legal
drinking age in 1972, the seven years during which the drinking age was
12, and one year after the return to a drinking age at 21, As was
discussed in Section 2.2, the fatal crash frequencies were not stratified

by the police reported EED/HNBD variable because of instrument changes and

data collection problems over the 1942 to 1972 time period, As a resulty
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the total frequency of fatalities and the frequency of alcohol-related
fatalities as measured by the three-factor-surrogate were examined for
each of the four age groups.

The original design called for the explicit testing of
hypotheses concerning the differential effect of the lowered and raised
legal drinking age using the time-series analysis metheds discussed in
Section 2.4, Traffic fatalities are relatively rare events, howsver, and
the fatal crash time-series had low monthly counts, especially when
stratified by age and the 3FS indices, compared to the time-series
variables based on a 20 percent sample of all crashes presented in the
previous section, One consequence of the low monthly frequency was a
larger random error component in the series. The volatility of the
fatality time-series could be seen by comparing the plots of the total
crash series (Figures 4,4 through 4,16) with those of the fatality series
(Figures 4,17 through 4.24), The contrast was most dramatic for the
variables of primary interest, i.e, underage drinkers involved in ZFS
fatal crashes (compare Figures 4.4 and 4.7 with 4,17 and 4,19, The
unpredictability of the fatality time-series was also evident in the
preliminary modeling of 3FS fataltities for drivers under 21, The
percentage of total variance in the fatality variables accounted for was
less than half the percentage accounted for by the total crash medels
presented in Section 4.2, As a result of these characteristics of the
fatality variables, statistical time-series intervention models were not
constructed, Suggestive results were based on a visual examination of the
12 year fatality time-series variables.

The time-series plot of the frequency of ZF5 fatal crash
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