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1 Introduction

During the last years much progress has been made towards a better under-
standing of the complex geometry and analysis of bounded linearly convex
domains inC

n with C∞-smooth boundaries, in particular of those, which
are of finite1-type (in the sense of d’Angelo).

On the geometric side J. Bruna, A. Nagel and S. Wainger clarified 1988
in [4], what the correct notion of pseudoballs and a corresponding pseudo-
metric on convex smooth hypersurfaces of finite type should be. J.McNeal
showed in [11], that the d’Angelo1-type of such domains is at each bound-
ary point realized by a complex line inside the holomorphic tangent space
to the boundary at that point. This investigation was continued in [1] and
in [15], where it was, finally shown, that the complete Catlin multitype of
such hypersurfaces is realized by the orders of contact of linear subspaces
of the holomorphic tangent space with the boundary.

A fundamental step on the analytic side was done by in [12] and in [13],
which together give quite precise descriptions of the boundary behavior of
the Bergman kernel function and the mapping behavior of the Bergman
kernel on such domains.

A different type of analytic question, namely the quantitative behavior
of the∂-equation (in other norms thanL2-Sobolev), has, except for the case
n = 2 (see [10]), until recently been treated only for a few classes of special
convex domains as examples. In [14] the (almost) exact Hölder continuity of
solutions to the∂-equation for bounded∂-closed(0, 1)-forms was obtained
on complex pseudoellepsoids. This was generalized in [2] to a larger class
of convex domains of finite type, which are in some sense nevertheless quite
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similar to complex ellipsoids. Later, the exact Hölder continuity properties
of such solutions forreal pseudoellipsoids were shown in [8]. The reason,
for studying this question on real ellipsoids was the following:

A difficulty which arises in the construction of∂-solving Cauchy–Fan-
tappíe kernels on convex domainsD ⊂⊂ C

n of finite type consists in the
fact, that the complex tangent spaces to the boundary realize, as mentioned
above, the correct orders of contact in the complex sense, but it may happen,
that inside a complex linel tangent to∂D at a given pointζ different real lines
through0 might have different orders of contact with∂D. More precisely,
there might be exactly one real line insidel, which has a strictly larger
order of contact than all the other real lines through0 in l. This causes
serious difficulties for the estimates if one wants to use the tangent spaces as
support hypersurfaces for constructing Cauchy-Fantappié kernels (the same
difficulties also appear with respect to some other analytic problems; see,
for instance, [3], where exactly this difficulty was avoided by making the
additional hypothesis:

There is a constantγ, such that for eachζ ∈ ∂D, each unit vector
v ∈ T 10

ζ ∂D and eacht > 0 sufficiently small the estimate

γ−1r(ζ + tv) ≤ r(ζ + tiv) ≤ γr(z + tv) (1.1)

holds.
Real pseudoellipsoids are the most simple convex domains of finite type

for which this dangerous non-homogeneity of the order of contact of real
lines inside a fixed complex tangential line may happen. In [8] they were
considered as a test case and new complex support hypersurfaces depend-
ing smoothly on the boundary point were constructed which have in all real
directions inside a complex tangential direction at any boundary point con-
stant orders of contact, thus enforcing in some sense the hypothesis (1.1) to
hold.

The difficulty, that the holomorphic tangent spaces do in general not
give the correct supporting functions for convex domains has, recently, been
avoided by A. Cumenge who announced in [5] a construction of a∂-solving
Berndtsson-Andersson kernel on such convex domains by usingKD(z,w)

K(w,w) as
an approximate peak function onD, whereKD is the Bergman kernel ofD.
In order to estimate this kernel, the estimates from [12] are used which, in
turn, heavily rely on a good knowledge of the∂-Neumann problem on such
domains.

In this article we will constructC∞-families of supporting hypersurfaces
with optimal orders of contact also in all real directions for arbitrary bounded
convex domains withC∞-boundary of finite type as a useful tool for analytic
applications. The basic idea of the technique was, in fact, used for the first
time in a different context in [7]. The construction of∂ solving integral
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kernels with best possible Ḧolder estimates using these families of peak
functions will be contained in the forthcoming article [6].

The first-named author would like to thank J. McNeal for many con-
versations on the subject during which, in fact, such optimal supporting
hypersurfaces were constructed for arbitraryfixed points on the boundary
of the domains considered here (by a different technique), [9]. We also would
like to thank B. Fischer for helpful conversations on the subject.

This work was done, while the first author was visiting the Department
of Mathematics of the University of Michigan. He would like to thank this
institution and, in particular, its complex analysis group for the support and
hospitality given to him.

2 The set-up and the main result

LetD ⊂⊂ C
n be a linearly convex domain of finite typêmwith C∞-smooth

boundary andζ0 ∈ ∂D an arbitrary point. We denote forζ ∈ ∂D by nζ
the unit outer normal vector to∂D atζ. Then there is aC∞ family of linear
coordinate changes{lζ(z) : ζ ∈ ∂D} composed of a translation and a
unitary transformation, such that, for eachζ ∈ ∂D, lζ(ζ) = 0 andnζ is
turned bylζ into the vector(1, 0, . . . , 0). In particular,T 10

ζ ∂D becomes in
the new coordinatesz = lζ(w) associated toζ just {z1 = 0}. If we write
∂D in these coordinates locally as a graph over its real tangent plane at0,
given now by{Re z1 = 0}, we get as a defining functionrζ(z) for ∂D near
ζ a (uniquely determined) function of the form

rζ (z) = Re z1 + R̂ζ
(
Im z1, z

′)
= Re z1 + Pζ

(
z′)+Rζ

(
Im z1, z

′) (2.1)

wherez′ = (z2, . . . , zn), R̂ζ(0) = 0, dR̂ζ(0) = 0, andPζ(z′) consists of
all terms up to total order̂m of the Taylor series of̂Rζ . Hence,Rζ satisfies
the estimates ∣∣Rζ(y1, z

′)∣∣ ≤ C
(
y2
1 + |y1|

∣∣z′∣∣+ ∣∣z′∣∣m̂+1
)

(2.2)

for all (y1, z
′) close to0 with a constantC uniform in ζ ∈ ∂D. More

explicitly, we have

Pζ
(
z′) =

m̂∑
j=2

Pζ,j
(
z′) (2.3)

with

Pζ,j
(
z′) =

∑
α+β=j

1
α!β!

∂jrζ

∂z′α∂z′β (0) z′αz′β
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=
∑

α+β=j

aαβ (ζ) z′αz′β (2.4)

Remark 2.1Notice, that this expression is invariant under unitary coordinate
changes in thez′-subspace and that all functionsrζ , R̂ζ , Pζ , Rζ areC∞ in
(z, ζ) and eachrζ is convex.

In order to formulate the estimates for the constructed support functions
for D precisely and, in fact, also for their proof, we will have to consider
intersections ofD with transverse2-dimensional affine subspaces. For this
we introduce for anyζ ∈ ∂D and any unit vectorv ∈ T 10

ζ ∂D the affine
space

Aζ,v := {z : z = ζ + w1nζ + w2v with w = (w1, w2) ∈ C
2}

and the2-dimensional convex domainDζ,v := D ∩ Aζ . We think ofnζ
andv as being expressed in the coordinates associated toζ. So, ζ = 0,
nζ = (1, 0 . . . , 0) and v = (0, v2, . . . , vn). We may considerDζ,v as a
domain inC

2. It has in the coordinates(w1, w2) in a neighborhoodW of 0
in C

2 (independent ofζ ∈ ∂D) the following form

Dζ,v ∩W := {w = (w1, w2) ∈ W :
rζ,v (w) := rζ (w1nζ + w2v) < 0} (2.5)

Hence, putting

Pζ,v(w) := Pζ(w2v) andRζ,v(Imw1, w2) := Rζ(Im(w1nζ), w2v)

one has

Dζ,v = {w ∈ W : Rew1 + Pζ,v(w2) +Rζ,v(Imw1, w2) < 0} (2.6)

wherePζ,v is of the formPζ,v(w2) =
∑m̂

j=2 P
(j)
ζ,v (w2) with

P
(j)
ζ,v (w) =

∑
k+l=j

a
(j)
kl

(ζ, v)wkwl (2.7)

where the coefficientsa(j)
kl

(ζ, v) areC∞ in (ζ, v) ∈ ∂D × ∂Bn−1(0; 1).
We will need the following

Definition 2.2 For any polynomialP (z) =
∑N

j=0
∑

α+β=j aαβz
αzβ on

anyC
k we define the norm‖P‖ to be

‖P‖ :=
N∑
j=0

∑
α+β=j

∣∣∣aαβ∣∣∣
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It also will be convenient to fix the following notation

σj :=

{
1 for j ≡ 0 mod 4
−1 for j ≡ 2 mod 4
0 otherwise

(2.8)

In this article we will show

Theorem 2.3 If in the situation as described above numbersM,K > 0
have been chosen sufficiently large, then for each sufficiently smallε > 0
the functionŜ(z, ζ) ∈ C∞(Cn × ∂D), holomorphic inz for eachζ ∈ ∂D,
for whichSζ(z) := Ŝ ◦ l−1

ζ (z) is (in these new coordinates associated toζ)
equal to

Sζ(z) = 3z1 +Kz2
1 − ε

m̂∑
j=2

M2jσj
∑
|α|=j

α=(α2,...,αn)

1
α!
∂jrζ
∂z′α (0)z′α (2.9)

satisfies the following estimate with a constantĉ > 0 not depending on
(ζ, v): if we putSζ,v(w) := Sζ(w1nζ + w2v) for ζ ∈ ∂D and each unit
vectorv ∈ T 10

ζ ∂D, then

ReSζ,v(w) ≤ Rew1

2
− K

2
(Imw1)

2 − εĉ

m̂∑
j=2

∥∥∥P (j)
ζ,v

∥∥∥|w2|j (2.10)

holds for allw ∈ Dζ,v ∩B2(0; R̂) with a radiusR̂ independent ofζ, v.

In order to make it clear, what this Theorem means in particular, we formulate
the following direct consequence of it:

Corollary 2.4 Define the functionS(z, ζ) onC
n×∂D as in Theorem (2.3),

take a pointζ ∈ ∂D and a unit vectorv ∈ T 10
ζ ∂D. Letp ≤ m̂ be the1-type

of the domainDζ,v at 0 (p is the (complex) order of contact of the complex
line ζ + tv with ∂D at ζ). Then there is a radiuŝR > 0, not depending on
(ζ, v) and a constantc > 0, such that the estimate

ReS(z, ζ) ≤ −c|z − ζ|p (2.11)

holds for allz ∈ D ∩B(ζ, R̂) of the formz = ζ + w1nζ + w2v.

Remark 2.5a) Because of the semicontinuity of the d’Angelo1-type for
convex domains of finite type under small perturbations, our proof shows,
that the following more general fact is true:
Let r be a convexC∞-defining function for a convex bounded domainD
with C∞-smooth boundary of finite typêm. Then there exists aη0 > 0
small enough, such that there is aC∞-functionS(z, ζ), holomorphic inz,
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onC
n×{ζ : −η0 ≤ r(ζ) ≤ η0}, which satisfies, for a (suitable) choice of a

C∞-family of coordinate transformationslζ with lζ(ζ) = 0 and turning the
exterior normal unit vectornζ to ∂D(r(ζ)) := {z ∈ C

n : r(z) = r(ζ)} at
ζ into the vector(1, 0, . . . , 0) ∈ C

n, for sufficiently large constantsK,M
and sufficiently smallε, R̂, the identity (2.9) and the estimate (2.10) with
respect to the domainD(r(ζ)) atζ and with the samêm as in the Theorem.
b) It follows directly from our proof of Theorem 2.3, that, instead of using
the family of defining functionsrζ from (2.1) in (2.10), we also could use
the familyrζ(w) := r ◦ l−1

ζ (w) as long asr is aC∞ defining function ofD

convex on a neighborhood ofD and such that|r| ≡ 1
2 on∂D. Formula (2.10)

remains valid.

3 An important Lemma on homogeneous convex polynomials inC

In this section we will formulate a Main Lemma on homogeneous convex
polynomials in one complex variables which will be the basis of the proof
of Theorem 2.1.

Lemma 3.1 (Main Lemma) Letj ≥ 2be an integer. Then there is anε0(j) >
0, such that for any homogeneous convex polynomial

Pj(z) =
∑
k+l=j

aklz
kzl

in one complex variablez and any0 < ε ≤ ε0(j) the following inequality
holds:

Pj(z) + σjεRe
(
aj0z

j
) ≥ ε

2j+1 ‖Pj‖|z|j ∀z ∈ C (3.1)

with σj as in (2.8).

Remark 3.2Notice, thatj automatically is even.

For the proof of this Lemma we will need the following fact, which we will
show first:

Lemma 3.3 Let P (z) = P (x, y) 6= 0, z = x + iy, be a homogeneous
convex polynomial of degreej ≥ 2 in the complex plane. Suppose that there
is az0 6= 0, such thatP (z0) = 0. ThenP has the form

P (z) = (2 Re (az))j (3.2)

with a suitablea ∈ C \ {0}.
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Proof. Notice, that the polynomialQ(z) := P ( zz0 ) again is6= 0, convex and
homogeneous of degreej, since we just made a linear coordinate change.
Now we haveQ(1) = 0. We writeQ = Q(x, y) in real coordinates. Then
we have

Q(x, y) =
j∑

k=0

bkx
kyj−k

However, sinceQ(1, 0) = 0, there is a0 ≤ s < j such thatak = 0 for all
k > s. We chooses minimal with this property. Then we have

Q(x, y) =
s∑

k=0

bkx
kyj−k

For anyδ > 0 the polynomialQδ(x, y) := δsQ(xδ , y) is again convex and,
obviously,Q0(x, y) = limδ→0Qδ(x, y) = bsx

syj−s. In particular,Q0 must
be convex. This, however, only can be the case fors = 0, meaning, that
Q(x, y) = a0y

s. From this the claim follows immediately. ut
We now come to the

Proof of Lemma (3.3).We introduce the following notation:

C := {Pj : convex, homogeneous of degree j, ‖Pj‖ = 1}
and assume, that there is noε0(j) > 0, such that (3.1) holds. Then there is

a sequence(P (n)
j )∞

n=1 ⊂ C, such that

P
(n)
j +

1
n
σj Re

(
aj0z

j
)
<

1
2n

|z|j for some z 6= 0 (3.3)

We may suppose, thatP (n)
j → Pj ∈ C. There are two possible cases:

1st case:There is ac > 0 such thatPj(z) ≥ c for all |z| = 1. This,
obviously, is a contradiction to (3.3) for largen.

2nd case:There is az with |z| = 1, such thatPj(z) = 0. Then, according
to Lemma 3.3,Pj has the form

Pj(z) = (az + az)j

with a 6= 0. We puta = teiψ andz = reiθ and calculate

(az + az)j + εσj Re
(
ajzj

)
= tj(cos (ψ + θ))j + εtjσj cos (j(θ + ψ))

Sincej is even, we just have to make sure, thatσj cos(j(θ + ψ)) = 1,
whenevercos(θ + ψ) = 0. Since this is exactly the case ifθ + ψ = k π2 for
k odd, our choice ofσj as in (2.8) is good. ut

The following characterization of convexity inC can easily be checked:
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Lemma 3.4 A real-valuedC2-functionλ on an open setU ⊂ C is convex
onU if and only if

∆cλ(z) :=
∂2λ

∂z∂z
(z) −

∣∣∣∣∂2λ(z)
∂z2

∣∣∣∣ ≥ 0 ∀z ∈ U

We also will have to consider certain homogeneous polynomials of degree
j ≥ 2 which are almost, but not quite convex. For them we need the

Lemma 3.5 There is a numberδj > 0, such that the following holds: If
Pj(z) =

∑
l+k=j alkz

lzk is a real-valued polynomial onC which is homo-
geneous of degreej and which is almost convex in the sense, that there is a
0 < δ < δj such that

∆cPj ≥ −δ‖Pj‖|z|j−2

then the inequality

σj Re
(
aj0z

j
) ≥ δ‖Pj‖|zj |

holds for allz ∈ C for which

Pj(z) ≤ δ‖Pj‖|z|j

Proof. We show this indirectly assuming, that there is no suchδj . Then

we can find a sequenceP (n)
j of real-valued homogeneous polynomials of

degreej, such that‖P (n)
j ‖ = 1,

∆cP
(n)
j ≥ − 1

n
|z|j−2 (3.4)

but still there are pointszn ∈ C, |zn| = 1, such thatP (n)
j (zn) ≤ 1

n , but,
nevertheless,

σj Re
(
a

(n)
j0 z

j
n

)
<

1
n

We may suppose, thatP (n)
j → Pj andzn → z0. Then, because of (3.4)

Pj has to be convex,‖Pj‖ = 1, Pj(z0) ≤ 0, hencePj(z0) = 0 and

σj Re(a(0)
j0 ) ≤ 0. This contradicts Lemma 3.1. *ut
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4 Basic estimates on convex functions inC

Letρ0 6= 0 be aC∞ convex function in a neighborhood of∆ = ∆(0; R̂) ⊂ C

such thatρ(0) = 0, dρ(0) = 0. Suppose that the Taylor expansion ofρ0 at
0 has the form

ρ0(z) = Pm(z) +R0(z) (4.1)

with a homogeneous polynomialPm 6= 0 of degreem and aC∞-function
R such that|R0(z)| ≤ C|z|m+1. Because of the convexity ofρ0 we have
m = 2r.

We want to consider in this section the familyF = F(ρ0) of all convex
functionsρwhich are small perturbations ofρ0 in theC2r+1-norm on∆ and
such thatρ(0) = 0 anddρ(0) = 0. We can write each suchρ in the form

ρ(z) =
2r∑
j=2

Pj(z) +R(z) (4.2)

with polynomialsPj homogeneous of degreej and|R(z)| ≤ C|z|2r+1, C
independent ofρ ∈ F . For any numbers0 ≤ R′ ≤ R′′ we writeAR′,R′′ :=
{z : R′ ≤ |z| ≤ R′′}. We may suppose that the neighborhoodF has been
chosen so small that for anyρ ∈ F there is a radius0 ≤ R2r−1 < R2r := R̂
such that

‖P2r‖|z|2r ≥ max
2≤j<2r

‖Pj‖|z|j ∀z ∈ AR2r−1,R2r (4.3)

(Notice, that by choosing the neighborhoodF smaller and smaller, we can
pushR2r−1 arbitrarily close to0.)

For each suchρ, we choose inductively radii0 ≤ R2 ≤ · · · ≤ R2r−1 ≤
R2r in the following way: if for somek, 2 < k ≤ 2r − 1, the radii
Rk, Rk+1, . . . , R2r have already been chosen, then we defineRk−1 to be
the minimum of all radii0 ≤ R̃ ≤ Rk such that

‖Pk‖|z|k ≥ max
2≤j<k

‖Pj‖|z|j ∀z ∈ AR̃,Rk
(4.4)

We putAk := ARk−1,Rk
. Notice, however, that this inequality might not be

possible. In such a case we putRk−1 := Rk. Furthermore, we putR1 := 0.
We note, that we have because of this definition of theRk

Lemma 4.1 Choose for aρ ∈ F the radii 0 = R1 ≤ · · · ≤ R2r as above.
Then we have for all2 ≤ k ≤ 2r and allz ∈ Åk the estimate

‖Pk‖|z|k > max
j 6=k

‖Pj‖|z|j
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Next, we show, that for anyρ ∈ F all those homogeneous partsPk are
almost convex, for which the annulusAk is relatively large. More precisely,
we have

Lemma 4.2 There is for allδ > 0 a numberLδ > 0 and an arbitrarily small
neighborhoodF of ρ0, such that for anyρ ∈ F and anyk, 2 ≤ k ≤ 2r, for
which the radiiRk−1, Rk corresponding toρ satisfy Rk

Rk−1
≥ Lδ, one has

∆c(Pk)(z) ≥ −δ‖Pk‖|z|k−2 ∀z (4.5)

Proof. We observe at first, that for ak for whichRk > 0, butRk−1 = 0,
the following holds true:Pj = 0 for all 2 ≤ j < k andPk is convex.
Hence (4.5) is trivially satisfied for suchk.

Next, we notice that for some universal constantC > 0 and any ho-
mogeneous polynomialPj of degree2 ≤ j ≤ 2r we have by the triangle
inequality

|∆cPj(z)| ≤ C‖Pj‖|z|j−2 ∀z (4.6)

Hence, we get for anyρ ∈ F represented in the form (4.2) and any2 ≤ k ≤
2r because of the convexity ofρ

∆c(Pk) ≥ −C
∑
j 6=k

‖Pj‖|z|j−2 − |∆c(−R)| (4.7)

We may suppose, that|∆c(−R)| ≤ C|z|2r−1 for anyρ ∈ F and we define
for any2 ≤ k ≤ 2r such thatRk−1 6= 0

R̂k :=
√
Rk−1Rk

Put for such ak the ratio Rk
Rk−1

=: L and choosej 6= k. We consider the

1st case:j > k
Then we get

‖Pj‖R̂jk = ‖Pj‖R
j
2
k−1R

j
2
k

= ‖Pj‖Rjk
R
j/2
k−1R

j/2
k

Rj
k

≤ ‖Pk‖Rkk
R
j/2
k−1

R
j/2
k

because of the definition of Rk

= ‖Pk‖R̂kk
R
k/2
k

R
k/2
k−1

· R
j/2
k−1

R
j/2
k

≤ ‖Pk‖R̂kkL(k−j)/2
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Together with (4.6) we get in this first case

|∆cPj(z)| ≤ C‖Pk‖R̂k−2
k

1
L(j−k)/2 (4.8)

Next we have to consider the

2nd case:j < k
By the same chain of estimates we get here

|∆cPj(z)| ≤ C‖Pk‖R̂k−2
k

1
L(k−j)/2 (4.9)

Plugging (4.8) and (4.9) into (4.7) gives

∆c(Pk) ≥ −C‖Pk‖R̂k−2
k

∑
j 6=k

1
L|k−j|/2 − CR̂2r−1

k (4.10)

Notice, that, whateverL > 0 is, the neighborhoodF of ρ0 can be chosen
so small, that we have

CR̂2r = C
√
R2r−1R2r ≤ ‖P2r‖

L

for all ρ ∈ F . Hence, we also haveCR̂k ≤ ‖P2r‖
L . This gives

CR̂2r−1
k ≤ 1

L
‖P2r‖R̂2r−2

k ≤ 1
L

‖Pk‖R̂k−2
k (4.11)

We put this into (4.10) and see, that the Lemma follows by just choosingL
large enough. ut

Now we have to take into account also those termsPl, for which the
corresponding annuli are very small or even just circles. We show

Lemma 4.3 Let δ > 0 be fixed and chooseLδ > 0 and the neighborhood
F of ρ0 according to Lemma 4.2. Also fix a constantĈ > 0. Then for any
sufficiently large constantM > 0 the following holds true:

Suppose the pair(j, k), 2 ≤ j < k ≤ 2r, has the following properties
with respect to a functionρ ∈ F :

a) Rl
Rl−1

≤ Lδ for all j < l < k,

b) Åj 6= ∅ andÅk 6= ∅.
Then one has

M2k‖Pk‖|z|k +M2j‖Pj‖|z|j > ĈM2l‖Pl‖|z|l ∀j < l < k, ∀z
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Proof. We define inductively:N2r := ‖P2r‖ and ifNl+1 has already been
defined we put for anyl ≥ 2

Nl :=
{
Nl+1Rl if Ål = ∅
‖Pl‖ if Ål 6= ∅ (4.12)

We claim, that we then have for any2 ≤ l < 2r the equation

NlR
l
l = Nl+1R

l+1
l (4.13)

Namely, observe, that this follows from (4.12), if̊Al = ∅. If Ål 6= ∅, let
λ be the smallest positive integer such that alsoÅl+λ 6= ∅. Then we have
according to the definition of the radiiRi the equation

‖Pl‖Rll = ‖Pl+λ‖Rl+λl+λ−1

Since, in this case,Nl = ‖Pl‖ andNl+λ = ‖Pl+λ‖ and since, furthermore,
Rl = Rl+1 = · · · = Rl+λ−1, (4.13) follows.

Let, for a givenρ ∈ F , the pair(j, k) be chosen as in the Lemma. We fix

anyj < l < k and consider pointsz with |z|k−l > Ĉ M2l

M2k Rl · · · · · Rk−1.

We insert into thisRi = Ni
Ni+1

and obtain after cancelations

|z|k−l > Ĉ
M2l

M2k
Nl

Nk
(4.14)

Now, notice, thatNk = ‖Pk‖ and, even if̊Al = ∅, we still have‖Pl‖ ≤ Nl.
Putting this into (4.14) and multiplying by|z|l, we get

M2k‖Pk‖|z|k > ĈM2l‖Pl‖|z|l (4.15)

for all |z|k−l > Nl,k := Ĉ M2l

M2k Rl · · · · ·Rk−1.

On the other hand we consider pointsz with |z|l−j ≤ M2j

ĈM2lRj · · · · ·
Rl−1 = M2j

ĈM2l

Nj

Nl
. As above we obtain

M2j‖Pj‖|z|j ≥ ĈM2l‖Pl‖|z|l (4.16)

for all |z|l−j ≤ N̂l,j := M2j

ĈM2lRj · · · · ·Rl−1.
We want to show, that forM sufficiently large (independent of the choice

of j, k) we have

N
1
k−l
k,l < N̂

1
l−j
j,l



Support functions for convex domains 157

For this we calculate

N̂
1
l−j
j,l

N
1
k−l
k,l

=
1

Ĉ
1
l−j+ 1

k−l
·M

2j−2l

l−j −2l−2k

k−l

·(Rj · . . . ·Rl−1)
1
l−j (Rl · . . . ·Rk−1)

− 1
k−l

and observe that

(Rj · · · · ·Rl−1)
1
l−j (Rl · · · · ·Rk−1)

− 1
k−l ≥ Rj

Rk−1
≥ 1

Lk−1−j
δ

≥ 1
L2r
δ

because of property a) ofl in the Lemma.
Alltogether this implies the Lemma. ut

In order to get the complete estimate of Theorem 2.3 we still need to
include the remainder termR(z) of anyρ ∈ F into our estimates. For this
we use the following fact:

Lemma 4.4 ForA > 0 sufficiently large one has: for eachρ =
∑2r

j=2 Pj +
R ∈ F the functionρA :=

∑2r
j=2 Pj +A|z|2r+1 is convex (outside0).

Proof. Notice, that∆c|z|2r+1 = (2r+1
2 )2|z|2r−1 − 2r+1

2
2r−1

2 |z|2r−1 =
(2r+1

2 )|z|2r−1 and that forρ ∈ F always|∆cR| ≤ C|z|2r−1.Hence, choos-
ingA very large makes the functionρA convex everywhere. ut

We call FA := {ρA : ρ ∈ F} and apply Lemma 2.1 from [4] to the
family FA. We get

Lemma 4.5 There is a universal constantCm̂ (notice, that2r ≤ m̂), such
that for all ρA ∈ FA

ρA(z) ≥ Cm̂


 2r∑
j=2

|Pj(z)| +A|z|2r+1




For simplicity of notation, we call for a givenρ ∈ F an indexj, 2 ≤ j < 2r,
good, if for a given δ > 0 andLδ chosen according to Lemma 4.2 the
corresponding annulusAj satisfies Rj

Rj−1
> Lδ. Otherwise,j is, of course

bad. We get from Lemmas 4.3 and 4.5

Lemma 4.6 ChooseF , Lδ,M, Ĉ, A as above. Then there is a constant
c > 0 such that for allρ ∈ F and anyε > 0

ρA(z) + ε

2r∑
j=2

M2jσj Re
(
aj0z

j
)
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≥ c


 ∑
j good

|Pj(z)| +A|z|2r+1




+ε
∑
j good

M2j
(
σj Re

(
aj0z

j
)− 2r

Ĉ
‖Pj‖|z|j

)
(4.17)

Proof. Notice that, according to Lemma 4.3 we can choose for any indexl,
which is bad, good indicesj < l < k such that

M2lσl Re
(
al0z

l
)

≥ −M2l‖Pl‖|z|l

≥ − 1
Ĉ

(
M2j‖Pj‖|z|j +M2k‖Pk‖|z|k

)

Using this we get

ρA (z) + ε
2r∑
j=2

M2jσj Re
(
aj0z

j
)

≥ (Lemma 4.5)Cm̂


 2r∑
j=2

|Pj(z)| +A|z|2r+1


+ ε

2r∑
j=2

M2jσj Re
(
aj0z

j
)

≥ Cm̂


 ∑
j good

|Pj(z)| +A|z|2r+1


+ ε

∑
j good

M2jσj Re
(
aj0z

j
)

+ε
∑
j bad

M2jσj Re
(
aj0z

j
)

≥ (Lemma 4.3)Cm̂


 ∑
j good

|Pj(z)| +A|z|2r+1




+ε
∑
j good

M2jσj Re
(
aj0z

j
)− ε

2r
Ĉ

∑
j good

M2j‖Pj‖|z|j

From this the Lemma follows. ut

The following Lemma puts together what has been proved in this section:

Lemma 4.7 Let for a givenC∞ convex functionρ0 on a neighborhood of
∆ a sufficiently small neighborhoodF , a fixed numberδ > 0 smaller than
all the δj from Lemma 3.5,Lδ > 0 according to Lemma 4.2 andA > 0
according to Lemma 4.4 be chosen. If thenĈ > 4r

δ andM > 0 is sufficiently
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large, then there is a constantĉ > 0 such that for allε > 0 sufficiently small
there is a radiusR̂ > 0, such that the following estimate holds:

ρ(z) + ε
2r∑
j=2

M2jσj Re
(
aj0z

j
) ≥ εĉ

2r∑
j=2

‖Pj‖|z|j ∀|z| < R̂ (4.18)

for all ρ ∈ F .

Proof. ρ ∈ F and choose the radiiRj according to (4.4). According to
Lemma 4.6 we then have for the correspondingρA

ρA(z) + ε
2r∑
j=2

M2jσj Re
(
aj0z

j
) ≥ c

∑
j good

|Pj(z)|

+ ε
∑
j good

(
M2jσj Re

(
aj0z

j
)− 2r

Ĉ
‖Pj‖|z|j

)
(4.19)

Now we consider at first for any fixed goodj all pointsz, such that

Pj(z) < δ‖Pj‖|z|j

We get from Lemma 3.5

σj Re
(
aj0z

j
) ≥ δ‖Pj‖|z|j

and hence, according to the choice ofĈ

εM2jσj Re
(
aj0z

j
)− 2rε

Ĉ
‖Pj‖|z|j ≥ εδ

2
M2j‖Pj‖|z|j (4.20)

If, on the other hand, for thisj the pointz has been chosen such that

Pj(z)M ≥ δ‖Pj‖|z|j

then we get forε > 0 small enough (depending just onj,M, Ĉ, c)

c|Pj(z)| + εM2jσj Re
(
aj0z

j
)− 2rε

Ĉ
‖Pj‖|z|j ≥ cδ

2
‖Pj‖|z|j (4.21)

If ε > 0 is small enough, we haveεδ2 M
2j
< cδ

2 . Putting together (4.19),
(4.20) and (4.21) we get

ρA(z) + ε

2r∑
j=2

M2jσj Re
(
aj0z

j
) ≥ εδ

2

∑
j good

M2j‖Pj‖|z|j ∀z
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Because of Lemma 4.3 we can even allow in the right side of this inequality
also the terms for whichj is not good after we divide by2r (notice, that
Ĉ > 1). We obtain

ρA(z) + ε

2r∑
j=2

M2jσj Re
(
aj0z

j
) ≥ εδ

4r

2r∑
j=2

M2j‖Pj‖|z|j ∀z (4.22)

If we now choose a radiuŝR > 0 small enough, we get

A|z|2r+1 + |R(z)| < εδ

8r
‖P2r‖|z|2r ∀|z| ≤ R̂

Combining this with (4.22) we get witĥc := δ
8r

ρ(z) + ε

2r∑
j=2

M2jσj Re
(
aj0z

j
) ≥ εĉ

2r∑
j=2

‖Pj‖|z|j

for all |z| < R̂ and for allρ ∈ F . This proves the Lemma. ut

5 Inequalities in C
2

We, next, want to draw the necessary consequences from Lemma (4.7) for
a class of convex functions onC2 which will, for a given convex domain
D ⊂⊂ C

n with C∞-boundary and anyζ ∈ ∂D, v ∈ T 10
ζ ∂D with |v| = 1,

include the functionrζ,v as defined in (2.5). We show

Proposition 5.1 Let ρ̃0(w1, w2) = Rew1 + R̃(0)(Imw1, w2) be aC∞ con-
vex function satisfying̃R(0)(0) = 0, dR̃(0)(0) = 0 and which is of finite
type at0 in the sense, that it can be written as

ρ̃0(w) = Rew1 + P̃ (0)(w2) + R̃
(0)
1 (Imw1, w2)

with a homogeneous polynomialP (0)(w2) 6= 0 of degree say2r and∣∣∣R̃(0)
1 (Imw1, w2)

∣∣∣ ≤ C
(
|Imw1||w2| + |Imw1|2

)
Fix any integerm̂ ≥ 2r. Then there is a neighborhood̂F of ρ̃0 in the
C∞-topology and there are constantsK,M (sufficiently large),ε, R̂ > 0
(sufficiently small) and̂c > 0 (sufficiently small), such that for all functions
from

F̃ :=
{
ρ̃ ∈ F̂ : ρ̃(w) = Rew1 + R̃(Imw1, w2)convex,

R̃(0) = 0, dR̃(0) = 0
}

(5.1)
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the following holds:
If we associate with̃ρ the function

S(w) := 3w1 +Kw2
1 − ε

m̂∑
j=2

M2jσj
1
j!
∂j ρ̃

∂wj2
(0)wj2 (5.2)

with σj as in (2.8) then the inequality

Re (S(w)) ≤ Rew1

2
− K

2
(Imw1)

2 − εĉ

2

m̂∑
j=2

∥∥∥P̃j∥∥∥|w2|j (5.3)

holds on{w : ρ̃(w) ≤ 0} ∩B(0; R̂)}, where

P̃j(w2) :=
∑
k+l=j

1
k!l!

∂j ρ̃

∂wk2∂w
l
2
(0)wkwl

for j = 2, . . . , m̂.

Proof. We use all notations of Sect. 4 and observe, that Lemma 4.7 applies
to ρ̃(0, w2) for all ρ̃ ∈ F̃ , if only F̂ has been chosen small enough. Putting
w1 = x+ iy, we writeρ̃ ∈ F̃ in the form

ρ̃(w1, w2) = x+ ρ̃(0, w2) + y · R̃2(y, w2)

We use polar coordinatesw2 = teiθ. The convexity of̃ρ gives, in particular,

∂2ρ̃

∂y2
∂2ρ̃

∂t2
−
(
∂R̃2

∂t

)2

≥ 0 (5.4)

at points of the form(0, teiθ). Now, observe at first, that∣∣∣∣∂2ρ̃

∂y2

(
0, teiθ

)∣∣∣∣ ≤ C (5.5)

for a constantC > 0 not depending on the choice ofρ̃ ∈ F̃ . Furthermore,
sinceρ̃(0, teiθ) =

∑2r
j=2 P̃j(te

iθ) + R̃(teiθ) with R̃(w2) = O(|w2|2r+1)
uniformly in ρ̃ ∈ F̃ , we have

∣∣∣∣∂2ρ̃

∂t2

(
0, teiθ

)∣∣∣∣ ≤
2r∑
j=2

∥∥∥P̃j∥∥∥tj−2 + Ct2r−1 (5.6)
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with another constantC > 0 not depending oñρ. Putting (5.5) and (5.6)
into (5.4) gives after possibly increasingC and observing, that‖P̃2r‖ is
uniformly bounded away from0∣∣∣∣∣∂R̃2

∂t

(
0, teiθ

)∣∣∣∣∣ ≤ C

2r∑
j=2

√∥∥∥P̃j∥∥∥t j2−1

Hence, we obtain by integration changingC on the way appropriately

∣∣∣R̃2(0, w2)
∣∣∣ ≤ C

2r∑
j=2

√∥∥∥P̃j∥∥∥|w2|j/2 ≤
√√√√C

2r∑
j=2

∥∥∥P̃j∥∥∥|w2|j (5.7)

Now we can estimate the real part of the functionS(w) from (5.2) for any
given ρ̃ ∈ F̃ onD ∩B(0, R̂) for sufficiently smallR̂ > 0 where

D :=
{
w ∈ C

2 : ρ̃(w) < 0
}

using Lemma 4.7. Namely, we have onD

x < −
2r∑
j=2

P̃j(w2) − R̃(w2) − yR̃2(y, w2)

Putting this into (5.2) we get

Re (S(w)) ≤ −|x| − 2
2r∑
j=2

P̃j(w2) − 2R̃(w2) − 2yR̃2(y, w2)

+Kx2 −Ky2 − ε

m̂∑
j=2

σjM
2j Re

(
aj0w

j
2

)
(5.8)

whereaj0 is the coefficient of the termwj2 in P̃j . We split the last sum in this
expression into 2 parts, namely,

∑2r
j=2 ... and

∑m̂
j=2r+1 .... Obviously the

second part isO(|w2|2r+1) uniformly in ρ̃. Furthermore, Lemma 4.7 gives

−
2r∑
j=2

P̃j (w2) − R̃ (w2) − ε

2r∑
j=2

M2jσj Re
(
aj0w

j
2

)

≤ −εĉ
2r∑
j=2

∥∥∥P̃j∥∥∥ |w2|j ∀ |w2| < R̂
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Furthermore,|R̃2(y, w2)| = O(|y| + |w2|) uniformly onF̃ . Putting all this
together with (5.7) into (5.8), we get forw ∈ D ∩ B(0, R̂), after possibly
shrinkingR̂, the estimate

ReS(w) ≤ −|x|
2

− εĉ
2r∑
j=2

∥∥∥P̃j∥∥∥|w2|j + |y|
√√√√C

2r∑
j=2

∥∥∥P̃j∥∥∥|w2|j − K

2
y2

Finally, we apply the Peter-Paul-inequality to this and get after choosingK
sufficiently large

ReS(w) ≤ −|x|
2

− K

2
y2 − εĉ

2

m̂∑
j=2

∥∥∥P̃j∥∥∥|w2|j

for all w ∈ D ∩B(0, R̂). This finishes the proof of Proposition 5.1. ut
Remark 5.2Notice, that Proposition 5.1 contains Theorem 2.3 for the case
of dimension2.

6 Proof of Theorem 2.3

Let nowD ⊂⊂ C
n be a convex domain withC∞-smooth boundary∂D of

finite typem̂. We use the complete set-up and notations as described in the
beginning of Sect. 2 of this article. We fix an arbitrary pointζ0 ∈ ∂D and
a unit vectorv0 ∈ T 10

ζ ∂D. We, then, can apply Proposition 5.1 taking the
function rζ,v(w) as defined in (2.5) as̃ρ0(w). For the1-type m̂ of D we
have, indeed,̂m ≥ 2r, where2r is the1-type of the convex domain inC2

defined byrζ,v. We now choosẽF ,K,M, ε, R̂, ĉas given by Proposition 5.1.
Then there is a neighborhood̂T of (ζ0, v0) in ∂D × T 10

ζ , such that for any

(ζ, v) ∈ T̂ the functionrζ,v as defined by (2.5) belongs tõF . Hence, we
can write down the functionSζ,v(w) given by (5.2) for each(ζ, v) ∈ T̂ and
the estimate (5.3) will hold onDζ,v ∩B(0; R̂) (see (2.5)).

Next notice, that there is a relatively open neighborhoodV̂ of ζ0 in ∂D,
such that̂V ×∂Bn−1(0; 1) as a subset of∂D×T 10∂D is covered by a finite
number of such neighborhoodŝT . Taking the maximal constantsK,M and
the minimal constantsε, R̂, ĉ used for these finitely many neighborhoods
and write down for each(ζ, v) ∈ V̂ × ∂Bn−1(0; 1) the functionSζ,v. Then
theSζ,v are automatically of the formSζ,v(w) = Sζ(w1nζ +w2v) with Sζ
as in (2.9), and (2.10) holds.

Finally, we can cover∂D by finitely many of these neighborhoodŝV .
Taking againK,M maximal andε, R̂, ĉminimal, Theorem 2.3 follows. ut
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Manuscripta math.56 (1986), 399–417
9. Diederich, K., McNeal, J.: Supporting hypersurfaces for convex domains of finite type,

Unpublished Notes, 1995
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14. Range, R. M.: On Ḧolder estimates for̄∂u = f on weakly pseudoconvex domains,

Proceedings of International Conferences, Cortona, Italy 1976-1977, Sc. Norm. Sup.
Pisa, pp. 247–267

15. Yu, J.Y.: Multitype of convex domains, Indiana Univ. Math. J.41 (1992), 837–849


