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1 Introduction

This article contains a natural and important application of the holomorphic
support functions for convex domains of finite type inC

n constructed in
[DiFo]. Namely, we use these functions to get∂-solving Cauchy-Fantappié
kernels for∂-closed(0, q)-forms, such that the solutions given by them on
bounded forms satisfy the best possible uniform Hölder estimates. More
precisely we show:

Theorem 1.1 LetD ⊂⊂ C
n be a linearly convex domain withC∞-smooth

boundary of finite typem. We denote byL∞
(0,q)(D) the Banach space of

(0, q)-forms with bounded coefficients onD and byΛ1/m
(0,q)(D) the Banach

space of(0, q)-forms whose coefficients are uniformly Hölder continuous of
order1/m onD. Then there are bounded linear operators

Tq : L∞
(0,q+1)(D) → Λ

1/m
(0,q)(D)

such that∂Tqf = f for all f ∈ L∞
(0,q+1)(D) with ∂f = 0.

A different proof for this result has already been announced 1997 by A.
Cumenge in [Cu]. In fact, A. Cumenge uses certain approximate holomor-
phic peak functions obtained from the Bergman kernel ofD (see (1)) in her
construction of a∂-solving kernel of Andersson-Berndtsson type. In order
to get the desired estimates for this kernel, she applies the very precise esti-
mates for the Bergman kernel and its derivatives proved by J.D. McNeal in
[Mc2] by using the detailed information on the complex geometry of con-
vex domains of finite type from [Mc1] and the complete machinery of the
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∂-Neumann problem. Our approach seems to be in some sense more direct.
Of course, the complex geometry from [Mc1] is again an essential tool (as
it was already in [DiFo] for the construction of the support functions). How-
ever, no other deep analysis is needed. The construction of our∂-solving
Cauchy-Fantappié kernels from the support functions follows well-known
routines. For estimating them, the estimates for the support functionsS from
Theorem 2.3 of [DiFo] and the fact, that also the imaginary part ofS can be
easily controlled in the usual way, play the essential role.

Concerning this question of the imaginary part of ourS, we would like
to mention here the following: In [DiHe] a bounded pseudoconvex domain
D1 ⊂⊂ C

3 with smooth polynomial boundary of finite type and a linearly
convex domainD2 ⊂⊂ C

4 with smoothC1-boundary of finite type have
been constructed with the following property: if, in analogy to [Cu], we
define the approximate peak functions

Pj(z, ζ) :=
KDj (z, ζ)
KDj (ζ, ζ)

(1)

for (z, ζ) ∈ Dj ×Dj (KDj denotes, of course, the Bergman kernel of the
domainDj , j = 1, 2), then there are boundary pointszj ∈ ∂Dj , such that
Pj(z, ζ) has zeros for points(z, ζ) arbitrarily close to(zj , zj). It follows
from this, in particular, that the imaginary parts of thePj do not satisfy the
properties which are needed in the usual estimates of the Cauchy-Fantappié
kernels. Notice, that theDj are not of the type of the domains considered in
the above Theorem, but rather close to them. However, it seems to be difficult
to imagine, how one could prove, that, nevertheless, the approximate peak
functionsP defined as in (1) behave nicely on bounded linearly convex
domainsD of finite type withC∞-smooth boundaries.

For more details about other relevant work and the history concerning
the problem considered in Theorem 1.1, we refer the reader to [DiFo]. Fur-
ther results, concerning the construction of solution operators which satisfy
estimates with respect to other norms will be given in another paper.

This article is organized in the following way: in Sect. 2 we recall the sup-
port functionsS constructed in [DiFo], write down a Leray decomposition
Q for them and give the construction of our∂̄-solving Cauchy-Fantappié
kernels. We also start with the Hölder estimates of these kernels which will
be continued in all the remaining sections. In Sect. 3 we collect some basic
geometric tools for convex domains of finite type. In Sect. 4 we use these
tools to prove the needed estimates for the support functionsS. The estimates
for the Leray decompositionQ and some first order derivatives of them are
given in Sect. 5. In Sect. 6 we finally write down the integral estimates for
the Cauchy-Fantappié kernels as defined in Sect. 2.
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2 Solution operators

Let lζ(z) be a smooth family of coordinate changes as defined in [DiFo].
We write lζ(z) = Φ(ζ)(z − ζ), whereΦ(ζ) is a unitary matrix depending
smoothly onζ ∈ ∂D such that the unit outer normal vector to∂D will
be turned into(1, 0, . . . , 0). The inverse transformation then isl−1

ζ (w) =
ζ + Φ−1(ζ)w = ζ + Φ̄T (ζ)w. The following definitions are as in [DiFo]:

rζ(w) := %(l−1
ζ (w)),

Sζ(w) := 3w1 +Kw2
1 − c

m∑
j=2

M2j
σj

∑
|α|=j
α1=0

1
α!
∂jrζ
∂wα

(0)wα (2)

forM > 0 suitably large,c > 0 suitably small (both independent ofζ), and
put

S(z, ζ) := Sζ(lζ(z)). (3)

Next we want to definen functionsQj(z, ζ) such that

S(z, ζ) = 〈Q(z, ζ), z − ζ〉 =
n∑

j=1

Qj(z, ζ)(zj − ζj)

for Q := (Q1, . . . , Qn). We will do this by first definingQk
ζ (w) with

Sζ(w) = 〈Qζ(w), w〉. Then we have the computation

Sζ(w) = 〈Qζ(w), w〉
Sζ(lζ(z)) = 〈Qζ(lζ(z)), lζ(z)〉
S(z, ζ) = 〈Qζ(lζ(z)), Φ(ζ)(z − ζ)〉

Thus
Q(z, ζ) := ΦT (ζ)Qζ(lζ(z)) (4)

will have the required property, once we will have found theQk
ζ (w) as above.

For this we just define

Q1
ζ(w) := 3 +Kw1 (5)

and fork > 1

Qk
ζ (w) := −c

m∑
j=2

M2j
σj

∑
|α|=j

α1=0, αk>0

αk

jα!
∂jrζ
∂wα

(0)
wα

wk
. (6)

The equationSζ(w) = 〈Qζ(w), w〉 then follows. It is also important to
mention that the definition ofQ(z, ζ) in fact does not depend on the choice
of the transformationΦ. To be more precise we have the following lemma.
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Lemma 2.1 LetA(ζ) be a unitary matrix of the form

A(ζ) =




1 0 . . . 0
0
... A′(ζ)
0




and letΨ(ζ) = A(ζ)Φ(ζ). If we defineQ̃(z, ζ) in the same way asQ(z, ζ)
but withΨ instead ofΦ then we get

Q̃(z, ζ) = Q(z, ζ) for all z, ζ.

Proof. To see this we just have to observe that the term

∑
|α|=j
α1=0

1
α!
∂jrζ
∂wα

(0)wα

is rotation invariant. The term in the definition ofQk
ζ is not. But then there

is some additionalAT if we transformQ into Q̃ and this makes it rotation
invariant again. ut

Now we define Cauchy-Fantappié integral operatorsRq based on the
support functionS and its Leray decompositionQ(z, ζ). We define the
Cauchy-Fantappié form

W (z, ζ) :=
∑

i

Qi(z, ζ)
S(z, ζ)

dζi.

LetB =
b

|ζ − z|2 =
∑

i

ζ̄i − z̄i
|ζ − z|2dζi be the usual Martinelli Bochner form

and letKq be the well known Martinelli Bochner operator. Further define

Rqf :=
n−q−2∑

k=0

cqk

∫
ζ∈∂D

f ∧W ∧B ∧ (∂̄ζW )k ∧ (∂̄ζB)n−q−k−2 ∧ (∂̄zB)q

=
n−q−2∑

k=0

cqk

∫
ζ∈∂D

f ∧ Q ∧ b ∧ (∂̄T
ζ Q)k ∧ (∂̄T

ζ b)
n−q−k−2 ∧ (∂̄zb)q

Sk+1|ζ − z|2(n−k−1) .

In the last line we used the convention of denoting the(1, 0)-form
∑

iQi(z,
ζ)dζi again byQ. That we only have to apply the complex tangential compo-
nents∂̄T

ζ of the operator̄∂ζ , follows from the fact that the integral is already
saturated with respect todζ. It is also well known (see for instance [Ra]
or [DiFoWi]) that the operatorsTq = Rq +Kq are solution operators, that
means∂̄Tqf = f for all ∂̄-closed(0, q + 1)-forms onD.
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The usual way to prove Ḧolder estimates, is to use the Hardy-Littlewood
lemma which states that a functionf ∈ C1(D) also belongs toΛα(D) for
0 < α ≤ 1 if it satisfies the estimate

|df(z)| ≤ Cdist(z, ∂D)α−1 for all z ∈ D.

Due to the fact that dist(z, ∂D) ≈ |%(z)| and because it is well known that
Kq mapsL∞

(0,q+1)(D) toΛα
(0,q)(D) for all α < 1 it remains to show that

|dzRqf(z)| . ||f ||∞ |%(z)| 1
m

−1.

To computedzRqf we just have to put the derivative on each of the factors
of the kernel. If we keep in mind that|b| ≤ |ζ− z|, thatdz∂̄ζb = dz∂̄zb = 0
and thatdz of all the other terms are bounded we get that

|dzRqf(z)| .
n−q−2∑

k=0

||f ||∞
(∫

∂D

|dzQ ∧ (∂̄T
ζ Q)k|

|Sk+1| |ζ − z|2(n−k−1)−1dσ2n−1

+
∫

∂D

|Q ∧ (∂̄T
ζ Q)k|

|Sk+1| |ζ − z|2(n−k−1)dσ2n−1

+
∫

∂D

k|Q ∧ (∂̄ζQ)k−1|
|Sk+1| |ζ − z|2(n−k−1)−1dσ2n−1

+
∫

∂D

| − k − 1| |Q ∧ (∂̄ζQ)k|
|Sk+2| |ζ − z|2(n−k−1)−1dσ2n−1

+
∫

∂D

|2(n− k − 1)| |Q ∧ (∂̄ζQ)k|
|Sk+1| |ζ − z|2(n−k−1)+1−1 dσ2n−1

)
and the third term only appears fork > 0. Since∫

∂D

|Q ∧ (∂̄ζQ)k−1|dσ2n−1

Sk+1|ζ − z|2n−2k−3 =
∫

∂D

|Q ∧ (∂̄ζQ)l|dσ2n−1

Sl+2|ζ − z|2n−2l−5

.
∫

∂D

|Q ∧ (∂̄ζQ)l|dσ2n−1

Sl+2|ζ − z|2n−2l−3

it remains to show that for eachk = 0, . . . , n − q − 2 the following three
integrals ∫

ζ∈∂D

|Q ∧ (∂̄T
ζ Q)k|

Sk+2|ζ − z|2n−2k−3dσ2n−1

∫
ζ∈∂D

|Q ∧ (∂̄T
ζ Q)k|

Sk+1|ζ − z|2n−2k−2dσ2n−1 (7)

∫
ζ∈∂D

|dzQ ∧ (∂̄T
ζ Q)k|

Sk+1|ζ − z|2n−2k−2dσ2n−1.
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can be estimated by|%(z)| 1
m

−1. For this purpose we need estimates forS,Q,
dzQ and∂̄T

ζ Q. They, in turn, are based on some known facts about convex
domains of finite type, which we recall first.

3 Basic geometric tools for convex domains

LetD = {% < 0} ⊂ C
n be a bounded convex domain withC∞-boundary of

finite typem. We may assume, that the defining function% has been chosen
to be convex onCn and smooth onCn\{0}. We define some sort of complex
directional boundary distances by

τ(ζ, v, ε) := max{c : |%(ζ + λv) − %(ζ)| < ε for all λ ∈ C, |λ| < c}.
For a fixed pointζ and a fixed radiusε we define theε-extremal basis
(v1, . . . , vn) centered atζ as in [Mc2]. If it is important to mention the
dependence onζ and ε of the coordinates with respect to this basis, we
denote their components byzk,ζ,ε. Let vk be a unit vector in thezk,ζ,ε-
direction and writeτk(ζ, ε) := τ(ζ, vk, ε). We can now define the polydiscs

APε(ζ) := {z ∈ C
n : |zk,ζ,ε| ≤ Aτk(ζ, ε)∀k}.

(Note that the factorA in front means blowing up the polydisc around its
center and not just multiplying each point byA.)

Using these polydiscs we define the pseudodistance

d(z, ζ) := inf{ε : z ∈ Pε(ζ)}.
The following statements can be found in the literature (see for instance

[Mc1], [Mc2], [BrNaWa], [BrChDu]):

Proposition 3.1 (i) For each constantK there are constantsc(K) and
C(K) only depending onK such that

Pc(K)ε(ζ) ⊂ KPε(ζ) ⊂ PC(K)ε(ζ),
c(K)Pε(ζ) ⊂ PKε(ζ) ⊂ C(K)Pε(ζ).

for ζ near∂D and allε > 0 small enough.
(ii) There are constantsC1 > 1, c2 < 1 andc3 (independent ofζ andε)

such that

C1Pε/2(ζ) ⊃ 1
2Pε(ζ) for all ζ, ε, (8)

C1Pt(ζ) ⊂ Pε(ζ) for all t < c2ε, ζ, ε, (9)

c3P|%(ζ)|(ζ) ⊂ D for all ζ ∈ D. (10)
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(iii) If v =
∑n

j=1 ajvj , where(v1, . . . , vn) is theε-extremal basis atζ,
then we have

1
τ(ζ, v, ε)

≈
n∑

j=1

|aj |
τj(ζ, ε)

.

In particular for every unit vectorvwe haveτ(ζ, v, ε) . τk(ζ, ε)/|ak|
for all k.

(iv) For everyz ∈ Pε(ζ) we haveτ(ζ, v, ε) ≈ τ(z, v, ε).
(v) We haveτ1(ζ, ε) ≈ ε andτ(ζ, v, ε) . ε

1
m for every unit vectorv. If

v is a unit vector in complex tangential direction then we also have
ε

1
2 . τ(ζ, v, ε).

(vi) Letv be a unit vector and let

aij(z, v) :=
∂i+j

∂λi∂λ̄j
%(z + λv)|λ=0.

Then we have ∑
1≤i+j≤m

|aij(z, v)|τ(z, v, ε)i+j ≈ ε

uniformly for allz, v andε.
(vii) Letw be any orthonormal coordinate system centered atz and letvj

be the unit vector in thewj-direction. Then we have∣∣∣∣∣∂
|α+β|%(z)
∂wα∂w̄β

∣∣∣∣∣ . ε∏
j τ(z, vj , ε)αj+βj

for all multiindicesα andβ with |α+ β| ≥ 1.
(viii) The pseudodistanced(z, ζ) satisfies the properties

d(z, ζ) ≈ d(ζ, z),
d(z, ζ) . d(z, w) + d(w, ζ).

(ix) If π(z) is the projection of a pointz to the boundary∂D thend(z, π(z))
≈ |%(z)|; z ∈ Pε(ζ) implies d(z, ζ) ≤ ε; z 6∈ Pε(ζ) implies
d(z, ζ) & ε (not ≥ ε); d(z, ζ) ≤ ε impliesz ∈ Pt(ζ) for all t & ε
andd(z, ζ) ≥ ε impliesz 6∈ Pt(ζ) for all t . ε.

For later use we define a family of polyannuli based on the polydiscs
from above. Using the constantC1 from Proposition 3.1 (ii) we put

P i
ε(ζ) := C1P2−iε(ζ)\1

2P2−iε(ζ).

It follows from (8) that these polyannuli cover the full punctured polydisc
∞⋃
i=0

P i
ε(ζ) ⊃ Pε(ζ) \ {0} (11)
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Moreover if i0(ε) is the smallest integer larger than− log2(c2ε) then
2−i0(ε) < c2ε and it follows from (9) thatP i0

1 (ζ) ⊂ C1P2−i0 (ζ) ⊂ Pε(ζ)
and consequently we have a finite covering

i0⋃
i=0

P i
1(ζ) ⊃ P1(ζ)\Pε(ζ). (12)

Note also that

i0(ε) < 2 − log2(c2ε) = − log2(c2ε/4). (13)

4 Estimates forS

The following Proposition is proved in [DiFo].

Proposition 4.1 Let nζ be the normal unit vector to∂D at the boundary
point ζ and letv be a complex tangential unit vector. Define

aαβ(ζ, v) :=
∂α+β

∂λα∂λ̄β
%(ζ + λv)|λ=0.

For pointsz of the formz = ζ + µnζ + λv with µ, λ ∈ C, we have

ReS(z, ζ) ≤ Reµ
2

− K

2
(Imµ)2 − cĉ

m∑
j=2

∑
α+β=j

|aαβ(ζ, v)||λ|j ,

whereĉ is a constant not depending onζ or v.

We also need the following

Lemma 4.2 Letz ∈ D be close enough to the boundary and assume thatε
is small enough. Then one has

|S(z, ζ)| & ε for all ζ ∈ ∂D ∩ P 0
ε (π(z)) (14)

|S(z, ζ)| & |%(z)| for all ζ ∈ ∂D ∩ P|%(z)|(π(z)) (15)

Proof. Let ζ ∈ ∂D andε be fixed,0 < k < K some fixed constants and
k0 a small constant to be chosen later. Writez = µnζ + λv, wherenζ is
the normal vector atζ andv is a unit vector complex tangential to∂D at ζ.
First we define

P̃ 0
ε (ζ) := {z : |Reµ| < k0, (z − Reµnζ) ∈ KPε(ζ)

and (z − Reµnζ) 6∈ kPε(ζ)}.
We will show that

|S(z, ζ)| & ε for all z ∈ P̃ 0
ε (ζ). (16)
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uniform in the choice ofζ andv.
Using Proposition 3.1 (iii) it is clear that there is a constantk′

1 such that
Imµ ≤ k′

1τ(ζ, nζ , ε)and|λ| ≤ k′
1τ(ζ, v, ε) implies(z−Reµnζ) ∈ kPε(ζ).

Thus we have either|λ| ≥ k′
1τ(ζ, v, ε) or Imµ ≥ k′

1τ(ζ, nζ , ε) or both. Let
k1 < k′

1 be a constant to be chosen later. If|λ| ≥ k1τ(ζ, v, ε) then we can
use the estimate from Proposition 4.1 and Proposition 3.1 (vi) and get

|S(z, ζ)| ≥ −ReS(z, ζ)

≥ cĉ

m∑
j=2

∑
α+β=j

|aαβ(ζ, v)||λ|j

&
m∑

j=2

∑
α+β=j

|aαβ(ζ, v)|τ(ζ, v, ε)j

& ε.

If λ ≤ k1τ(ζ, v, ε) then we must have Imµ ≥ k′
1τ(ζ, nζ , ε) ≥ k2ε. Now

we have to consider the imaginary part ofS and get

|S(z, ζ)| ≥ |ImS(z, ζ)|

≥ |3Imµ| − |2KReµImµ| − cĉ

m∑
j=2

∑
α+β=j

|aαβ(ζ, v)||λ|j .

Using the estimate forλ and again Proposition 3.1 (vi) the last term can be
estimated from above byk2

1cε. Now we can choosek1 so small thatk2
1cε <

k2ε. By the definition ofP̃ 0
ε (ζ) we also have that Imµ < C1τ(ζ, nζ , ε) ≤

k3ε. So the second term can be estimated by2Kk0k3ε andk0 can be chosen
so small that2Kk0k3ε < k2ε. Altogether we have

|S(z, ζ)| ≥ 3k2ε− k2ε− k2ε & ε

and the proof of (16) is complete.
To prove (14) we just have to observe thatζ ∈ P 0

ε (π(z)) meansζ ∈
C1Pε(π(z)) and ζ 6∈ 1

2Pε(π(z)). Using Proposition 3.1 (i) and (ix) this
implies the inequalitiescε ≤ d(ζ, π(z)) ≤ Cε for certain constantsc and
C. By Proposition 3.1 (viii) we also getcε ≤ d(π(z), ζ) ≤ Cε for some
other constantsc andC. Using Proposition 3.1 (ix) and (i) again we get that
π(z) ∈ CPε(ζ) andπ(z) 6∈ cPε(ζ). If z is close enough to the boundary
andε is small enough this impliesz ∈ P̃ 0

ε (ζ) for still some other constants
k andK. The first statement of the Lemma now follows from (16).

The estimate (15) also follows from (16) because we havez ∈ P̃ 0
|%(z)|(ζ)

for all ζ ∈ ∂D ∩ P|%(z)|(π(z)). To see this, first observe that by (10)
c3P|%(z)|(z) ∩ ∂D = ∅ and consequentlyd(ζ, z) > c|%(z)| for all ζ ∈ ∂D.
Using Proposition 3.1 (viii), (ix) and (i) this impliesz 6∈ kP|%(z)|(ζ) for all
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ζ ∈ ∂D. On the other hand we haved(z, ζ) . d(z, π(z)) + d(π(z), ζ).
Using again Proposition 3.1 (ix) and (i) this impliesd(z, ζ) < C|%(z)| and
z ∈ KP|%(z)|(ζ) for all ζ ∈ P|%(z)|(π(z)). Soz belongs toP̃ 0

|%(z)|(ζ) for all
ζ ∈ ∂D ∩ P|%(z)|(π(z)) and the proof of the Lemma is complete. ut

5 Estimates forQ

We now come to the decisive estimates for the components ofQ, dzQ and
∂̄T

ζ Q. First we fix a pointz0 ∈ D close enough to the boundary, setζ0 :=
π(z0) and% = |%(z0)| and choose a small numberε. Now we want to write
all forms with respect to theε-extremal coordinates atζ0, which we denote
byw∗. We choose a unitary transformationΦ∗ such thatw∗ = Φ∗(ζ − ζ0).
If we define

Q∗(w∗) := Φ̄∗Q(z0, ζ0 + (Φ̄∗)Tw∗)

then we have
∑

iQi(z0, ζ)dζi =
∑

k Q
∗
k(w

∗)dw∗
k and

∂̄ζQ =
∑
lk

∂

∂w̄∗
l

Q∗
k(w

∗)dw̄∗
l ∧ dw∗

k.

Lemma 5.1 For all w∗ with |w∗
j | < τj(ζ0, ε) we have

|Q∗
k(w

∗)| . ε

τk(ζ0, ε)∣∣∣∣ ∂∂zjQ∗
k(w

∗)
∣∣∣∣ . ε

τk(ζ0, ε)∣∣∣∣∣ ∂

∂w̄∗
j

Q∗
k(w

∗)

∣∣∣∣∣ . ε

τj(ζ0, ε)τk(ζ0, ε)

and the involved constants are independent ofζ0 andε. Note that according
to Proposition3.1 (v)we haveε/τ1(ζ0, ε) . 1.

Before we prove this lemma we want to make use of Lemma 2.1 and
choose a convenient transformationΦ for the definition ofQ. We may assume
that |∇%(ζ)| = 1 for all ζ ∈ ∂D and thatε is so small that|∂%(ζ0 +
(Φ̄∗)Tw∗)/∂w∗

1|2 ≥ c for all w∗ with |w∗
j | < τj(ζ0, ε). We define

νj :=
∂

∂w∗
j

%(ζ0 + (Φ̄∗)Tw∗),

and

Aj := 1 −
j∑

l=2

|νl|2.
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It is clear thatAj ≥ |ν1|2 ≥ c for all j. Now we set

ψ1l := νl

ψjl :=
1√

Aj−1Aj




−νjνl for l = 1
0 for 1 < l < j
Aj for l = j
−νjνl for l > j

for j > 1.

Obviously we haveΨ(0) = Id and it is easy to check thatΦ(ζ) := Ψ(Φ∗(ζ−
ζ0))Φ∗ has the desired properties. Moreover we haveΦ(ζ0 + (Φ̄∗)Tw∗) =
Ψ(w∗)Φ∗.

Using the definitions ofQ∗,Q andΦ we get

Q∗(w∗) = ΨT (w∗)Qζ0+(Φ̄∗)T w∗(Φ(ζ0 + (Φ̄∗)Tw∗)(z0 − ζ0 − (Φ̄∗)Tw∗))

= ΨT (w∗)Qζ0+(Φ̄∗)T w∗(Ψ(w∗)(Φ∗(z0 − ζ0) − w∗)).

Therefore we have

∂

∂zj
Q∗

k(w
∗) =

n∑
ν=1

ψνk(w∗)
n∑

λ=1

∂

∂ωλ
Qν

ζ (ω)
∂ωλ

∂zj
(17)

and

∂

∂w̄∗
j

Q∗
k(w

∗)

=
n∑

ν=1

(
∂

∂w̄∗
j

ψνk(w∗)

)
Qν

ζ0+(Φ̄∗)T w∗(Ψ(w∗)(Φ∗(z0 − ζ0) − w∗))

+
n∑

ν=1

ψνk(w∗)

(
∂

∂w̄∗
j

Qν
ζ0+(Φ̄∗)T w∗(ω)

)

+
n∑

ν=1

ψνk(w∗)

(
n∑

λ=1

∂

∂ωλ
Qν

ζ (ω)
∂

∂w̄∗
j

ωλ

)
(18)

withω = Ψ(w∗)(Φ∗(z0−ζ0)−w∗). In order to prove Lemma 5.1 we need es-
timates forQν

ζ (ω), ∂
∂w̄∗

j
Qν

ζ0+(Φ̄∗)T w∗(ω), ∂
∂ωλ

Qν
ζ (ω),ψνk(w∗), ∂

∂w̄∗
j
ψνk(w∗)

and ∂
∂w̄∗

j
ωλ. These estimates are given in the following lemmas.

Lemma 5.2 For all w∗ with |w∗
j | < τj(ζ0, ε) we get

c ≤ |ψkk(w∗)| ≤ 1 and |ψνk(w∗)| . ε2

τν(ζ0, ε)τk(ζ0, ε)
for ν 6= k

(19)
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∣∣∣∣∣ ∂

∂w̄∗
j

ψkk(w∗)

∣∣∣∣∣ . ε

τj(ζ0, ε)τk(ζ0, ε)∣∣∣∣∣ ∂

∂w̄∗
j

ψνk(w∗)

∣∣∣∣∣ . ε2

τj(ζ0, ε)τν(ζ0, ε)τk(ζ0, ε)
for ν 6= k

∣∣∣∣∣ ∂

∂w̄∗
j

ω1(w∗)

∣∣∣∣∣ . ε+ %

τj(ζ0, ε)
,

∣∣∣∣∣ ∂

∂w̄∗
j

ωl(w∗)

∣∣∣∣∣ . ε

τj(ζ0, ε)τl(ζ0, ε)
for l > 1

Proof. SinceΨ is a unitary matrix the estimate|ψkk| ≤ 1 is obvious. The
estimate for|ψνk| follows from the facts that|Ak| ≥ c and

√
Ak−1Ak ≤

1. It follows immediately from Proposition 3.1 (vii) and (iv) that|νk| .
ε

τk(ζ0, ε)
. Together with Proposition 3.1 (v) we get

|ψ1k| = |νk| . ε2

τ1(ζ0, ε)τk(ζ0, ε)
.

Using the fact that
√
Al−1Al > c we also get

|ψlk| . |νlνk| . ε2

τl(ζ0, ε)τk(ζ0, ε)

for l > 1 andl 6= k.

The estimate

∣∣∣∣∣ ∂

∂w̄∗
j

νk

∣∣∣∣∣ . ε

τk(ζ0, ε)τj(ζ0, ε)
is also an immediate con-

sequence of Proposition 3.1 (vii) and (iv). Sinceε/τ1(ζ0, ε) . 1 this gives
the desired estimate for| ∂

∂w̄∗
j
ψ1k|.

We also compute∣∣∣∣∣ ∂

∂w̄∗
j

Ak

∣∣∣∣∣ =
∣∣∣∣∣−

k∑
κ=2

(
∂

∂w̄∗
j

νκ)ν̄κ + (
∂

∂w̄∗
j

ν̄κ)νκ

∣∣∣∣∣
.

k∑
κ=2

ε2

τj(ζ0, ε)τκ(ζ0, ε)τκ(ζ0, ε)
. 1
τj(ζ0, ε)

.

Now for l = 1 this gives us∣∣∣∣∣ ∂

∂w̄∗
j

ω1

∣∣∣∣∣ = |
∑

k

∂

∂w̄∗
j

νk [Φ∗(z0 − ζ0) − w∗]k |

.
∑

k

ε

τj(ζ0, ε)τk(ζ0, ε)
| [Φ∗(z0 − ζ0) − w∗]k |.
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Since for allw∗ with |w∗
j | < τj(ζ0, ε) we have| [Φ∗(z0 − ζ0) − w∗]k | .

%+ τk(ζ0, ε) and therefore

| [Φ∗(z0 − ζ0) − w∗]k |
τk(ζ0, ε)

. ε+ %

ε
.

this gives the desired result forl = 1.
For l > 1 we compute∣∣∣∣∣ ∂

∂w̄∗
j

ψll

∣∣∣∣∣ =
∣∣∣∣∣ ∂

∂w̄∗
j

(
1 − νl√

Al−1

)∣∣∣∣∣ . ε

τj(ζ0, ε)τl(ζ0, ε)

and withk 6= l

| ∂

∂w̄∗
j

ψlk| =

∣∣∣∣∣ ∂

∂w̄∗
j

(
νlνkA

− 1
2

l A
− 1

2
l−1

)∣∣∣∣∣
. ε2

τj(ζ0, ε)τl(ζ0, ε)τk(ζ0, ε)
. ε

τj(ζ0, ε)τl(ζ0, ε)
.

Since ∣∣∣∣∣ ∂

∂w̄∗
j

ωl

∣∣∣∣∣ =
∣∣∣∣∣
∑

k

∂

∂w̄∗
j

ψlk [Φ∗(z0 − ζ0) − w∗]k

∣∣∣∣∣
and[Φ∗(z0 − ζ0) − w∗]k is bounded this completes the proof. ut

We also need the following lemma.

Lemma 5.3 Let ζ = ζ0 + (Φ̄∗)Tw∗, let ω be as above and letvj(w∗) be
the unit vector inωj(w∗) direction. Then for everyw∗ with |w∗

j | < τj(ζ0, ε)
we have

τ(ζ, vj(w∗), ε) ≈ τj(ζ0, ε).

Proof. Using Proposition 3.1 (iv) and (iii) we get for allw∗ with |w∗
j | <

τj(ζ0, ε)

τ(ζ, vj(w∗), ε) ≈ τ(ζ0, vj(w∗), ε) ≈
(

n∑
l=1

|ψjl(w∗)|
τl(ζ0, ε)

)−1

≈ min
l=1,...,n

τl(ζ0, ε)
|ψjl(w∗)| . (20)

For j = 1 we derive from (19)

τ1(ζ0, ε)
|ψ11(w∗)| . ε and

τl(ζ0, ε)
|ψ1l(w∗)| & τl(ζ0, ε)ε

τl(ζ0, ε)
& ε.

Therefore the minimum is comparable toτ1(ζ0, ε).
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If j > 1 it follows from (19) that forl 6= j we get

|ψjl(w∗)| . ε

τj(ζ0, ε)
ε

τl(ζ0, ε)
.
(

ε

τl(ζ0, ε)

)2 τl(ζ0, ε)
τj(ζ0, ε)

.

Sinceε/τl(ζ0, ε) is bounded and|ψjj(w∗)| ≥ c this implies

τj(ζ0, ε)
|ψjj(w∗)| . τl(ζ0, ε)

|ψjl(w∗)| for all l 6= j

and together with (20) this proves the lemma. ut
Lemma 5.4 Using again the abbreviationω = Ψ(w∗)(Φ∗(z0 − ζ0) −w∗)
we get for allw∗ with |w∗

j | < τj(ζ0, ε)

|Q1
ζ0+(Φ̄∗)T w∗(ω)| . 1∣∣∣∣ ∂∂ωl

Q1
ζ0+(Φ̄∗)T w∗(ω)

∣∣∣∣ . 1

∂

∂w̄∗
j

Q1
ζ0+(Φ̄∗)T w∗(ω) ≡ 0

and fork > 1 we have

|Qk
ζ0+(Φ̄∗)T w∗(ω)| . ε

τk(ζ0, ε)∣∣∣∣ ∂∂ωl
Qk

ζ0+(Φ̄∗)T w∗(ω)
∣∣∣∣ . ε

τl(ζ0, ε)τk(ζ0, ε)∣∣∣∣∣ ∂

∂w̄∗
j

Qk
ζ0+(Φ̄∗)T w∗(ω)

∣∣∣∣∣ . ε

τj(ζ0, ε)τk(ζ0, ε)

Proof. By definition we haveQ1
ζ0+(Φ̄∗)T w∗(ω) = 3 + Kω1 and the first

three statements are therefore obvious.
In Qk

ζ (w
∗), k > 1 there are only the coordinatesωl with l > 1 in-

volved. We observe that|ωl(w∗)| = |∑µ ψlµ(w∗)[Φ∗(z0 − ζ0) − w∗]µ| .
|ψl1(w∗)|(% + |w∗

1|) +
∑

µ>1 |ψlµ(w∗)| |w∗
µ|. Using (19) we see that∑

µ>1 |ψlµ(w∗)| |w∗
µ| . τl(ζ0, ε) for all w∗ with |w∗

j | < τj(ζ0, ε). Since

by (19) and Proposition 3.1 (v)|ψl1(w∗)| . ε/τl(ζ0, ε) . ε
1
2 we also have

|ψl1(w∗)|(% + |w∗
1|) . ε

1
2 (% + ε) . ε

1
2 . τl(ζ0, ε). Therefore we get for

all l > 1

|ωl(w∗)| . τl(ζ0, ε) for all w∗ : |w∗
j | < τj(ζ0, ε).
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Now it follows from Proposition 3.1 (vii) and Lemma 5.3 that fork > 1

|Qk
ζ (ω)| ≤

∣∣∣∣∣∣∣−c
m∑

j=2

M2j
σj

∑
|α|=j

α1=0, αk>0

αk

jα!
∂jrζ(0)
∂ωα

ωα

ωk

∣∣∣∣∣∣∣
≤ c

m∑
j=2

M2j
∑
|α|=j

α1=0, αk>0

∣∣∣∣ αk

jα!
∂jrζ(0)
∂ωα

∣∣∣∣ |ωα|
|ωk|

. c

m∑
j=2

M2j
∑
|α|=j

α1=0, αk>0

ε∏
ν τ(ζ, vν(w∗), ε)αν

|ωα|
|ωk|

. c

m∑
j=2

M2j
∑
|α|=j

α1=0, αk>0

ε

τα(ζ0, ε)
|ωα|
|ωk|

. ε

τk(ζ0, ε)

which completes the proof of the first statement fork > 1.
The second statement can be proved exactly in the same way. Except for

the fact that the additional derivative gives an additional factorτ(ζ, vl(w∗), ε)
≈ τl(ζ0, ε) in the denominator.

To prove the third statement fork > 1 we first have to rewrite thēwj

derivative. Observe that

∂

∂w̄∗
j

rζ0+(Φ̄∗)T w∗(ω)|ω=0 =
∂

∂w̄∗
j

%(ζ0 + (Φ̄∗)Tw∗ + (Φ̄∗)T Ψ̄T (w∗)ω)|ω=0.

From this it is easy to see that

∂

∂w̄∗
j

rζ(ω)|ω=0 =
n∑

l=1

ψ̄lj(w)
∂

∂ω̄l
rζ(ω)|ω=0.

So we can write thēwj derivative as a sum of̄ωl derivatives. Then we proceed
as in the proof of the second statement and get∣∣∣∣∣ ∂

∂w̄∗
j

Qk
ζ0+(Φ̄∗)T w∗(ω)

∣∣∣∣∣ .
n∑

l=1

|ψ̄lj(w)| ε

τl(ζ0, ε)τk(ζ0, ε)
.

Together with (19) this completes the proof of the lemma. ut

Proof of Lemma 5.1.In view of (17) and (18) the statements of the lemma
are now straight forward consequences of Lemma 5.2 and Lemma 5.4 and
Proposition 3.1 (v). ut
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Before we come to the estimates of the integrals we want to state the
estimates of this section in there final form as they will be needed below.

Lemma 5.5 Let [Q] denote eitherQ or dzQ. Then for allw∗ with |w∗
j | <

τj(ζ0, ε) the term
| [Q] ∧ (∂̄T

ζ Q)k|
can be estimated by a sum of products of the form

εk∏k
i=1 τµi(ζ0, ε)τνi(ζ0, ε)

whereµi andνi are greater than 1 and each index appears at most once.

Proof. As done in the beginning of this section we can write[Q] ∧ (∂̄ζQ)k

with respect to thew∗ coordinates and get∑
µ1,...,µk,ν0,...,νn

(Q∗
ν0

(w∗)

or
∂

∂zj
Q∗

ν0
(w∗))dw∗

ν0
∧

k∧
i=1

∂

∂w̄∗
µi

Q∗
νi

(w∗)dw̄∗
µi

∧ dw∗
νi

Now it is clear that all theµj andνj must be different from each other.
However there might be one of theνj being equal to 1. If it isν0 the first
term can be estimated by a constant, if it is some otherνj the corresponding
term still gives an estimate of the form1/τµj (ζ0, ε). Finally there arek
indicesνj > 1 left and Lemma 5.1 now almost gives the desired estimate.
The only remaining problem is that one of theµj might be equal to 1. In this
case we would get an estimateε/(τ1(ζ0, ε)τνj (ζ0, ε)). However we have to
observe thatdw∗

1 is the normal direction atζ0 and only has a small tangential
component inPε(ζ0). To compute the precise amount we may assume that
∂̄%, dw̄∗

2, . . . , dw̄
∗
n is a basis for the(0, 1)-forms nearζ0. With respect to

this basis we have

∂%

∂w̄∗
1
dw∗

1 = ∂̄%−
n∑

j=2

∂%

∂w̄∗
j

dw∗
j

Since| ∂%
∂w̄∗

1
| is bounded from below and| ∂%

∂w̄∗
j
| . ε

τj(ζ0,ε) for all ζ ∈ Pε(ζ0)
we see that the tangential component of the form under consideration can
be estimated by a sum terms of the form

ε

τ1(ζ0, ε)τνj (ζ0, ε)
ε

τj(ζ0, ε)
. ε

τj(ζ0, ε)τνj (ζ0, ε)

wherej is some index which is not 1 and different from all the otherµj . ut
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6 Integral estimates

Now we come to the final step in the proof of Theorem 1.1. Let us introduce
the notation (See Lemma 5.5 for the definition of[Q].)

I1(X) :=
∫

∂D∩X

|[Q] ∧ (∂̄T
ζ Q)k|

|Sk+2| |ζ − z|2n−2k−3dσ2n−1

I2(X) :=
∫

∂D∩X

|[Q] ∧ (∂̄T
ζ Q)k|

|Sk+1| |ζ − z|2n−2k−2dσ2n−1.

According to Sect. 2 it remains to show that for eachk = 0, . . . , n− q − 2
the two integralsI1/2(∂D) can be estimated by|%(z)| 1

m
−1.

Since the only singularity of the integrals occurs forζ = z it is clear
thatI1/2(∂D) ≤ C if dist (z, ∂D) ≥ c or if the integration is only over the
boundary outside some small neighborhoodU of π(z). This neighborhood
always should be chosen small enough, so that we have on it nice local co-
ordinates and several of the other properties discussed above. For simplicity
let us assume thatP1(π(z)) is such a neighborhood.

Now let z0 be a fixed point close enough to the boundary, letζ0 =
π(z0) be the projection to the boundary and set% = |%(z0)|. In order to
estimateI1/2(P1(ζ0)) we first give an estimate for some auxiliary integral
over∂D ∩ Pε(ζ0) for arbitraryε < 1. After that we consider the two parts
I1/2(P%(ζ0)) andI1/2(P1(ζ0)\P%(ζ0)) separately.

First we want to estimate integrals of the form

∫
∂D∩Pε(ζ0)

| [Q] ∧ (∂̄T
ζ Q)k|

|ζ − z0|2n−2k−3dσ2n−1.

Sincez andεare fixed, we can change to theε-extremal coordinates atζ0,
write the integrand with respect to these coordinates and use the estimates
from Lemma 5.5. We also want to mention that all the involved constants
can be chosen to be independent ofz andε. What we finally have to deal
with are integrals of the form∫

|v1|<τ1(ζ0,ε)

∫
|w2|<τ2(ζ0,ε)

· · ·
∫

|wn|<τn(ζ0,ε)

εk dv1 du2 dv2 · · · dun dvn∏k
j=1 τµj (ζ0, ε)τνj (ζ0, ε)(

∑ |wl|)2n−2k−3
,

whereµj > 1 andνj > 1 and each index appears at most once.
First we integrate with respect tov1 and get a constant factorτ1(ζ0, ε) . ε

which together with the otherε already gives usεk+1. Now we still have to
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integrate overn− 1 complex discs but there are only2n− 3 factors in the
denominator. Therefore the following integrals may occur

Ia :=
∫

|wl|<τl(ζ0,ε)

dul dvl

τl(ζ0, ε)2
. 1

Ib :=
∫

|wl|<τl(ζ0,ε)

dul dvl

τl(ζ0, ε)|wl| . 1

Ic :=
∫

|wl|<τl(ζ0,ε)

dul dvl

τl(ζ0, ε)
. τl(ζ0, ε) . ε

1
m

Id :=
∫

|wl1 |<τl1 (ζ0,ε)
· · ·
∫

|wli
|<τli

(ζ0,ε)

dul1 dvl1 . . . duli dvli

(
∑ |wlj |)2i−1

.
∫ ε

1
m

0

r2i−1dr

r2i−1 . ε
1
m

HoweverIc andId may occur at most once and only one of them will be
present. So finally we get the following result.∫

∂D∩Pε(ζ0)

|[Q] ∧ (∂̄T
ζ Q)k|

|ζ − z0|2n−2k−3dσ2n−1 . ε
1
m

+k+1. (21)

Now we want to estimate the integralsI1/2(P%(ζ0)). It follows from
Lemma 4.2 that|Sk+2| & %εk+1 and|Sk+1| |ζ − z| & %εk+1 for everyζ in
P 0

ε (ζ0). Using the covering (11) and estimate (21) from above we now can
write

I1/2(P%(ζ0)) ≤
∞∑

j=0

I1/2(P
j
% (ζ0))

≤
∞∑

j=0

1
%(2−j%)k+1

∫
∂D∩P2−j%

(ζ0)

|[Q] ∧ (∂̄T
ζ Q)k|

|ζ − z0|2n−2k−3dσ2n−1

.
∞∑

j=0

(2−j%)
1
m

+k+1

%(2−j%)k+1 . %
1
m

−1

which is the desired result.
It remains to considerI1/2(P1(ζ0)\P%(ζ0)). Now we use the estimates

|Sk+2| & εk+2 and|Sk+1| |ζ−z| & εk+2 in P 0
ε (ζ0) which also follow from

Lemma 4.2. Using the second covering (12) and again the estimate (21) we
get
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I1/2(P1(ζ0)\P%(ζ0))

≤
i0(%)∑
j=0

I1/2(P
j
1 (ζ0))

≤
i0(%)∑
j=0

1
(2−j)k+2

∫
∂D∩P2−j (ζ0)

|[Q] ∧ (∂̄T
ζ Q)k|

|ζ − z0|2n−2k−3dσ2n−1

.
i0(%)∑
j=0

(2−j)
1
m

+k+1

(2−j)k+2 .
i0(%)∑
j=0

(2−j)
1
m

−1

=
1 − (21− 1

m )i0(%)+1

1 − 21− 1
m

. 2(1− 1
m

)i0(%).

Using the fact thati0(%) < − log2(c2%/4) we also get

I1/2(P1(ζ0)\P%(ζ0)) ≤ 2( 1
m

−1) log2(c2%/4) . %
1
m

−1

which is again what we wanted.
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[Cu] A. Cumenge: Estiḿees Lipschitz optimales dans les convexes detype fini,
C.R.Acad.Sci.Paris325(1997), 1077–180.

[DiFo] K. Diederich and J.E. Fornæss: Support functions for convex domains of finite
type, Math. Z.230(1999), 145–164.

[DiFoWi] K. Diederich, J.E. Fornæss, J. Wiegerinck: Sharp hölder estimates for̄∂ on
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Noted added in Proofs.In December 1998 the preprint “Sharp estimates for
∂ on convex domains of finite type” by Anne Comenge appeared containing
details of her proofs for the results announced in [Cu] and some additional
results.


