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1 Department of Mathematics, University of California, Santa Cruz, CA 95064, USA
2 Department of Mathematics, University of Michigan, Ann Arbor, MI 48109-1109, USA
3 Mathematisches Institut, Universität Freiburg, Eckerstr. 1, D-79104 Freiburg, Germany

Received: 14 July 1997 / Accepted: 8 September 1997

Abstract: For a simple vertex operator algebra whose Virasoro element is a sum of
commutative Virasoro elements of central charge1

2, two codes are introduced and stud-
ied. It is proved that such vertex operator algebras are rational. For lattice vertex operator
algebras and related ones, decompositions into direct sums of irreducible modules for
the product of the Virasoro algebras of central charge1

2 are explicitly described. As an
application, the decomposition of the moonshine vertex operator algebra is obtained for
a distinguished system of 48 Virasoro algebras.

1. Introduction

Vertex operator algebras (VOAs) have been studied by mathematicians for more than a
decade, but still very little is known about the general structure of VOAs. Most of the
examples so far come from an auxiliary mathematical structure like affine Kac-Moody
algebras, Virasoro algebras, integral lattices or are modifications of these (like orbifolds
and simple current extensions). We use the definition of VOA as in [FLM], Sect. 8.10.

In this paper we develop a general structure theory for a class of VOAs containing a
subVOA of the same rank and relatively simple form, namely a tensor product of simple
Virasoro VOAs of central charge12. We call this the class offramed VOAs, abbreviated
FVOAs. It contains important examples of VOAs. We show how VOAs constructed from
certain integral lattices can be described as framed VOAs. In the case that the lattice
itself comes from a binary code, this can be done even more explicitly. As an application
of the general structure theory we describe VOAs of small central charge as FVOAs,
especially the moonshine VOAV \ of central charge 24.
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The modules of a VOA together with the intertwining operators can be put together
into a larger structure which is a called an intertwining algebra [Hu1, Hu2]. In the case
where the fusion algebra of the VOA is the group algebra of an abelian groupG, like for
lattice VOAs, this specializes to anabelianintertwining algebra [DL1]; also see [Mo].
The description of VOAs containing a fixed VOA with abelian intertwining algebra is
relatively simple: They correspond to the subgroupsH ≤ G such that all the conformal
weights of the VOA-modules indexed byH are integral [H3]. The Virasoro VOA of rank
1
2 gives one of the easiest examples ofnon abelianintertwining algebras. Sect. 2 can
be considered as a study of the extension problem for tensor products of this Virasoro
VOAs.

It is our hope that the ideas used in this work can be extended to structure theories
for VOAs based on other classes of rational subVOAs with nonabelian intertwining
algebras, like the VOAs belonging to the discrete series representations of the Virasoro
algebra [W].

We continue with a more detailed description of the results in this paper.
The Virasoro algebra of central charge1

2 has just three irreducible unitary highest
weight representations, with highest weightsh = 0, 1

2, 1
16, and the one withh = 0 carries

the structure of asimpleVOA whose irreducible modules are exactly these irreducible
unitary highest weight representations. The relevant fusion rules here (Theorem 2.3) are
relatively simple-looking. A tensor product ofr such VOAs, denotedTr, has irreducible
representations in bijection withr-tuples (h1, . . . , hr) such that eachhi ∈ {0, 1

2 ,
1
16}.

We are interested in the case of a VOAV containing a subVOA isomorphic toTr.
Such a subVOA arises from aVirasoro frame, a set of elementsω1, . . ., ωr such that
for eachi, the vertex operator components ofωi along with the vacuum element span a
copy of the simple Virasoro VOA of central charge1

2 and such that these subVOAs are
mutually commutative andω1 + · · ·+ωr is the Virasoro element ofV . We abbreviate VF
for Virasoro frame. Such elements may be characterized internally up to a factor 2 as
the unique indecomposable idempotents in the weight 2 subalgebra ofTr with respect
to the algebra productu1v induced from the VOA structure onTr.

It was shown in [DMZ] that the moonshine VOAV \ is a FVOA with r = 48.
Partial results on decompositions ofV \ into a direct sum of irreducibleT48-modules
were obtained in [DMZ] and [H1]. These results were fundamental in proving that
V \ is holomorphic [D3]. In fact, the desire to understandV \ was one of the original
motivations for us to study FVOAs.

In Sect. 2, we describe how the set ofr-tuples which occur lead to two linear codes
C, D ≤ Fr2 whereD is contained in the annihilator codeC⊥. For self-dual (also called
holomorphic) FVOAs we give a proof that they are equal:C = D⊥. Associated to
these codes are normal 2-subgroupsGD ≤ GC of the subgroupG of the automorphism
groupAut(V ) of V which stabilizes the VF (as a set). The groupG is finite. We get
an accounting of all subVOAs ofV which containV 0, the subVOA ofGD-invariants.
We obtain a general result (Theorem 2.12) that FVOAs are rational, establishing the
existence of a new broad class of rational VOAs. The rationality of FVOAs is a very
important aspect of their representation theory. In particular, a FVOA has only finitely
many irreducible modules.

In Sect. 3, we describe the Virasoro decompositions of the lattice VOAsVDd
1
, and

closely related VOAs, with respect to a natural subVOAT2d.
In Sect. 4, we study the familiar situation of the “twisted” or untwisted lattice as-

sociated to a binary doubly-even code of lengthd ∈ 8Z and the twisted and untwisted
VOA associated to a lattice. Amarkingof the code is a partition of its coordinates into
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2-sets. A marking determines aDd
1 sublattice in the associated lattices and a VF in the

associated VOAs. We give an explicit description of the coset decomposition of the lat-
tices under theDd

1 sublattice, aZ4-code, and the decomposition of the VOA as a module
for the subVOA generated by the VF. As a corollary, we give information about various
multiplicities of the decompositions under this subVOA using the symmetrized marked
weight enumerator of the marked code or the symmetrized weight enumerator of the
Z4-code.

Finally, Sect. 5 is devoted to applications. Two examples are discussed in detail.
Example I is about the Hamming code of length 8, the root latticeE8 and the VOA
VE8. Here,r = 16, and we find at least 5 different VFs. Example II is about the Golay
code, the Leech lattice and the moonshine module,V \, wherer = 48. For every VF
insideV \, the codeC has dimension at most 41. There is a special marking of the
Golay code for which this bound of 41 is achieved, and for this marking the complete
decomposition polynomial is explicitly given. TheD1-frames inside the Leech lattice
which arise from a marking of the Golay code are characterized by properties of the
correspondingZ4-codes.

Appendix A contains a few special results about orbits on markings of the length 8
Hamming code, Appendix B the stabilizer inM24 of the above special marking for the
Golay code, and Appendix C the structure of the automorphism group of the above code
of dimension 41. Appendix D shows that all automorphisms of a lattice VOA which
correspond to−1 on the lattice are conjugate.

In [M1–M3], there is a new treatment of the moonshine VOA and there is some
overlap with results of this article. In particular, the vertex operator subalgebra similar
to ourV 0 (see Sect. 2) and its representation theory have been independently investigated
in [M3].

Notation and terminology.

anb The value of the endomorphisman on b (seeY (v, z))
1 The vacuum element of a VOA
Aut(V ) The automorphism group of the VOAV
binary composition onV see:nth binary compostion
BV The conformal block on the torus of the VOAV
Bn2 The FVOA (M (0, 0)⊕M ( 1

2 ,
1
2))⊗n with binary code

C(Bn2 ) = {(0, 0), (1, 1)}n of length 2n
(Bn2 )0 The subVOA ofBn2 belonging to the subcode ofC(Bn2 ) consisting

of codewords of weights divisible by 4
c An element ofFn2
C A linear binary code, often self-annihilating and doubly-even
C⊥ The annihilator code ofC
C = C(V ) The binary code determined by theTr-module structure ofV 0.
C[L] The complex group algebra of the groupL
C{L} The twisted complex group algebra of the latticeL;

it is the group algebraC[L̂] modulo the ideal generated byκ + 1
Co0 The Conway group which isAut(3), a finite group of order

22239547211.13.23; its quotient by the center{±1} is a finite
simple group

d The length of a binary codeC, usually divisible by 8
dn4 The marked binary code{(0, 0, 0, 0), (1, 1, 1, 1)}n of length 4n
(dn4 )0 The subcode ofdn4 consisting of codewords of weights divisible by 8
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Dn The index 2 sublattice ofZn consisting of vectors whose
coordinate sum is even (the “checkerboard lattice")

D = D(V ) The binary code of theI ⊆ {1, . . . , r} with V I 6= 0
δn2 The marked Kleinian orF4-code{(0, 0), (1, 1)}n of length 2n
(δn2 )0 The subcode ofδn2 consisting of codewords of weights divisible by 4
δ(c) The number ofk with c(k) = (c2k−1, c2k) ∈ {(0, 1), (1, 0)}
1(L) TheZ4-code associated to a latticeL with fixedD1-frame
E8 The root lattice of the Lie groupE8(C)
ε A vector with components + or−
FVOA Abbreviation for framed vertex operator algebra
F The set{M (0),M ( 1

2),M ( 1
16)}

G The subgroup ofAut(V ) fixing a VF ofV .
GC The normal subgroup ofG acting trivially onTr
GD The normal subgroup ofG acting trivially onV 0

G = G24 The Golay code of length 24
γ An element ofZn4
γaεk A mapF2

2 −→ Z2
4

0aε A mapF2n
2 −→ Z2n

4
h, hi Weights of elements or modules of a VOA, usuallyhi ∈ {0, 1

2 ,
1
16}

H8 The Hamming code of length 8
H = H6 The hexacode of length 6, a code overF4 = {0, 1, ω, ω̄} or over

the Kleinian fourgroupZ2 × Z2 = {0, a, b, c}
I A subset of{1, . . . , r}
I + J The symmetric difference, for subsets of{1, . . . , r}
κ A central element of order 2 in the groupL̂
L An integral lattice, often self-dual and even
L̂ A central extension ofL by a central subgroupκ
L∗ The dual lattice ofL
LC The even lattice constructed from a doubly-even codeC

L̃C The “twisted” even lattice constructed from a doubly-even codeC
L(n), Li(n) The generator of a Virasoro algebra given by the expansion

Y (ω, z) =
∑
n∈Z L(n)z−n−2, resp.Y (ωi, z) =

∑
n∈Z L

i(n)z−n−2.
3 The Leech lattice
MI The Monster simple group
M24 The simple Mathieu group of order 210.33.5.7.11.23 = 244, 823, 040
M (0),M ( 1

2),M ( 1
16) The irreducible modules for the Virasoro algebra with central

charge1
2

M (1) The canonical irreducible module for Heisenberg algebras
M (h1, . . . , hr) The irreducibleTr-module of highest weight (h1, . . . , hr)
mh(V ) = mh1,...,hr The multiplicity of theTr-moduleM (h1, . . . , hr) in the FVOAV ;

We think of this as a function of (h1, . . . , hr) ∈ {0, 1
2 ,

1
16}r.M A marking of a binary code

n A natural number
nth binary composition The mapV × V → V which takes the pair (a, b) to anb
Nab
µkεk

A mapF2
2 −→ C[F4]

Nab
µ,ε A mapF2n

2 −→ C[F4n]
µ A vector with components + or−.
PV (a, b, c) The decomposition polynomial of a FVOAV
r The number of elements in a VF
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Raµk
A mapZ4 −→ C[F2]

Ra
µ A mapZn4 −→ C[F2n]

smweC(x, y, z) The symmetrized marked weight enumerator of a binary code
C with markingM

swe1(A,B,C) The symmetrized weight enumerator of aZ4-code1

Symr, Sym� The symmetric group on a set ofr objects, usually the index set
{1, . . . , r}, resp. the symmetric group on the set�

6n
2 TheZ4-code{(0, 0), (2, 2)}n of length 2n

(6n
2 )0 The subcode of6n

2 consisting of codewords of weights divisible by 4
T A faithful module of dimension 2m for an extraspecial group of

order 21+2m, for somem, or for a finite quotient of somêL.
Tr = M (0)⊗r The tensor product ofr simple Virasoro VOAs of rank12
V An arbitrary VOA, often holomorphic = self-dual
V (c) The submodule of the FVOAV isomorphic toM ( c2)
VL The VOA constructed from an even latticeL
V TL TheZ2-twisted module of the lattice VOAVL
ṼL The “twisted” VOA constructed from an even latticeL
VF Abbreviation for Virasoro frame
VOA Abbreviation for vertex operator algebra
V I The sum of irreducibleTr-submodules ofV isomorphic to

M (h1, . . . , hr) with hi = 1
16 if and only if i ∈ I

V 0 = V ∅ This isV I , for I = 0
V \ The moonshine VOA, or moonshine module
W (R) The Weyl group of typeR, a root system.
Y (v, z) =

∑
n∈Z vn z

−n−1 The vertex operator associated to a vectorv
Ξ1,Ξ3 TwoD∗

8/D8-codes of length 1 and 3
ω, ωi Virasoro elements of rankr, 1

2, respectively
� The “all ones vector” (1, 1, . . . , 1) in Fn2 .

2. Framed Vertex Operator Algebras

Recall that the Virasoro algebra of central charge1
2 has three irreducible unitary rep-

resentationsM (h) of highest weightsh = 0, 1
2, 1

16 (cf. [FQS, GKO, KR]). Moreover,
M (0) can be made into a simple vertex operator algebra with central charge1

2 (cf. [FZ]).
In [DMZ], a class of simple vertex operator algebras (V, Y, 1, ω) containing an even

number of commuting Virasoro algebras of rank1
2 were defined.

Definition 2.1. Let r be any natural number. A simple vertex operator algebraV is
called aframed vertex operator algebra (FVOA) if the following conditions are sat-
isfied: There existωi ∈ V for i = 1, . . ., r such that (a) eachωi generates a copy
of the simple Virasoro vertex operator algebra of central charge1

2 and the com-
ponent operatorsLi(n) of Y (ωi, z) =

∑
n∈Z L

i(n)z−n−2 satisfy [Li(m), Li(n)] =

(m−n)Li(m+n)+m3−m
24 δm,−n, (b) ther Virasoro algebras are mutually commutative,

and (c)ω = ω1 + · · · + ωr. The set{ω1, . . . , ωr} is called aVirasoro frame (VF).

In this paper we assume thatV is a FVOA. It follows thatV is a unitary representation
for each of ther Virasoro algebras of central charge1

2.
In [DMZ] it is also assumed thatV0 is one-dimensional. This assumption is now a

consequence of the simplicity ofV :
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Lemma 2.2. A FVOA is truncated below from zero:V =
⊕

n≥0 Vn and V0 is one
dimensional:V0 = C 1.

Proof. Let Y (ωi, z) =
∑
n∈Z L

i(n)z−n−2. SinceV is a unitary representation for the
Virasoro algebra generated by the components forY (ω, z) =

∑
n∈Z L(n)z−n−2 as

L(n) =
∑r
i=1L

i(n) all weights ofV are nonnegative that is,V =
⊕

n≥0 Vn.
Then each nonzero vectorv ∈ V0 is a highest weight vector for ther Virasoro

algebras with highest weight (0, . . . , 0). The highest weight module for theith Virasoro
algebra generated byv is necessarily isomorphic toM (0). From the construction of
M (0) we see immediately thatLi(0)v = 0. SoL(−1)v =

∑
i L

i(−1)v = 0, i.e.v is a
vacuum-like vector (see [L1]). It is proved in [L1] that a simple vertex operator algebra
has at most one vacuum-like vector up to a scalar. Since1 is a vacuum like vector, we
conclude thatV0 = C 1. �

The following theorem can be found in [DMZ]:

Theorem 2.3. (1) The VOAM (0) has exactly three irreducibleM (0)-modules,M (h),
with h = 0, 1

2 , 1
16, and any module is completely reducible.

(2) The nontrivial fusion rules among these modules are given by:M ( 1
2) ×M ( 1

2) =
M (0),M ( 1

2)×M ( 1
16) = M ( 1

16) andM ( 1
16)×M ( 1

16) = M (0) +M ( 1
2).

(3) Any module for the tensor product vertex operator algebraTr = M (0)⊗r, where
r is a positive integer, is a direct sum of irreducible modulesM (h1, . . . , hr) :=
M (h1)⊗ · · · ⊗M (hr) with hi ∈ {0, 1

2 ,
1
16}.

(4) AsTr-modules,
V =

⊕
hi∈{0, 1

2 ,
1
16}
mh1,...,hr

M (h1, . . . , hr),

where the nonnegative integermh1,...,hr is the multiplicity ofM (h1, . . . , hr) in V .
In particular, all the multiplicities are finite andmh1,...,hr is at most1 if all hi are
different from 1

16.

Let I be a subset of{1, . . . , r}. DefineV I as the sum of all irreducible submodules
isomorphic toM (h1, . . . , hr) such thathi = 1

16 if and only if i ∈ I. Then

V =
⊕

I⊆{1,...,r}
V I .

Here and elsewhere we identify a subset of{1, 2, . . . , r}with its characteristic func-
tion, an integer vector of zeros and ones. We further identify such vectors with their
image under the reduction modulo 2, i.e. we consider them as binary codewords inFr2.
Interpretation should be clear from the context, e.g. we think of the codewordc as an
r-tuple of integers in the expression1

2c.
For eachc ∈ Fr2 let V (c) be the sum of the irreducible submodules isomorphic

to M ( 1
2c1, . . . ,

1
2cr). ThenV 0 =

⊕
c∈Fr

2
V (c). Recall the important fact mentioned in

Theorem 2.3 (4) that forc ∈ C theTr-moduleM ( 1
2c1, . . . ,

1
2cr) has multiplicity 1 inV .

So,V (c) = 0 or is isomorphic toM ( 1
2c1, . . . ,

1
2cr).

We can now define two important binary codesC = C(V ) andD = D(V ).

Definition 2.4. For every FVOAV , let

C = C(V ) = {c ∈ Fr2 | V (c) 6= 0}, andD = D(V ) = {I ∈ Fr2 | V I 6= 0}. (2.1)
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The vector of all multiplicitiesmh1,...,hr will be denoted bymh(V ). Note that the
codesC andD are completely determined bymh(V ).

The following proposition generalizes Proposition 5.1 of [DMZ] and Theorem 4.2.1
of [H1]. In particular it showsC andD are linear binary codes. As usual we useun for
the component operators ofY (u, z) =

∑
n∈Z unz

−n−1.

Proposition 2.5. (1) V 0 = V ∅ is a simple vertex operator algebra and theV I are
irreducibleV 0-modules. MoreoverV I andV J are inequivalent ifI 6= J .

(2) For anyI andJ and 0 6= v ∈ V J , span{unv | u ∈ V I} = V I+J , whereI + J
is the symmetric difference ofI andJ . Moreover,D is an abelian group under the
symmetric difference.

(3) There is one to one correspondence between the subgroupsD0 ofD and the vertex
operator subalgebras which containV 0 via D0 7→ V D0, where we defineV S :=
⊕I∈SV I for any subsetS ofD0. MoreoverV I+D0 is an irreducibleV D0-module for
I ∈ D andV I+D0 andV J+D0 are nonisomorphic if the two cosets are different.

(4) Let I ⊆ {1, . . . , r} be given and suppose that(h1, . . . , hr) and (h′
1, . . . , h

′
r) are

r-tuples withhi, h′
i ∈ {0, 1

2 ,
1
16} such thathi = 1

16 (resp.h′
i = 1

16) if and only if
i ∈ I. If bothmh1,...,hr andmh′

1,...,h
′
r

are nonzero thenmh1,...,hr = mh′
1,...,h

′
r
. That

is, all irreducible modules insideV I for Tr have the same multiplicities.
(5) The binary codeC is linear andspan{unv | u ∈ V (c)} = V (c + d) for anyc, d ∈ C

and0 6= v ∈ V (d).
(6) Moreover, there is a one to one correspondence between vertex operator subalgebras

of V 0 which containTr and the subgroups ofC, andV is completely reducible for
such vertex operator subalgebras whose irreducible modules inV 0 are indexed by
the corresponding cosets inC.

Proof. Letv ∈ V J be nonzero. It follows from Proposition 2.4 of [DM] or Lemma 6.1.1
of [L2] and the simplicity ofV thatV = span{unv | u ∈ V, n ∈ Z}.

From the fusion rules given in Theorem 2.3 (2) and Proposition 2.10 of [DMZ] we see
thatunv ∈ V I+J exactly foru ∈ V I . In particular, span{unv | u ∈ V 0, n ∈ Z} = V J .
So,V J can be generated by any nonzero vector andV J is a irreducibleV 0-module.
SinceV I andV J are inequivalentTr-modules ifI 6= J they are certainly inequivalent
V 0-modules. By Proposition 11.9 of [DL1], we know thatY (u, z)v 6= 0 if u andv are
not 0. ThusV I+J 6= 0 if neitherV I or V J are 0. This shows thatD is a group. So, we
finish the proof of (1) and (2).

For (3), we first observe that for a subgroupD0 ofD, (2) implies thatV D0 is a subVOA
which containsV 0. On the other hand, sinceV = V D, V is a completely reducibleV 0-
module. AlsoV I andV J are inequivalentV 0-modules ifI andJ are different. LetU be
any vertex operator subalgebra ofV which containsV 0. ThenU is a direct sum of certain
V I . LetD0 be the set ofI ∈ D such thatV I ≤ U . Then 0∈ D0. Also from (2) if I,
J ∈ D0 thenI +J ∈ D0. ThusD0 is a subgroup ofD. In order to see the simplicity ofU ,
we take a vectorv ∈ V I for someI ∈ D0. Then span{unv | u ∈ V J , n ∈ Z} = V I+J

for anyJ ∈ D0. It is obvious that{I + J | J ∈ D0} = D0. ThusU is simple. The proof
of the irreducibility ofV I+D0 is similar to that of simplicity ofV D0. Inequivalence of
V I+D0 andV J+D0 is clear as they are inequivalentTr-modules.

The proofs of (5) and (6) are similar to that of (2) and (3).
For (4) we setp = mh1,...,hr andq = mh′

1,...,h
′
r
. LetW1, . . .,Wp be submodules ofV

isomorphic toM (h1, . . . , hr) such that
∑p
i=1Wi is a direct sum. Letd = (d1, . . . , dr) ∈

C such thatV (d) × M (h1, . . . , hr) = M (h′
1, . . . , h

′
r). SetW ′

i = span{unWi | u ∈
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V (d), n ∈ Z} for i = 1, . . ., p. ThenW ′
i is isomorphic toM (h′

1, . . . , h
′
r) for all i. Note

that

span{unW ′
i | u ∈ V (d), n ∈ Z}

= span{unvmWi | u, v ∈ V (d), m, n ∈ Z}
= span{unWi | u ∈ Tr, n ∈ Z} = Wi

(cf. Proposition 4.1 of [DM]). Thus
∑p
i=1W

′
i must be a direct sum inV . This shows

thatp ≤ q. Similarly,p ≥ q. �

Remark 2.6.We can also define framed vertex operator superalgebras. The analogue of
Proposition 2.5 still holds. In particular we have the binary codesC andD.

Definition 2.7. LetG be the subgroup ofAut(V ) consisting of automorphisms which
stabilize the Virasoro frame{ωi}. Namely,

G = {g ∈ Aut(V ) | g{ω1, . . . , ωr} = {ω1, . . . , ωr} } . (2.2)

The two subgroupsGC andGD are defined by:

GC = {g ∈ G | g|Tr
= 1},

GD = {g ∈ G | g|V 0 = 1}.
Finally, we define the automorphism groupAut(mh(V )) as the subgroup of the group
Symr of permutations of{1, . . . , r} which fixes the multiplicity functionmh(V ),
i.e. which consists of the permutationsσ ∈ Symr such thatmh1,...,hr = mhσ(1),...,hσ(r) .

It is easy to see that bothGD and andGC are normal subgroups ofG andGD is a
subgroup ofGC .

Following Miyamoto [M1], we define fori = 1, . . ., r an involutionτi onV which
acts onV I as−1 if i ∈ I and as 1 otherwise. The group generated by allτi is a subgroup
of the group of all automorphisms ofV and is isomorphic to the dual group̂D of D.

We define another groupFC which is a subgroup ofAut(V 0) and is generated by
σi which acts onM (h1, . . . , hr) by −1 if hi = 1

2 and 1 otherwise. The groupFC is
isomorphic to the dual group̂C of C.
Theorem 2.8. (1) The subgroupGD is isomorphic to the dual group̂D ofD.
(2) GC/GD is isomorphic to a subgroup of the dual groupĈ of C.
(3) G/GC is isomorphic to a subgroup ofAut(mh(V )) ≤ Symr. In particular,G is a

finite group.
(4) For anyg ∈ G and aTr-submoduleW ofV isomorphic toM (h1, . . . , hr) thengW

is isomorphic toM (hµ−1
g (1), . . . , hµ−1

g (r)), whereµg ∈ Symr such thatgωi = ωµg(i)

for all i.
(5) If the eigenvalues ofg ∈ GC on V I are i and−i, theni and−i have the same

multiplicity.

Proof. (1) Let g ∈ G such thatg |V 0= 1. Recall from Proposition 2.5 thatV =⊕
I∈D V

I . Since eachV I is an irreducibleV 0-module we haveV I = span{vnu |
v ∈ V 0, n ∈ Z} for any nonzero vectoru ∈ V I . Note thatg preserves each homo-
geneous subspaceV In , which is finite-dimensional. Takeu ∈ V I to be an eigenvec-
tor of g with eigenvaluexI and letv ∈ V 0. Theng(vnu) = vngu = xIvnu. Thus
g acts onV I as the constantxI . For any 0 6= u ∈ V I and 0 6= v ∈ V J we have
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0 6= Y (u, z)v ∈ V I+J [[z, z−1]]. SincexI+JY (u, z)v = gY (u, z)v = xIxJY (u, z)v, we
see thatxIxJ = xI+J . In particularx ∈ D̂ andx takes values in{±1}. Clearly, each
g ∈ D̂ acts onV 0 trivially sinceD̂ is generated by theτi. This proves (1).

For (2) we takeg ∈ GC . A similar argument as in the first paragraph shows that
g|V (c) is a constantyc = ±1 andyc+d = ycyd. In other words we have defined an element
y of Ĉ which mapsc ∈ C toyc. One can easily see that this gives a group homomorphism
fromGC to Ĉ with kernelGD.

For (3) letg ∈ G. Then there exists a uniqueµg ∈ Symr such thatgωi = ωµg(i).
Clearly we haveµg1g2 = µg1µg2 for g1, g2 ∈ G. It is obvious that the kernel of the map
g 7→ µg isGC .

In order to prove (4), we take a highest weight vectorv of W . ThenLi(0)v =
hiv for i = 1, . . ., r. So Li(0)gv = gLµ

−1
g (i)(0)v = hµ−1

g
v and gv is a highest

weight vector with highest weight (hµ−1
g (1), . . . , hµ−1

g (r)). That is,gW is isomorphic
toM (hµ−1

g (1), . . . , hµ−1
g (r)).

Finally, we turn to (5). We first mention how a generalg ∈ GC acts onV I for I ∈ D.
Note thatg2 = 1 onV 0 by the proof of (2), that is,g2 ∈ GD. Sog2 = ±1 on eachV I .
This implies thatg is diagonalizable onV I whose eigenvalues are±1 if g2 = 1 onV I

and are±i if g2 = −1 onV I .
In the second case, letV I = W1⊕· · ·⊕Wp⊕M1⊕· · ·⊕Mq, where allWj ,Mk are

irreducibleTr-modules andg = i on eachWj andg = −i on eachMk. OnV 0, g is not
1, since otherwiseg is inGD andg would have only±1 for eigenvalues, by (1). Take an
irreducibleTr-submoduleU ofV 0 so thatg|U = −1. SetW ′

j = {unWj | u ∈ U, n ∈ Z}.
Theng = −i on eachW ′

j .
Claim.

∑p
j=1W

′
j is a direct sum.

Using associativity, we see that

span{unW ′
j | u ∈ U, n ∈ Z} = span{umvnWj | u, v ∈ U, m, n ∈ Z}

= span{vnWj | v ∈ Tr, n ∈ Z} = Wj .

This proves the claim. Thusp ≤ q. Similarly,q ≤ p. So they must be equal. This finishes
the proof. �

The results in Proposition 2.5 (2) and (3) resp. (5) and (6) can be interpreted by the
“quantum Galois theory” developed in [DM] and [DLM2]. For example, Proposition 2.5
(2) and (3) is now a special case of Theorems 1 and 3 of [DM] applied for the group
GD:

Remark 2.9.Note thatV 0 is the space ofGD-invariants. There is a one to one correspon-
dence between the subgroups ofGD and vertex operator subalgebras ofV containing
V 0 viaH 7→ V H . In fact,V H =

⊕
I∈H′ V I , whereH ′ = {I ∈ D | H|V I = 1}. Under

the identification ofGD with D̂, the subcodeH ′ ofD corresponds to the common kernel
of the functionals inH.

Next we prove that a FVOA is always rational. Recall the definition of rationality
and regularity as defined in [DLM1]. A vertex operator algebra is calledrational if
any admissible module is a direct sum of irreducible admissible modules and a rational
vertex operator algebra isregular if any weak module is a direct sum of ordinary irre-
ducible modules. (The reader is referred to [DLM3] for the definitions of weak module,
admissible module, and ordinary module.)
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It is proved in [DLM3] that ifV is a rational vertex operator algebra thenV has
only finitely many irreducible admissible modules and each is an ordinary irreducible
module.

We need two lemmas.

Lemma 2.10. LetV be a FVOA such thatD(V ) = 0. Then any nonzero weakV -module
W contains an ordinary irreducible module.

Proof. SinceD(V ) = 0 we have the decompositionV =
⊕

c∈C V (c). SinceTr is regular
(see Proposition 3.3 of [DLM1]),W is a direct sum of ordinary irreducibleTr-modules.
LetM be an irreducibleTr-submodule ofW . Then

N := span{unM | u ∈ V, n ∈ Z}
is an ordinaryV -module as each span{unM | u ∈ V (c), n ∈ Z} is an ordinary
irreducibleTr-module andC is a finite set. For an ordinaryV -moduleX we define
m(X) to be the sum of the multiplicitiesmh1,...,hr of all modulesM (h1, . . . , hr) in
X, i.e., theTr-composition length. LetK be aV -submodule ofN such thatm(K) is
the smallest among all nonzeroV -submodules ofN . ThenK is an irreducible ordinary
V -submodule ofN and ofW . �

Lemma 2.11. Any FVOAV withD(V ) = 0 is rational.

Proof. We must show that any admissibleV -module is a direct sum of irreducible ones.
Let W be an admissibleV -module andM the sum of all irreducibleV -submodules.
We prove thatW = M . Otherwise by Lemma 2.10 the quotient moduleW/M has
an irreducible submoduleW ′/M , whereW ′ is a submodule ofW which containsM .
Let U be an irreducibleTr submodule ofW ′ such thatU ∩ M = 0 and setX :=
span{vnU | v ∈ V, n ∈ Z}. ThenX is a submodule ofW ′ andW ′ = M + X.
Note thatU [c] := span{vnU | v ∈ V (c), n ∈ Z} for eachc ∈ C is an irreducible
Tr-module. Then eitherU [c] ∩ M = 0 or U [c] ∩ M = U [c]. If the latter happens,
thenY (v, z)(U + M/M ) = 0 in the quotient moduleW/M , which is impossible by
Proposition 11.9 of [DL]. ThusU [c] ∩M = 0 for all c ∈ C andW ′ = M ⊕ X. By
Lemma 2.10,X has an irreducibleV -submoduleY and certainlyM⊕Y strictly contains
M . This is a contradiction. �

Theorem 2.12. Any FVOAV is rational.

Proof. LetW be an admissibleV -module. ThenW is a direct sum of irreducibleV 0-
modules by Lemma 2.11. LetM be an irreducibleV 0-module. It is enough to show that
M is contained in an irreducibleV -submodule ofW . First note that there exists a subset
I of {1, . . . , r} such that for every irreducibleTr-moduleM (h1, . . . , hr) insideM we
havehi = 1

16 if and only if i ∈ I. LetX be theV -submodule generated byM . Then
X =

∑
J∈D X[J ] ≤W , whereX[J ] = span{unM | u ∈ V J , n ∈ Z} is aV 0-module.

We will show thatX is an irreducibleV -module.
By the fusion rules, we know that for every irreducibleTr-submodule ofV which

is isomorphic toM (h1, . . . , hr) hashk = 1
16 if and only if k ∈ I + J . TheX[J ] for

J ∈ D are nonisomorphicV 0-modules as they are nonisomorphicTr-modules. Thus
X =

⊕
J∈D X[J ].

Let Y be a nonzeroV -submodule ofX. ThenY =
⊕

J∈D Y [J ], whereY [J ] =
Y ∩ X[J ] is a V 0-module. IfY [J ] 6= 0 then span{vnYJ | v ∈ V J , n ∈ Z} 6= 0.
Otherwise use the associativity of vertex operators to obtain
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0=span{umvnY [J ] | u, v ∈ V J , m, n ∈ Z}=span{vnY [J ] | v ∈ V 0, n ∈ Z}=Y [J ].

By associativity again we see that span{vnY [J ] | v ∈ V J , n ∈ Z} is a nonzeroV 0-
submodule ofM . SinceM is irreducible it follows immediately that span{vnY [J ] |
v ∈ V J , n ∈ Z} = M . SoM is a subspace ofY . SinceX is generated byM as a
V -module we immediately haveX = Y . This shows thatX is indeed an irreducible
V -module.

It should be pointed out that eachX[J ] in fact is an irreducibleV 0-module. Let
0 6= u ∈ X[J ]. SinceX = span{vnu | v ∈ V, n ∈ Z} we see that span{vnu | v ∈
V 0, n ∈ Z} = X[J ]. �

Corollary 2.13. LetV be a FVOA. Then

(1) V has only finitely many irreducible admissible modules and every irreducible ad-
missibleV -module is an ordinary irreducibleV -module.

(2) V is regular, that is, any weakV -module is a direct sum of ordinary irreducible
V -modules.

Proof. We have already mentioned that (1) is true for all rational vertex operator algebra
(see [DLM3]). So, (1) is an immediate consequence of Theorem 2.12. In [DLM1] we
proved that (2) is true for any rational vertex operator algebra which has a regular vertex
operator subalgebra with the same Virasoro element. Note thatTr is such a vertex
operator subalgebra ofV . �

Theorem 2.12 is very useful. We will see in the later sections that the FVOAsV +
3

andV \ are rational vertex operator algebras. Theorem 2.12 simplifies the original proofs
of the rationality ofV +

3 in [D3] andV \ in [DLM1]. Most important, we donot use the
self-dual property ofV \ (i.e., V \ is the only irreducible module for itself) as proved
in [D3].

It is a interesting problem to find suitable invariants for a FVOAV . Two invariants
of V are the binary codesC andD of lengthr as defined before. They cannot be arbitrary
but must satisfy the following conditions:

Proposition 2.14. (1) The codeC is even, i.e. the weightwt(c) =
∑r
i=1 ci ∈ Z+ of every

codewordc ∈ C is divisible by2.
(2) The weights of all codewordsd ∈ D are divisible by8.
(3) The binary codeD is a subcode of the annihilator codeC⊥ = {d = (di) ∈ Fr2 |

(d, c) =
∑
i dici = 0 for all c = (ci) ∈ C}.

Proof. LetW be aTr-submodule isomorphic toM (h1, . . . , hr). Then the weight of a
highest weight vector ofW is h1 + h2 + · · · + hr which is necessarily an integer asV
is Z-graded. The parts (1) and (2) now follow immediately. To see (3), note that for
c ∈ C andM ≤ V I isomorphic toM (g1, . . . , gr) one has from the fusion rules given in
Theorem 2.3 (2) that

M ′ = span{unM (g1, . . . , gr) | u ∈ V (c), n ∈ Z} ≤ V I

is isomorphic toM (h1, . . . , hr) with hi = gi = 1
16 if i ∈ I andhi = 0 (resp.hi = 1

2)
if ci + 2gi = 0 in F2 (resp.ci + 2gi = 1). Since the conformal weightsg1 + · · · + gr
andh1 + · · · + hr of M (g1, . . . , gr) andM (h1, . . . , hr) are both integral we see that
#({i ∈ {1, . . . , r} | ci = 1} \ I) is an even integer. Thus #{i ∈ I | ci = 1} is also even
as wt(c) is even. This implies that (d, c) = 0, as required, whered ∈ D is the codeword
belonging toI ⊆ {1, . . . , r}. �
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Here are a few remarks on the action ofAut(V ) onV2, which is an action preserving
the algebra producta1b coming from the VOA structure.

Remark 2.15.(1) If V is a VOA and is generated as a VOA byV2, thenAut(V ) acts
faithfully on V2. This happens in the caseV = V +

L , whereL is a lattice spanned by
its vectorsx such that (x, x) = 4.

(2) If V is a FVOA, the kernel of the action ofAut(V ) on V2 is contained in the
intersection of the groupsGC , as we vary over all frames. Hence, this kernel is a finite
2-group, of nilpotence class at most two and order dividing 2r, wherer = rank(V ).

The framed vertex operator algebras withD = 0 can be completely understood in
an easy way.

Proposition 2.16. For every even linear codeC ≤ Fr2 there is up to isomorphism exactly
one FVOAVC such that the associated binary codes areC = C andD = 0.

Proof. Let VFermi = M (0)⊕M ( 1
2) be the super vertex operator algebra as described in

[KW]. The (graded) tensor productV ⊗r
Fermi is a super vertex operator algebra whose code

C is the complete codeFr2 (see Remark 2.6). It has the property, that the even vertex
operator subalgebra is the vertex operator algebra associated to the level 1 irreducible
highest weight representation for the affine Kac-Moody algebraDr/2 if r is even and
B(r−1)/2 if r odd (see [H1], chapter 2). The codeC for this vertex operator algebra is the
even subcode ofFr2. Proposition 2.5 (6) gives, for every even codeC ≤ Fr2, a FVOAV
such thatC(V ) = C andD(V ) = 0. The uniqueness of the FVOA with codeC(V ) = C
up to isomorphism follows from a general result on the uniqueness of simple current
extensions of vertex operator algebras [H3]. �

This proposition is also proved in a different way by Miyamoto in [M2, M3].
Recall that a holomorphic (or self-dual) VOA is a VOAV whose only irreducible

module isV itself. In the case of holomorphic FVOAs, we can show that the subcode
D ≤ C⊥ is in fact equal toC⊥.

We need some basic facts from [Z] and [DLM4] about the “conformal block on the
torus”BV [Z] of a VOA V . To apply Zhu’s modular invariance theorems one has to
assume thatV is rational and satisfies theC2 condition.1 It was proved in [DLM4] that
the moonshine VOA satisfies theC2 condition. The same proof in fact works for any
FVOA. We also know from Theorem 2.12 that a FVOA is rational.

Applying Zhu’s result to a FVOAV yields thatBV is a finite dimensional complex
vector space with a canonical baseTMi

indexed by the inequivalent irreducibleV -
modulesMi and thatBV carries a naturalSL2(Z)-module structureρV : SL2(Z) −→
GL(BV ).

Let V andW be two rational VOAs satisfying theC2 condition. The following two
properties of the conformal block follow directly from the definition:

(B1) BV⊗W = BV ⊗BW asSL2(Z)-modules andTMi⊗Mj
= TMi

⊗ TMj
.

(B2) If W is a subVOA ofV with the same Virasoro element then there is a natural
SL2(Z)-module mapι∗ : BV −→ BW .

We also need the following well-known result:

1 The condition thatV be a direct sum of highest weight representations for the Virasoro algebra was also
required in [Z], but was removed in [DLM4].
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(B3) For the vertex operator algebraM (0), the action ofS =
(

0 −1
1 0

)
∈ SL2(Z) on

BM (0) in the canonical basis{TM (0), TM ( 1
2 ), TM ( 1

16)} is given by the matrix 1/2 1/2 1/
√

2
1/2 1/2 −1/

√
2

1/
√

2 −1/
√

2 0


.

(2.3)

Here is a result about binary codes used in the proof of Theorem 2.19 below:

Lemma 2.17. Letµ⊗n be then-fold tensor product of the matrixµ =
(

1 1
1 −1

)
considered

as a linear endomorphism of the vector spaceC[Fn2 ] ∼= C[F2]⊗n on the canonical base
{ev | v ∈ Fn2 }. For a subsetX ⊆ Fn2 denote byχX =

∑
v∈X ev the characteristic

function ofX. Then the following relation between a linear codeC and its annihilator
C⊥ holds:

χC⊥ =
1
|C| · µ

⊗n(χC).

Remark 2.18.µ⊗n is a Hadamard matrix of size 2n and the corresponding linear map
is called the Hadamard transform.

Proof. For everyZ-moduleR and functionf : Fn2 −→ R the following relation holds
(cf. Ch. 5, after Lemma 2 of [MaS])

|C|
∑
v∈C⊥

f (v) =
∑
u∈C

∑
v∈Fn

2

(−1)(u,v)f (v). (2.4)

Now letR be the abelian groupC[Fn2 ] and definef by f (v) = ev for all v ∈ Fn2 . The
left hand side of (2.4) is|C| · χC⊥ . Expansion of the right side gives:∑

u∈C

∑
v1,...,vn∈F2

n∏
i=1

(−1)uiviev1 ⊗ · · · ⊗ evn
=

∑
u∈C

µ⊗n(eu) = µ⊗n(χC). �

Theorem 2.19. For a holomorphic FVOA the binary codesC andD satisfyD = C⊥.

Proof. The vector of multiplicitiesmh(V ) can be regarded as an element in the vector
spaceC[Fr] ∼= C[F ]⊗r, whereF = {M (0),M ( 1

2),M ( 1
16)}. Define two linear mapsπ,

θ : C[F ] −→ C[F2] = C e0 ⊕ C e1 by

π(M (0)) = e0, π(M (
1
2

)) = e0, π(M (
1
16

)) =
√

2e1,

and

θ(M (0)) = e0, θ(M (
1
2

)) = e1, θ(M (
1
16

)) = 0.

Finally letσ : C[F ] −→ C[F ] the linear map given by the matrix (2.3) relative to the
basisF . Now one hasπ ◦ σ = µ ◦ θ and thus the following diagram commutes:

C[Fr] σ⊗r
−→ C[Fr]

↓ θ⊗r ↓ π⊗r

C[Fr2] µ⊗r
−→ C[Fr2].

(2.5)
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By definition, the support ofπ⊗r(mh(V )) is D ≤ Fr2. From Lemma 2.17µ⊗r ◦
θ⊗r(mh(V )) = |C| · χC⊥ ∈ C[Fr2]. Note that the support ofχC⊥ is C⊥. These facts
together with (2.5) imply the theorem if we can show thatσ⊗r(mh(V )) = mh(V ).

We identifyC[Fr] with the conformal block on the torus of the VOATr by identify-
ing the canonical bases:M = TM . Using (B1) and (B3) we observe thatσ⊗r = ρTr

(S),
whereρTr

is the representationρTr
: SL2(Z) −→ GL(BTr

) of degree 3r.
Define the shifted graded characterchV (τ ) := q−c/24 ∑

n≥0(dimVn)qn, where
q = e2πiτ and c is the central charge ofV. SinceV is holomorphic, the confor-
mal blockBV is one dimensional. ThenρV (S) = 1 (the caseρV (S) = −1 is im-
possible sincechV (i) > 0, wherei is the square root of−1 in upper half plane;
cf. [H1], proof of Cor. 2.1.3). Now we use (B2). The generatorTV of BV is mapped
by ι∗ to

∑
mh1,...hr TM (h1,...,hr) = mh(V ). Sinceι∗ is SL2(Z)-equivariant we get

σ⊗r(mh(V )) = ρTr
(S)(mh(V )) = ι∗(ρV (S)(TV )) = mh(V ). �

The same kind of argument was used in the proof of Theorem 4.1.5 in [H1].

3. Vertex Operator AlgebrasVDd
1

LetDn = {(x1, . . . , xn) ∈ Zn |∑n
i=i xi even} ≤ Rn, n ≥ 1, be the root lattice of type

Dn, the “checkerboard lattice”. In this section, we describe the Virasoro decomposition
of modules and twisted modules for the vertex operator algebraVDd

1
.

We work in the setting of [FLM] and [DMZ]. In particularL is an even lattice with
nondegenerate symmetricZ-bilinear form〈·, ·〉; h = L ⊗Z C; ĥZ is the corresponding
Heisenberg algebra;M (1) is the associated irreducible induced module forĥZ such that
the canonical central element ofĥZ acts as 1; (̂L,−) is the central extension ofL by
〈κ | κ2 = 1〉, a group of order 2, with commutator mapc0(α, β) = 〈α, β〉 + 2Z; c(·, ·) is
the alternating bilinear form given byc(α, β) = (−1)c0(α,β) for α, β ∈ L; χ is a faithful

linear character of〈κ〉 such thatχ(κ) = −1; C{L} = IndL̂〈κ〉Cχ (' C[L], linearly),
whereCχ is the one-dimensional〈κ〉-module defined byχ; ι(a) = a ⊗ 1 ∈ C{L} for
a ∈ L̂; VL = M (1)⊗ C{L}; 1 = ι(1); ω = 1

2

∑d
r=1βr(−1)2, where{β1, . . . , βd} is an

orthonormal basis ofh; it was proved in [B] and [FLM] that there is a linear map

VL → (EndVL)[[z, z−1]] ,
v 7→ Y (v, z) =

∑
n∈Z

vnz
−n−1 (vn ∈ EndVL)

such thatVL = (VL, Y, 1, ω) is a simple vertex operator algebra. LetL∗ = {x ∈ h |
〈x,L〉 ≤ Z} be the dual lattice ofL. Then the irreducible modules ofVL are theVL+γ
(which are defined in [D1]) indexed by the elements of the quotient groupL∗/L (see
[D1]). In fact,VL is a rational vertex operator algebra (see [DLM1]).

Let θ be the automorphism of̂L such thatθ(a) = a−1κ〈ā,ā〉/2. Thenθ is a lift of
the−1 automorphism ofL. We have an automorphism ofVL, denoted again byθ,
such thatθ(u ⊗ ι(a)) = θ(u) ⊗ ι(θa) for u ∈ M (1) anda ∈ L̂. (See Appendix D for
a fuller discussion.) Here the action ofθ onM (1) is given byθ(α1(n1) · · ·αk(nk)) =
(−1)kα1(n1) · · ·αk(nk). Theθ-invariantsV +

L of VL form a simple vertex operator subal-
gebra and the−1-eigenspaceV −

L is an irreducibleV +
L -module (see Theorem 2 of [DM]).

ClearlyVL = V +
L ⊕ V −

L .
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Now we take forL the lattice

Dd
1 =

d⊕
i=1

Zαi, 〈αi, αj〉 = 4δi,j .

ThenL is an even lattice and the central extensionL̂ is a direct product ofDd
1 with 〈κ〉

andC{L} is simply the group algebraC[L] with basiseα for α ∈ L. It is clear that
θ(eα) = e−α forα ∈ Dd

1 . We extend the action ofθ fromVDd
1

toV(D∗
1 )d = M (1)⊗C[L∗]

such thatθ(u⊗ eα) = (θu)⊗ e−α for u ∈M (1) andα ∈ L∗. One can easily verify that
θ has order 2 andθY (u, z)θ−1 = Y (θu, z) for u ∈ VDd

1
, whereY (v, z) (v ∈ VDd

1
) are

the vertex operators onV(D∗
1 )d . For anyθ-invariant subspaceV of VL∗ we useV ± to

denote the±-eigenspaces.
First we turn our attention to the case thatd = 1. ThenL = Zα ∼= 2Z = D1, where

〈α, α〉 = 4. Note that the dual latticeD∗
1 is 1

4D1 and{0, 1, 1
2 ,− 1

2} is a system of coset
representatives ofD∗

1/D1.
Set

ω1 =
1
16
α(−1)2 +

1
4

(eα + e−α),

ω2 =
1
16
α(−1)2 −−−−1

4
(eα + e−α). (3.1)

Thenωi ∈ V +
D1

.

Lemma 3.1. For D1
∼= L = Zα, 〈α, α〉 = 4, we have:

(1) VD1 is a FVOA withr = 2.
(2) We have the following Virasoro decompositions ofV +

D1
andV −

D1
:

V +
D1
∼= M (0, 0), V −

D1

∼= M (
1
2
,

1
2

)

with highest weight vectors1 andα(−1), respectively.
(3) The decompositions forV ±

D1+1 are:

V +
D1+1

∼= M (
1
2
, 0), V −

D1+1
∼= M (0,

1
2

)

with highest weight vectors(e
1
2α − e− 1

2α) and(e
1
2α + e− 1

2α), respectively.
(4) For VD1+ 1

2
⊕ VD1− 1

2
we get, in both cases,

(VD1+ 1
2
⊕ VD1− 1

2
)± ∼= M (

1
16
,

1
16

)

with highest weight vectorse
1
4α ± e− 1

4α. In fact, bothVD1+ 1
2

andVD1− 1
2

are irre-
ducibleV +

D1
-modules.
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Proof. It was proved in [DMZ] (see Theorem 6.3 there) thatY (ω1, z1) =
∑
n∈Z

L1(n)z−n−2 andY (ω2, z2) =
∑
n∈Z L

2(n)z−n−2 give two commuting Virasoro alge-
bras with central charge12. We first show that the highest weight ofα(−1) is (1

2 ,
1
2). Since

α(−1) ∈ V −
D1

has the smallest weight inV −
D1

it is immediate to see thatLi(n)α(−1) = 0
if n > 0. It is a straightforward computation by using the definition of vertex operators
to show thatL1(0)α(−1) =L2(0)α(−1) = 1

2α(−1).
Clearly,1 ∈ (VD1)

+ is a highest weight vector for the Virasoro algebras with highest
weight (0, 0). SoVD1 contains two highest weight modules for the two Virasoro algebras
with highest weights (0, 0) and (12 ,

1
2). SinceM (0, 0)⊕M ( 1

2 ,
1
2) andVD1 have the same

graded dimension we conclude thatVD1
∼= M (0, 0)⊕M ( 1

2 ,
1
2) andV +

D1
∼= M (0, 0),

V −
D1

∼= M ( 1
2 ,

1
2). This proves (2) and shows also (1):VD1 is a FVOA with r = 2.

Additionally we see thatVD1 is a unitary representation of the two Virasoro algebras.
By Theorem 2.3 (3) we know thatVD1+λ, for λ = 0, ± 1

2, 1, is a direct sum of
irreducible modulesM (h1, h2) with hi ∈ {0, 1

2 ,
1
16}. It is easy to find all highest weight

vectors inVD1+λ. Part (3) and (4) follow immediately then. �

We return to the latticeL =
⊕d

i=1 Zαi, 〈αi, αj〉 = 4δi,j , L ∼= Dd
1 = (2Z)d. We

sometimes identifyL with (2Z)d. The componentZαi gives two Virasoro elements
ω2i−1 andω2i, as in (3.1), above.

Definition 3.2. The VF associated to the FVOAs derived from theDd
1 -lattice is the set

{ω1, . . . , ω2d}.
Corollary 3.3. (1) The decomposition ofV ±

Dd
1

into irreducible modules forT2d is given

by

V ±
Dd

1

∼=
⊕

(h2i−1, h2i) ∈ {(0, 0), ( 1
2 ,

1
2 )}

(−1)#{i|h2i=0} = ±1

M (h1, . . . , h2d).

In particular,V ±
Dd

1
is a direct sum of2d−1 irreducible modules forT2d.

(2) Letγ = (γi) ∈ (D∗
1)d such thatγi ∈ {0, 1}. Then we get the decomposition

(VDd
1 +γ)± ∼=

⊕
(h2i−1,h2i )∈

{
{(0, 0), ( 1

2 ,
1
2 )} if γi = 0,

{(0, 1
2 ), ( 1

2 , 0)} if γi = 1

(−1)#{i|h2i=0}=±1

M (h1, . . . , h2d).

(3) Let γ = (γi) ∈ (D∗
1)d, such that2γ 6∈ Dd

1 , i.e. there is at least onei such that
γi = ± 1

2 . Then(VDd
1 +γ ⊕ VDd

1 −γ)±, VDd
1 ±γ have the same decomposition:⊕

(h2i−1,h2i)∈

{
{(0, 0), ( 1

2 ,
1
2 )} if γi = 0,

{( 1
2 , 0), (0, 1

2 )} if γi = 1,
{( 1

16,
1
16)} if γi = ± 1

2

M (h1, . . . , h2d).

Proof. Note thatVDd
1

is isomorphic to the tensor product vertex operator algebraVD1⊗
· · ·⊗VD1 (d factors) and thatVDd

1 +γ is isomorphic to the tensor product moduleVZα1+γ1⊗
· · · ⊗ VZαd+γd

. Thus
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(VDd
1 +γ ⊕ VDd

1 −γ)± =
⊕

µ∈{+,−}d∏
µi=±

V µ1
D1+γ1

⊗ · · · ⊗ V µd

D1+γd
.

The results (1) and (2) now follow from Lemma 3.1 immediately.
For (3) it is clear that the decompositions forVDd

1 ±γ hold by Lemma 3.1. It remains

to show thatVDd
1 ±γ and (VDd

1 +γ⊕VDd
1 −γ)± are all isomorphicT2d-modules. Note from

Lemma 3.1 thatVD1+h andVD1−h are isomorphicT2-modules for anyh ∈ {0, 1,± 1
2}.

ThusVDd
1 +γ andVDd

1 −γ are isomorphicT2d-modules. In fact,θ : VDd
1 +γ → VDd

1 −γ is

such an isomorphism. Thus, (VDd
1 +γ⊕VDd

1 −γ)± = {v±θv | v ∈ VDd
1 +γ} are isomorphic

to VDd
1 +γ asT2d-modules. �

Next we discuss the twisted modules ofVL for an arbitraryd-dimensional positive
definite even latticeL. Recall from [FLM] the definition of the twisted sectors associated
to an even latticeL. LetK = {θ(a)a−1 | a ∈ L̂}. ThenK̄ = 2L (bar is the quotient map
L̂→ L). Also setR := {α ∈ L | 〈α,L〉 ≤ 2Z}; thenR ≥ 2L. Then the inverse imagêR
ofR in L̂ is the center of̂LandK is a subgroup of̂R. It was proved in [FLM] (Proposition
7.4.8) there are exactly|R/2L| central charactersχ : R̂/K → C× of L̂/K such that
χ(κK) = −1. For each suchχ, there is a unique (up to equivalence) irreducibleL̂/K-
moduleTχ with central characterχ and every irreduciblêL/K-module on whichκK
acts as−1 is equivalent to one of these. In particular, viewingTχ as anL̂-module,θa and
a agree as operators onTχ for a ∈ L̂. Let ĥ[−1] be the twisted Heisenberg algebra. As in
Sect. 1.7 of [FLM] we also denote byM (1) the unique irreduciblêh[−1]-module with
the canonical central element acting by 1. Define the twisted spaceV Tχ

L = M (1)⊗ Tχ.
It was shown in [FLM] and [DL2] that there is a linear map

VL → (EndV Tχ

L )[[z1/2, z−1/2]] ,

v 7→ Y (v, z) =
∑
n∈ 1

2 Z

vnz
−n−1

such thatV Tχ

L is an irreducibleθ-twisted module forVL. Moreover, every irreducible

θ-twistedVL-module is isomorphic toV Tχ

L for someχ.

Define a linear operator̂θd onV Tχ

L such that

θ̂(α1(−n1) · · ·αk(−nk)⊗ t) = (−1)kedπi/8α1(−n1) · · ·αk(−nk)⊗ t
for αi ∈ h, ni ∈ 1

2 + Z and t ∈ T . Then θ̂dY (u, z)(θ̂d)−1 = Y (θu, z) for u ∈ VL

(cf. [FLM]). We have the decompositionV Tχ

L = (V Tχ

L )+ ⊕ (V Tχ

L )−, where (V Tχ

L )+ and

(V Tχ

L )− are theθ̂d-eigenspaces with eigenvalues−edπi/8 andedπi/8 respectively. Then

both (V Tχ

L )+ and (V Tχ

L )− are irreducibleV +
L -modules (cf. Theorem 5.5 of [DLi]).

As before, we now takeL = Zα ∼= D1 with 〈α, α〉 = 4. ThenK = 2L, R = L and
R/K ∼= Z2. Let χ1 be the trivial character ofR/K andχ−1 the nontrivial character.
Then bothTχ1 andTχ−1 are one-dimensionalL modules andα acts onTχ±1 as±1.

Lemma 3.4. We have the Virasoro decompositions:

(1) (V
Tχ1
D1

)+ ∼= M (
1
16
,

1
2

), (V
Tχ1
D1

)− ∼= M (
1
16
, 0).
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(2) (V
Tχ−1

D1
)+ ∼= M (

1
2
,

1
16

), (V
Tχ−1

D1
)− ∼= M (0,

1
16

).

Proof. Recall from [DL2] that

V
Tχ1
L =

∑
n∈ 1

2 Z, n≥0

(V
Tχ1
L ) 1

16+n

(see Proposition 6.3 and formula (6.28) of [DL2]). Note that

(V
Tχ1
L )+ =

∑
n∈Z, n≥0

(V
Tχ1
L ) 1

16+ 1
2 +n

and that
(V

Tχ1
L )− =

∑
n∈Z, n≥0

(V
Tχ1
L ) 1

16+n.

Since both (V
Tχ1
L )+ and (V

Tχ1
L )− are irreducibleV +

L -modules we only need to calculate
highest weights for nonzero highest weight vectors in these spaces. Note thatTχ1 is a

space of highest weight vectors of (V
Tχ1
L )−. One can easily verify thatL1(0) = 1

16 and

L2(0) = 0 onTχ1. Thus (V
Tχ1
L )− ∼= M ( 1

16, 0).

Also observe thatα(−1/2)⊗ Tχ1 is a space of highest weight vectors of (V
Tχ1
L )+.

From Lemma 3.1 we know thatα(−1) ∈ V −
L
∼= M ( 1

2 ,
1
2). Now use the fusion rule

given in Theorem 2.3 to conclude that (V
Tχ1
L )+ ∼= M ( 1

16,
1
2). Part (2) is proved similarly.

�

As we did in the untwisted case, we now consider the twisted modules for the lattice
L =

⊕d
i=1 Zαi ∼= Dd

1 , 〈αi, αj〉 = 4δi,j , whered is now a positive integer divisible by
8. ThenK = 2L, R = L andR/2L ∼= Zd2. Thus, there are 2d irreducible characters for
R/2L which are denoted byχJ , (whereJ is a subset of{1, . . . , d}) sendingαj to−1
if j ∈ J and to 1 otherwise. Then we haveχJ =

∏
j χxj

, whereχxj
is a character of

Zαj/Z2αj andxj = χJ (aj). Moreover,TχJ
∼= Tχx1

⊗ · · · ⊗ Tχxd
. In particular, each

TχJ
is one dimensional.

Corollary 3.5. We have the Virasoro decompositions:

(V
TχJ

Dd
1

)± =
⊕

(h2i−i, h2i) ∈
{ {( 1

16, 0), ( 1
16,

1
2 )} if i 6∈ J

{(0, 1
16), ( 1

2 ,
1
16)} if i ∈ J

(−1)
#{j|hj = 1

2 }
=±(−1)d/8

M (h1, . . . , h2d).

Proof. Recall from the proof of Corollary 3.3 thatVDd
1

is isomorphic to the tensor

product vertex operator algebraVD1 ⊗ · · · ⊗ VD1. Note thatV
TχJ

Dd
1

is isomorphic to the

tensor productV
Tχx1
D1

⊗ · · · ⊗ V Tχxd

D1
andθ̂d is also a tensor productθ̂1 ⊗ · · · ⊗ θ̂d. By

Lemma 3.4,

V
TχJ

Dd
1

=
⊕

(h2i−i, h2i) ∈
{ {( 1

16, 0), ( 1
16,

1
2 )} if i 6∈ J

{(0, 1
16), ( 1

2 ,
1
16)} if i ∈ J

M (h1, . . . , h2d).
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Sinceθ̂d = (−1)#{j|hj= 1
2 }(−1)d/8 = (−1)#{j|hj=0}(−1)d/8 onM (h1, . . . , h2d) we see

thatM (h1, . . . , h2d) embeds in (V
TχJ

L )± if and only if (−1)#{j|hj= 1
2 }(−1)d/8 = ±1. The

proof is complete. �

Remark 3.6.Note thatV
TχJ

Dd
1

is 1
2Z graded ifd is divisible by 8 (cf. [DL2]). In fact

(V
TχJ

Dd
1

)+ is then the subspace ofV
TχJ

Dd
1

consisting of vectors of integral weights while

(V
TχJ

Dd
1

)− is the subspace ofV
TχJ

Dd
1

consisting of vectors of non-integral weights.

4. Vertex Operator Algebras Associated to Binary Codes

Let C be a doubly-even linear binary code of lengthd ∈ 8Z containing the all ones
vector� = (1, . . . , 1). As mentioned in Sect. 2, we can regard a vector ofFd2 as an
element inZd in an obvious way. One can associate (cf. [CS1]) to such a code the two
even lattices

LC = { 1√
2

(c + x) | c ∈ C, x ∈ (2Z)d}
and

L̃C = { 1√
2

(c + y) | c ∈ C, y ∈ (2Z)d, 4 |∑ yi} ∪

{ 1√
2

(c + y + (1
2 , . . . ,

1
2)) | c ∈ C, y ∈ (2Z)d, 4 | (1− (−1)d/8 +

∑
yi)}

and for everyself-dualeven lattice there are two vertex operator algebrasVL andṼL =
V +
L ⊕ (V TL )+ (see [FLM, DGM1]).

Definition 4.1. A marking for the codeC is a partitionM = {(i1, i2), . . . , (id−1, id)}
of the positions1, 2, . . ., d into d

2 pairs.

A markingM = {(i1, i2), . . . , (id−1, id)} determines theDd
1 sublattice

⊕d
l=1 Zαl

insideLC andL̃C , whereα2k−1 =
√

2(ei2k−1 + ei2k
) andα2k =

√
2(ei2k−1 − ei2k

) for
k = 1, . . ., d2 using{ei} as the standard base ofLC ⊗Q = Q�. Let us simplify notation
and arrange for the marking to beM = {(1, 2), (3, 4), . . . , (d− 1, d)}.

From Definition 3.2, we see that every such marking defines a system of 2d commut-
ing Virasoro algebras inside the vertex operator algebrasVLC

, V
L̃C

∼= ṼLC
andṼ

L̃C
. As

the main theorem we describe explicitly the decomposition into irreducibleT2d-modules
in terms of the marked code. The triality symmetry ofṼ

L̃C
given in [FLM] and [DGM1]

is directly visible in this decomposition. (See also [G1].)
In order to give the Virasoro decompositions in a readable way, we need the next

lemma which describesLC and L̃C in the coordinate system spanned by theαi. We
use the following notation. Letγ0

+, γ0
−, γ1

+ andγ1
− be the mapsF2

2 −→ (D∗
1/D1)2 =

{0, 1
2 ,− 1

2 , 1}2 defined by the table

(0, 0) (1, 1) (1, 0) (0, 1)

γ0
+ (0, 0) (1, 0) (1

2 ,
1
2) ( 1

2 ,− 1
2)

γ0
− (1, 1) (0, 1) (− 1

2 ,− 1
2) (− 1

2 ,
1
2)

γ1
+ ( 1

2 , 0) (− 1
2 , 0) (1, 1

2) (1,− 1
2)

γ1
− (− 1

2 , 1) (1
2 , 1) (0,− 1

2) (0, 1
2)
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and writec(k) (k = 1, . . ., d2 ) for the pair (c2k−1, c2k) of coordinates of a codeword
c ∈ C. Finally let forb = 0 or 1 andε = (ε1, . . . , εd/2) ∈ {+,−}d/2,

0aε (b) =
d/2⊕
k=1

D2
1 + γbεk (c(k)) (4.1)

be a coset ofDd
1 .

Lemma 4.2. We have the following coset decomposition ofLC andL̃C under the above
Dd

1 sublattice:

LC =
⋃
c∈C

⋃
ε∈{+,−}d/2

00
ε(c),

L̃C =
⋃
c∈C

 ⋃
ε∈{+,−}d/2∏

εi=+

00
ε(c) ∪

⋃
ε∈{+,−}d/2∏

εi=(−)d/8

01
ε(c)

 .

Proof. The result follows from the definition of these two lattices. �

We next interpret the decompositions in terms of codes overZ4 = {0, 1, 2, 3} asso-
ciated toLC andL̃C . See [CS2] for the relevant definitions forZ4-codes.

LetL be a positive definite even lattice of rankdwhich contains aDd
1 as a sublattice.

We call such a sublattice aD1-frame. Note that (D∗
1/D1)d is isomorphic toZd4. Then

1(L) := L/Dd
1 ≤ (D∗

1/D1)d is a code overZ4 and1(L) is self-annihilating if and only
if L is self-dual. For the latticesLC andL̃C we give the following explicit description
of the corresponding codes1:

Let ̂ be the map fromFd2 toZd4 induced fromˆ :F2
2
∼= D∗

2/D2 −→ (D∗
1/D1)2 ∼= Z2

4,
00 7→ 00, 11 7→ 20, 10 7→ 11 and 017→ 31. Let (6n

2 )0 be the subcode of theZ4-code
6n

2 = {(00), (22)}n of length 2n consisting of codewords of weights divisible by 4.
Then we have

0=1(LC) = Ĉ + 6
d/2
2 , (4.2)

0̃=1(L̃C)=Ĉ+(6d/2
2 )0 ∪ Ĉ+(6d/2

2 )0+

{
(1, 0, . . . , 1, 0, 1, 0), if d ≡ 0 (mod 16),
(1, 0, . . . , 1, 0, 3, 2), if d ≡ 8 (mod 16).

An important invariant of aZ4-code1 is the symmetrized weight enumerator, as
defined in [CS2].

Definition 4.3. Thesymmetrized weight enumeratorof a Z4-code1 of lengthd is
given by

swe1(A,B,C) =
∑

0≤r,s≤d
Ur,sA

d−r−sBrCs,

whereUr,s is the number of codewordsγ ∈ 1 having atr positions the value±1 and
at s positions the value2.

To describe the symmetrized weight enumerator for our codes0 and 0̃ in terms
of the marked binary codeC, we introduce the analogous invariant for marked binary
codes.
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Definition 4.4. Thesymmetrized marked weight enumeratorof a binary codeC of
lengthd with a markingM is the homogeneous polynomial

smweC(x, y, z) =
d/2∑
k=0

[k/2]∑
l=0

Wk,l x
d/2−k+lyk−2lzl,

whereWk,l is the number of codewordsc ∈ C of Hamming weightk having the value
(ci2m−1, ci2m ) = (1, 1) for exactlyl of thed/2 pairs (i2m−1, i2m) of the markingM.

Remark 4.5.The concept of marked binary codes can be considered as the third step
in the sequenceD∗

8/D8-codes, Kleinian codes, marked binary codes,Z4-codes and
VFOAs (cf. Sect. 5 and [H2], last section). It is very useful and one obtains easily the
usual code-theoretic type of results. For example, the following two hold for doubly-even
self-annihilating codes of a fixed rankd ≡ 0(mod 8):
(1) Mass formula. ∑

[(C,M)]

2d/2(d/2)!
|AutM(C)| = 2 · 3 · 5 · · · · · (2(d/2)−2 + 1),

where the sum runs over equivalence classes of pairs of codesC with markingM and
AutM(C) denotes the group of automorphisms ofC that fixM. For an application, see
Appendix A.
(2) Ring of invariants.The symmetrized marked weight enumerator belongs to a ring
C[u4, v4, u8] ⊕ C[u4, v4, u8] · u12 generated byu4 = x4 + 6x2z2 + z4 + 8y4, v4 =
x4 + z4 + 12xzy2 + 2y4 and two polynomialsu8 andu12 of degree 8 resp. 12, subject
to one relation foru2

8.

From Lemma 4.2 we get:

Corollary 4.6. The symmetrized weight enumerators of theZ4-codes0 and0̃ are given
by

swe0(A,B,C) = smweC(A2 +C2, 2B2, 2AC), (4.3)

swẽ
0
(A,B,C) =

1
2
· smweC(A2 +C2, 2B2, 2AC) +

1
2

(
(A2 − C2)d/2

)
(4.4)

+
1
2
· 2d/2

(
(A +C)d/2 + (−1)d/8(A− C)d/2

)
Bd/2.

Motivated by Lemmas 3.1 and 3.4, define fora ∈ {0, 1}, α ∈ {+,−} andx ∈
{0,± 1

2 , 1} the 16 formal linear combinations ofT2-modulesRaα(x) by the following
table:

0 1 1
2 ,− 1

2

R0
+ M (0, 0) M ( 1

2 , 0) 1
2M ( 1

16,
1
16)

R0
− M ( 1

2 ,
1
2) M (0, 1

2) 1
2M ( 1

16,
1
16)

R1
+

1√
2
M ( 1

16,
1
2) 1√

2
M ( 1

2 ,
1
16)

R1
−

1√
2
M ( 1

16, 0) 1√
2
M (0, 1

16)

Forµ ∈ {+,−}n and an elementγ = (γk) ∈ Zn4 which is identified with{0, 1,± 1
2} we

write shortly
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Ra
µ(γ) =

n⊗
k=1

Raµk
(γk). (4.5)

We see from Lemmas 3.1 and 3.4 thatR0
± = V ±

D1+x andR1
± = 1√

2
(V

Tχ
(−1)2x

D1
)±. The

introduction of the extra factor1√
2

in the twisted case enables us to write the Virasoro

decompositions for the twisted sectorV TL in a neat way. The index 0 inR0
± refers to the

untwisted case while the index 1 inR1
± refers to the twisted case.

LetL be a self-dual even lattice of rankd containing aD1-frame. So,L is defined by
the self-annihilatingZ4-code1 = L/Dd

1 ≤ (D∗
1/D1)d of lengthd which is now even

in the sense that swe1(1, x
1
2 , x) is a polynomial inx2 (cf. [BS]).

Theorem 4.7. The vertex operator algebrasVL andṼL have the following decomposi-
tions as modules forT2d:

VL =
⊕
γ∈1

⊕
µ∈{+,−}d

R0
µ(γ),

ṼL =
⊕
γ∈1

⊕
µ∈{+,−}d∏

µk=+

R0
µ(γ)⊕

⊕
γ∈1

⊕
µ∈{+,−}d∏

µk=(−)d/8

R1
µ(γ).

In order to determine the decomposition forṼL, we first study the decomposition of
V TL .

SinceL is self-dual,VL has a unique irreducibleθ-twisted moduleV TL [D2]. In this
caseT can be constructed in the following way. LetQ be a subgroup ofL containing
the Dd

1 which is maximal such that〈α, β〉 ∈ 2Z for α, β ∈ Q (it exists sinceL
has ascending chain conditions on subgroups). LetQ̂ be the inverse image ofQ in L̂.
Note that|L/Q| = 2d/2. ThenQ̂ is a maximal abelian subgroup ofL̂ which contains
D̂d

1
∼= Dd

1 ×〈κ〉 and which containsK. Letψ : Q̂→ 〈±1〉 be a character of̂Q such that
ψ(κK) = −1. ThenT can be realized as the inducedL̂-moduleT = C[L̂] ⊗C[Q̂] Cψ,

whereCψ is a one dimensional̂Q-module defined by the characterψ. For a ∈ L̂, set
t(a) = a⊗ 1 ∈ T . It is easy to see that we can chooseai ∈ D̂d

1 such that ¯ai = αi for all
i andψ(ai) = 1. Then fora ∈ L̂,

ait(a) = aia⊗ 1 = (−1)〈αi,ā〉aai ⊗ 1 = (−1)〈αi,ā〉a⊗ 1. (4.6)

Thus,C t(a) is a one-dimensional representation forDd
1 , with characterχ given by

χ(ai) = (−1)〈αi,ā〉. In factC t(a) is isomorphic toTχ asDd
1-modules. Letβl ∈ L for

l = 1, . . ., 2d/2 represent the distinct cosets ofQ in L. Choosebl ∈ L̂ with b̄l = βl
for all l. Then{t(bl) | l = 1, . . . , 2d/2} forms a basis ofT and eacht(bl) spans a
one-dimensional module forDd

1 . Denote the character ofDd
1 on C t(bl) by χl. Then

M (1)⊗t(a) is isomorphic toV
Tχl

Dd
1

asθ-twistedVDd
1
-modules and asT2d-modules. Thus,

V TL
∼= ⊕2d/2

l=1 V
Tχl

Dd
1

.

Proposition 4.8. Let 2 ⊆ 1 be a complete coset system for the inducedZ4-subcode
Q/Dd

1 of 1. We have the Virasoro decomposition
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V TL =
⊕
γ∈2

V
Tϕγ

Dd
1

=
⊕

µ∈{+,−}d

⊕
γ∈1

R1
µ(γ),

where the characterϕγ is determined byϕγ(ai) = (−1)2γi if we identifyD∗
1/D1

∼= Z4

with {0, 1,± 1
2}.

Proof. The first equality has been proven in the previous discussion. In order to see the
second equality note that by Lemma 3.4 we have

R1
µ(γ) = 2−d/2

d⊗
k=1

(V
Tχxk

D1
)µk , (4.7)

wherexk = (−1)2γk . Observe that〈α, β〉 ∈ 2Z for anyα, β ∈ Q. Leta, b ∈ L̂ such that
ā +Q = b̄ +Q. Then from (4.6),M (1)⊗ t(a) andM (1)⊗ t(b) are isomorphicθ-twisted
VDd

1
-modules and are isomorphicT2d-modules. ThusR1

µ(γ) = R1
µ(γ′) if γ andγ′ are in

the same coset ofQ/Dd
1 in 1. Since the coset ofQ/Dd

1 in 1 has exactly 2d/2 elements,
we immediately see from (4.7) that forγ ∈ 1,

V
Tϕγ

Dd
1

=
⊕

µ∈{+,−}d

⊕
σ∈Q/Dd

1

R1
µ(γ + σ).

This proves the second equality. �
Proof of Theorem 4.7.For a subsetN of L we denote byN̂ the inverse image ofN in
L̂ and setV [N ] = M (1)⊗ C{N̂}. ThenVL =

⊕
γ∈1 V [Dd

1 + γ] andV [Dd
1 + γ] is

isomorphic toVDd
1 +γ (defined in Sect. 3) asVDd

1
-modules. The decomposition forVL

follows immediately from Corollary 3.3 and Lemma 4.2.
Now we study the decomposition ofV +

L . If γj = ± 1
2 for somej then

(V [Dd
1 + γ] ⊕ V [Dd

1 − γ])+

is isomorphic toV [Dd
1 + γ] asT2d-modules and has the desired decomposition. So we

can assume that allγj = 0, 1. In Lemma 4.9 below we will prove that theθ defined on
VDd

1 +γ in Sect. 3 coincides with theθ onV [Dd
1 + γ]. We again use Corollary 3.3 to see

thatV [Dd
1 + γ]+ has the desired decomposition.

For the twisted part, we use Proposition 4.8 and Corollary 3.5 to obtain

(V TL )+ =
⊕
γ∈1

(
R1
µ(γ)

)+
=

⊕
γ∈1

⊕
µ∈{+,−}d∏

µk=(−)d/8

R1
µ(γ). �

Lemma 4.9. With the same notations as in the the proof of Theorem 4.7, theθ defined
onVDd

1 +γ in Sect. 3 coincides with theθ onV [Dd
1 + γ] if all γj = 0, 1.

Proof. Let X be a sublattice ofL containingDd
1 such that〈x, y〉 ∈ 2Z for x, y ∈ X.

Then the inverse imagêX of X in L̂ is an abelian group. We can choose a section
e : X → X̂ such thatexey = κ〈x,y〉/2ex+y. Thene−1

x = κ〈x,x〉/2e−x for x ∈ X. Thus
θι(ex) = ι(e−x).
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TakeX to be the sublattice generated byDd
1 andγ. ThenV [Dd

1 +γ] is generated by
ι(eγ) as aVDd

1
-module andV [Dd

1 +γ]+ is generated byι(eγ) + ι(e−γ) as aV +
Dd

1
-module.

In fact V [Dd
1 + γ]+ is an irreducibleV +

Dd
1
-module. Letµ : VDd

1 +γ 7→ V [Dd
1 + γ] be a

VDd
1
-module isomorphism such thatµeγ = ι(eγ). We must prove thatµ mapsV +

Dd
1 +γ

to (V [Dd
1 + γ])+. As bothV +

Dd
1 +γ and (V [Dd

1 + γ])+ are irreducibleV +
Dd

1
-modules, it is

enough to show thatµ(eγ + e−γ) = ι(eγ) + ι(e−γ) or equivalentlyµe−γ = ι(e−γ).
Let J be the subset of{1, . . . , d} consisting ofj such thatγj = 1. Note thate−γ

is the coefficient ofz−2|J| in Y (e−2γ , z)eγ and ι(e−γ) is the coefficient ofz−2|J| in
Y (ι(e−2γ), z)ι(eγ) as (−1)〈2γ,γ〉/2 is even. Also note that 2γ ∈ Dd

1 . Thusµe−γ = ι(e−γ).
�

Now we return our latticesLC andL̃C associated to the codeC. We assume that
C is aself-annihilating(i.e.,C = C⊥) doubly-even binary code. Then theZ4-codes0
and0̃ are self-annihilating and even, or equivalently as mentioned above, the lattices
LC andL̃C are self-dual and even.

Combining Lemma 4.2 and Theorem 4.7 we will see how to read off the Virasoro
decomposition directly from the marked codeC. Fora, b ∈ {0, 1}, α, β ∈ {+,−} and
x, y ∈ {0, 1}, define the formal linear combinations ofT4-modulesNab

αβ((x, y)) by

Nab
αβ((x, y)) =

⊕
α′,α′′∈{+,−}

α′α′′=α

Ra
(α′,α′′)(γ

b
β((x, y))),

whereRa
(α′,α′′) was defined in (4.5). Explicitly, we get the 64 formal linear combinations

as shown in the following table:

(0, 0) (1, 1) (0, 1), (1, 0)

N00
++ M (0, 0, 0, 0) ⊕ M ( 1

2 , 1
2 , 1

2 , 1
2 ) M ( 1

2 , 0, 0, 0) ⊕ M (0, 1
2 , 1

2 , 1
2 ) 1

2 M ( 1
16, 1

16, 1
16, 1

16)

N00
−+ M (0, 0, 1

2 , 1
2 ) ⊕ M ( 1

2 , 1
2 , 0, 0) M ( 1

2 , 0, 1
2 , 1

2 ) ⊕ M (0, 1
2 , 0, 0) 1

2 M ( 1
16, 1

16, 1
16, 1

16)

N00
+− M ( 1

2 , 0, 1
2 , 0) ⊕ M (0, 1

2 , 0, 1
2 ) M (0, 0, 1

2 , 0) ⊕ M ( 1
2 , 1

2 , 0, 1
2 ) 1

2 M ( 1
16, 1

16, 1
16, 1

16)

N00
−− M ( 1

2 , 0, 0, 1
2 ) ⊕ M (0, 1

2 , 1
2 , 0) M (0, 0, 0, 1

2 ) ⊕ M ( 1
2 , 1

2 , 1
2 , 0) 1

2 M ( 1
16, 1

16, 1
16, 1

16)

N01
++, N01

−+
1
2 M ( 1

16, 1
16, 0, 0) ⊕ 1

2 M ( 1
16, 1

16, 1
2 , 1

2 ) 1
2 M (0, 0, 1

16, 1
16) ⊕ 1

2 M ( 1
2 , 1

2 , 1
16, 1

16)

N01
+−, N01

−−
1
2 M ( 1

16, 1
16, 1

2 , 0) ⊕ 1
2 M ( 1

16, 1
16, 0, 1

2 ) 1
2 M ( 1

2 , 0, 1
16, 1

16) ⊕ 1
2 M (0, 1

2 , 1
16, 1

16)

N10
++, N10

+−
1
2 M ( 1

16, 0, 1
16, 0) ⊕ 1

2 M ( 1
16, 1

2 , 1
16, 1

2 ) 1
2 M (0, 1

16, 0, 1
16) ⊕ 1

2 M ( 1
2 , 1

16, 1
2 , 1

16)

N10
−+, N10

−−
1
2 M ( 1

16, 1
2 , 1

16, 0) ⊕ 1
2 M ( 1

16, 0, 1
16, 1

2 ) 1
2 M ( 1

2 , 1
16, 0, 1

16) ⊕ 1
2 M (0, 1

16, 1
2 , 1

16)

N11
++, N11

+−
1
2 M (0, 1

16, 1
16, 0) ⊕ 1

2 M ( 1
2 , 1

16, 1
16, 1

2 ) 1
2 M ( 1

16, 0, 0, 1
16) ⊕ 1

2 M ( 1
16, 1

2 , 1
2 , 1

16)

N11
−+, N11

−−
1
2 M ( 1

2 , 1
16, 1

16, 0) ⊕ 1
2 M (0, 1

16, 1
16, 1

2 ) 1
2 M ( 1

16, 1
2 , 0, 1

16) ⊕ 1
2 M ( 1

16, 0, 1
2 , 1

16)

Forµ, ε ∈ {+,−}n/2 and an elementc ∈ Fn2 we write

Nab
µ,ε(c) =

n/2⊗
k=1

Nab
µkεk

(c(k)),

where c(k) = (c2k−1, c2k) as before. Letδ(c) be the number ofk with c(k) ∈
{(0, 1), (1, 0)}. Recall that the latticeDd

1 determines 2d commuting Virasoro algebras
inside the four vertex operator algebrasVLC

, V
L̃C

, ṼLC
andṼ

L̃C
. The following is the

main theorem of this paper.
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Theorem 4.10. For the Virasoro frame coming from the marked codeC, we have the
following decompositions:

VLC
=

⊕
c∈C

⊕
µ,ε∈{+,−}d/2

N00
µ,ε(c),

V
L̃C

=
⊕
c∈C
δ(c)=0

⊕
µ,ε∈{+,−}d/2∏

εk=+

N00
µ,ε(c)⊕

1
2
·

⊕
c∈C,
δ(c)>0

⊕
µ,ε∈{+,−}d/2

N00
µ,ε(c)

⊕
⊕
c∈C

⊕
µ,ε∈{+,−}d/2∏

εk=(−)d/8

N01
µ,ε(c),

ṼLC
=

⊕
c∈C
δ(c)=0

⊕
µ,ε∈{+,−}d/2∏

µk=+

N00
µ,ε(c)⊕

1
2
·

⊕
c∈C,
δ(c)>0

⊕
µ,ε∈{+,−}d/2

N00
µ,ε(c)

⊕
⊕
c∈C

⊕
µ,ε∈{+,−}d/2∏

µk=(−)d/8

N10
µ,ε(c),

Ṽ
L̃C

=
⊕
c∈C,
δ(c)=0

⊕
µ,ε∈{+,−}d/2∏

µk=
∏

εk=+

N00
µ,ε(c)⊕

1
4
·

⊕
c∈C,
δ(c)>0

⊕
µ,ε∈{+,−}d/2

N00
µ,ε(c)

⊕1
2
·
⊕
c∈C

[ ⊕
µ,ε∈{+,−}d/2∏

εk=(−)d/8

N01
µ,ε(c)⊕

⊕
µ,ε∈{+,−}d/2∏

µk=(−)d/8

N10
µ,ε(c)⊕

⊕
µ,ε∈{+,−}d/2∏
εk=

∏
µk=(−)d/8

N11
µ,ε(c)

]
.

Proof. Recall (4.1). For a codewordc ∈ C andε ∈ {+,−}d/2, let γ = 0bε(c) and fix
s ∈ {+,−}. Using the definition ofNab

µ,ε(c) we get

⊕
µ∈{+,−}d∏

µk=s

Ra
µ(γ) =

⊕
µ′,µ′′∈{+,−}d/2∏

µ′
k

µ′′
k

=s

d/2⊗
i=1

Ra
(µ′

i
,µ′′

i
)((γ2i−1, γ2i))

=
⊕

µ∈{+,−}d/2∏
µk=s

d/2⊗
i=1

⊕
µ′

i
µ′′

i
∈{+,−}

µ′
i
µ′′

i
=µi

Ra
(µ′

i
,µ′′

i
)((γ2i−1, γ2i))

=
⊕

µ∈{+,−}d/2∏
µk=s

d/2⊗
i=1

Nab
µiεi (c(i))

=
⊕

µ∈{+,−}d/2∏
µk=s

Nab
µ,ε(c).

By using the identification of0aε (c) with codewords in0 and 0̃ the decomposition
follows from Lemma 4.2 and Theorem 4.7 if we use the following two observations:
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First note thatN00
µkεk

(c(k)) = N00
±µk ±εk (c(k)) for c(k) ∈ {(0, 1), (1, 0)}. So for

δ(c) > 0 we can suppress the distinction between±εk (resp.±µk) in the decomposition
and compensate it with one factor1

2.
Second, the value ofN01

µ,ε(c) (resp.N10
µ,ε(c) andN11

µ,ε(c)) depends for fixedc only on
ε (resp.µ). �

Now we discuss an action ofSym3 (the permutation group on three letters) defined
in [FLM] and [DGM2] onVLC

andṼ
L̃C

in terms of our decompositions. The resulting
group of automorphisms is sometimes called thetriality group.

Recall from Chapters 11 and 12 of [FLM] and Sects. 7 and 8 of [DGM2] that the
triality group is generated by distinct involutionsσ and τ . Also recall from Sect. 4
that α1, . . . , αd form aD1-frame inL. A straightforward computation shows that
σω4i−3 = ω4i−3, σω4i = ω4i andσ interchangesω4i−2 = ω4i−1 for all i = 1, . . ., d2 .
Similarly, τ interchangesω4i−3 = ω4i−2 and fixesω4i−1 andω4i. Thus the triality group
is a subgroup ofG defined in (2.2) for bothVLC

andṼ
L̃C

. Its image inG/GC ≤ Sym2d

is the above described permutation of the elements of the VF{ων}.
Additionally, the involutionσ defines an isomorphism betweenV

L̃C
andṼLC

.

Definition 4.11. Following [DMZ], the decomposition polynomialof a FVOAV =⊕
mh1,...,hr

M (h1, . . . , hr) is defined as

PV (a, b, c) =
∑
i,j,k

Ai,j,k a
ibjck,

whereAi,j,k is the number ofTr-modulesM (h1, . . . , hr) in a Tr composition series
of V for which the number of coordinates in(h1, . . . , hr) equal to0, 1

2 , 1
16 is i, j, k,

respectively.

The polynomial is homogeneous of degreer and, in general, depends on the chosen
Virasoro frame{ω1, . . . , ωr} inside ofV .

The following corollary is an immediate consequence of Theorem 4.10.

Corollary 4.12. Using the symmetrized marked weight enumeratorsmweC(x, y, z) one
has

PVLC
(a, b, c) = smweC(a4 + 6a2b2 + b4, 2c4, 4a3b + 4ab3),

PV
L̃C

(a, b, c) =
1
2

(
a4 − 2a2b2 + b4

) d
2 +

1
2

smweC(a4 + 6a2b2 + b4, 2c4, 4a3b + 4ab3)

+
1
2
· 2d/2

(
(a + b)d + (−1)d/8(a− b)d

)
cd,

P
ṼLC

(a, b, c) = PV
L̃C

(a, b, c),

P
Ṽ

L̃C

(a, b, c) =
1
4
· 3(

a4 − 2a2b2 + b4
) d

2

+
1
4

smweC(a4 + 6a2b2 + b4, 2c4, 4a3b + 4ab3)

+3 · 1
4
· 2d/2

(
(a + b)d + (−1)d/8(a− b)d

)
cd.



Framed Vertex Operator Algebras, Codes and Moonshine Module 433

Remark 4.13.From Theorem 4.10 we can deduce thatṼ
L̃C

is a self-dual rational vertex

operator algebra. The proof for the special case ofV \ given in [D3] works in general
since the Virasoro decompositions were the only information needed.

5. Applications

In this section we discuss some important applications for Theorem 4.10. The simplest
example is for the Hamming codeH8 of length 8. WhenC is the Golay codeG24 of
length 24 there is a special marking and we obtain a particular interesting decomposition
of the moonshine moduleV \ = Ṽ

L̃G24
under 48 Virasoro algebras.

Example I. The Hamming codeH8, the root latticeE8, and the lattice vertex operator
algebraVE8. The Hamming codeH8 is the unique self-annihilating doubly-even binary
code of length 8. Its automorphism group is isomorphic toAGL(F3

2). The root latticeE8
of the exceptional Lie groupE8(C) is the unique even unimodular lattice of rank 8. It has
the Weyl groupW (E8) as its automorphism group. The lattice vertex operator algebra
VE8, whose underlying vector space is the irreducible level 1 highest weight represen-
tation of the affine Kac-Moody algebraE(1)

8 , is a self-dual vertex operator algebra of
rank 8 whose automorphism group is the Lie groupE8(C). One can show, under some
additional conditions on the vertex operator algebra, thatVE8 is the unique self-dual
VOA of rank 8 (cf. [H1], Ch. 2).

The uniqueness of the latticeE8 impliesE8
∼= LH8

∼= L̃H8 andVE8
∼= VLH8

∼=
V
L̃H8

∼= ṼLH8

∼= Ṽ
L̃H8

for the vertex operator algebras, since one hasV
L̃C

∼= ṼLC
in

general (see [DGM1, DGM2] and the remark after Theorem 4.10).

We will determine up to automorphism all markings for the Hamming code, all
D1-frames of theE8 lattice, and five Virasoro frames insideVE8 and describe the cor-
responding decompositions. They are all coming from markings of the Hamming code.

To fix notation we choose{(00001111), (00110011), (11000011), (01010101)} as a
set of base vectors for the Hamming code.

Theorem 5.1. There are3orbits of markings for the Hamming codeH8 underAut(H8).
Their main properties can be found in the next table. The last column shows the sym-
metrized marked weight enumerator.

orbit orbit representatives stabilizer orbit size smweH8(x, y, z)

α {(1, 2), (3, 4), (5, 6), (7, 8)} 23: Sym4 7 x4 + 6x2z2 + z4 + 8y4

β {(1, 2), (3, 4), (5, 7), (6, 8)} 22.Dih8 42 x4 + 2x2z2 + z4 + 8xzy2 + 4y4

γ {(1, 2), (3, 5), (4, 7), (6, 8)} Sym4 56 x4 + z4 + 12xzy2 + 2y4

The proof is an easy counting exercise (see Appendix A).
We remark that every pair (i, j) of the eight positions is the component of exactly one

of the seven markings of typeα: Every marking contains 4 pairs, so we cover 7· 4 = 28
pairs. There are

(8
2

)
= 28 different such pairs on whichAut(H8) transitively acts.

As explained in the last section before Lemma 4.2 in general, every marking ofH8

determines aD8
1 sublattice insideLH8

∼= E8 andL̃H8
∼= E8.

The following theorem shows that all possibleD1-frames inE8 are obtained in this
way.
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Theorem 5.2 (Conway-Sloane [CS2]).There are4 orbits ofD8
1 sublattices insideE8

under the action ofW (E8). Their main properties are shown in the next table. The
column “origin” lists the corresponding (untwisted, resp. twisted lattice) Hamming code
marking andswe1(A,B,C) is the symmetrized weight enumerator of the decomposition
code1 = E8/D

8
1 ≤ (D∗

1/D1)8 ∼= Z8
4.

orbit origin stabilizer orbit size swe1(A, B, C)

K8 α Z7
2. · Sym8 135 A8 + 28A2C6 + 70A4C4 + 28A6C2 + C8 + 128B8

K′
8 β, α̃ 27(4!)2 9450 A8 + C8 + 12A2C2(A4 + C4) + 38A4C4+

64AC(A2 + C2)B4 + 64B8

L8 γ, β̃ 28 · 4! 113400 A8 + C8 + 4A2C2(A4 + C4) + 22A4C4+

96AC(A2 + C2)B4 + 32B8

O8 γ̃ 2.AGL(3, 2) 259200 A8 + C8 + 14A4C4 + 112AC(A2 + C2)B4 + 16B8

Proof. It was also explained in the last section that everyD8
1 sublattice insideE8 defines

a Z4-code1 ≤ (D∗
1/D1)8 ∼= Z8

4. SinceE8 is self-dual and even,1 is self-annihilating
and even as a code overZ4. All self-annihilatingZ4-codes of length 8 are classified
in [CS2], Theorem 2. OnlyK8, K′

8, L8 andO8 are even (see also [BS]). The order of
Aut(1) and swe1(A,B,C) are also described in [CS2]. To show that these codes arise
from the markings of the Hamming code as in the table we apply Corollary 4.6.�

The remark after Theorem 5.1 about the Hamming code has an analogue here: every
vector of squared length 4 insideE8 is contained in exactly oneD1-frame belonging to
the orbit of typeK8 since 135· 16 = 2160, the number of vectors of squared length 4,
andW (E8) acts transitively on such vectors. These 135D8

1-sublattices are in bijection
with cosets of 2E8 in E8 which have coset representatives of norm 4.

EveryD1-frame insideE8 determines 16 commuting Virasoro vertex operator al-
gebras of rank12 insideVE8 andṼE8

∼= VE8. Altogether, one gets at least five different
systems of commuting Virasoro subVOAs:

Theorem 5.3. Let{ω1, . . . , ω16} be a Virasoro frame insideVE8. The possible decom-
position polynomials are displayed in the next table. They correspond by the untwisted
or twisted lattice construction to theD1-frames insideE8 as indicated in the column
origin. Furthermore, the first four cases belong to four distinct orbits of Virasoro frames
under the action of the Lie groupE8(C). In the fifth case,�, at least theT16-module
structure is unique.

case origin PVE8
(a, b, c)

0 K8
1
2

[
(a + b)16 + (a − b)16

]
+ 128c16

6 K′
8, K̃8 a16 + b16 + 56 (a14 b2 + a2 b14) + 924 (a12 b4 + a4 b12)+

3976 (a10 b6 + a6 b10) + 6470a8 b8+(
128 (a7 b + a b7) + 896 (a5 b3 + a3 bb)

)
c8 + 64c16

9 L8, K̃′
8 a16 + b16 + 24 (a14 b2 + a2 b14) + 476 (a12 b4 + a4 b12)+

1960 (a10 b6 + a6 b10) + 3270a8 b8+(
192 (a7 b + a b7) + 1344 (a5 b3 + a3 b5)

)
c8 + 32c16

2 O8, L̃8 a16 + b16 + 8 (a14 b2 + a2 b14) + 252 (a12 b4 + a4 b12)+

952 (a10 b6 + a6 b10)1670a8 b8+(
224 (a7 b + a b7) + 1568 (a5 b3 + a3 b5)

)
c8 + 16c16

� Õ8 a16 + b16 + 140 (a12 b4 + a4 b12) + 448 (a10 b6 + a6 b10) + 870a8 b8+(
240 (a7 b + a b7) + 1680 (a5 b3 + a3 b5)

)
c8 + 8c16
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Proof. Using Corollary 4.12 to computePVE8
(a, b, c) for the different Virasoro subVOAs

T16 coming fromVE8, and ṼE8 and a givenD8
1 sublattice inE8 one checks that the

polynomials for0, 6, 9, 2 and� correspond to theD1-frames ofE8 as indicated.
We show that there are no other possibilities for the decomposition polynomial

PVE8
(a, b, c) and we will see directly that there is a uniqueAut(VE8)-orbit of T16 sub-

VOAs corresponding to each of the cases0, 6, 9 and2.
Assume a vertex operator subalgebraT16 in VE8 is given. First we determine the

possible decomposition polynomials.
As described in the proof of Theorem 4.1.5 in [H1],SL2(Z) = 〈S, T 〉 with S =(

0 1
−1 0

)
andT =

(
1 1
0 1

)
acts onC[a, b, c] by

ρ(S) =

 1/2 1/2 1/
√

2
1/2 1/2 −1/

√
2

1/
√

2 −1/
√

2 0

 , ρ(T ) = e−2πi/48

 1 0 0
0 −1 0
0 0 e2πi/16


via substitution. SinceVE8 is a self-dual VOA of rank 8, the decomposition polyno-
mial must be invariant under the action ofρ(S) andρ(T 3) (cf. proof of Theorem 2.19
or Th. 2.1.2 and Th. 4.1.5 in [H1]). They generate a matrix groupG = 〈ρ(S), ρ(T )3〉 of
order 384 as can easily be seen with the help of the program Gap [Sgap]. The dimension
of the space of invariant polynomials of degreen is the multiplicity of the trivial repre-
sentation in thenth symmetric power ofρ. This multiplicity is given by the coefficient
of tn in the expression

ρG(t) =
1
|G|

∑
g∈G

1
det(id− gt) .

For degree 16 we obtain that the space of invariant polynomials is two dimensional; a
possible base is given byP 0

VE8
(a, b, c) andP�

VE8
(a, b, c). The only polynomialsP (a, b, c)

inside this space having positive coefficients and satisfying the necessary conditions
P (1, 0, 0) = 1 andP (1, 1, 0) = |C| = 2l, 0 ≤ l ≤ 15 with integrall, are the five
polynomials given in the theorem.

Next we claim that the codeC is uniquely determined from its weight enumerator
P (a, b, 0): The weight enumerator of its annihilator codeC⊥ is a16 + (2k − 2)a8b8 + b16,
with k = 16− l = 1, . . ., 5. Fork = 5 the uniqueness ofC⊥ and so ofC is the uniqueness
of the simplex code (see Theorem C.3). For smallerk, it can also be seen from a proof
of Theorem C.3.

The codeC contains fork = 1, 2, 3 and 4 the subcodeC0 = {(00), (11)}8. By Corol-
lary 3.3 and the uniqueness statement of Proposition 2.16 the corresponding subVOA
must beVD8

1
. Recall thatVE8 = M (1)⊗C{E8}. The weight one subspace (VE8)1 is a Lie

algebra under [u, v] = u0v, which is isomorphic to the Lie algebra of typeE8 and (VD8
1
)1

is a Cartan subalgebra of (VE8)1. From the construction ofVE8 = M (1)⊗C{E8}we have
a canonical Cartan subalgebraM (1)1 of (VE8)1 which is identified withh = C ⊗Z E8.
Since all Cartan subalgebras are conjugate under the adjoint action of the Lie group
E8(C) we can assume that (VD8

1
)1 = M (1)1 ≤ (VE8)1.

It is well-known thatC{E8} = 1⊗ C{E8} = {u ∈ VE8 | hnu = 0, h ∈ h, n >

0}, which is the vacuum space for the Heisenberg algebraĥZ (see Sect. 3). Similarly,
C{D8

1} = {u ∈ VD8
1
| hnu = 0, h ∈ h, n > 0}. Thus,C{D8

1} is a subspace ofC{E8}.
Note thatC{E8} andC{D8

1} are direct sums of weight spaces for the Cartan algebra
h and the corresponding weight lattices are exactlyE8 andD8

1. This determines aD8
1
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sublattice ofE8, unique up to the action ofW (E8). That is, fork = 1, 2, 3, 4 the Virasoro
frames{ω1, . . . , ω16} come from one of the fourD1-frames insideE8 by the untwisted
lattice-VOA construction.

It remains to show that fork = 5, i.e. in the case�, the obtained Virasoro decompo-
sition is unique. As stated before the codeC⊥, which is equal toD by Theorem 2.19, is
the simplex code and soC is the extended Hamming code of length 16. The uniqueness
of the codeC implies by Theorem 2.3 (4) thatV 0

E8
is unique as aT16-module. LetI ∈ D

such that|I| = 8. Take an irreducibleT16-moduleW in V I . Using the action ofV 0

onW we see that all suchM (h1, . . . , h16) occur inV I , wherehi = 1
16 if i ∈ I and

hi ∈ {0, 1
2} if i 6∈ I and the number ofi with hi = 1

2 is odd. So, there are 27 noniso-
morphicT16-modules insideV I . SinceD has 30 codewords of weight 8, we get at least
30 · 27 such nonisomorphicT16-modules. But 30· 27 is exactly the coefficient ofc8 in
P (1, 1, c). This shows that all these modules have multiplicity one. Finally the multi-
plicity of M ( 1

16, . . . ,
1
16) is 8. Therefore the decomposition in the last case is unique.

�

Remark 5.4.(1) We expect that also in the fifth case the vertex operator algebra structure
is unique, i.e.� corresponds to a uniqueE8(C)-orbit of Virasoro frames.

(2) A different proof would follow if the list of the 71 unitary self-dual VOAcandi-
datesof rank 24 given by Schellekens [Sch] is complete:
The fusion algebras forM (0) and the Kac-Moody VOAVB1,1 are isomorphic and one
can identify the corresponding intertwiner spaces (cf. [MoS], Appendix D). From this,
one can define for every VOAV of rank c containingM (0)⊗2c a VOA W of rank 3c
containingV ⊗2c

B1,1
. There are five candidatesW on Schellekens list containingV ⊗16

B1,1
,

namelyWD24,1,WD2
12,1

,WD4
6,1

,WA8
3,1

andWA16
1,2

. They correspond to0, 6, 9, 2 and�

in this order. Again the uniqueness ofWA16
1,2

is unknown. The decomposition ofWA16
1,2

as

aV ⊗16
B1,1

-module obtained in [Sch] by a computer calculation follows from our analysis
of the case�.

The next table summarizes the relation between the markings forH8, theD1-frames
insideE8 and the Virasoro frames{ω1, . . . , ω16} insideVE8 as obtained in the last three
theorems. The arrow↙ (resp.↘) denotes the untwisted (resp. twisted) construction.
For a detailed explanation of the second row of the table see [H2]. Self-dualKleinian
codesare a generalization of the so calledtypeIV codes overF4. Especially, the notation
of amarkingof a Kleinian code is defined in [H2]. Finally,Ξ1 is theD∗

8/D8-code{0, s}
of length 1, where theD8-cosets ∈ D∗

8/D8 has minimal squared length 2.
type object marking/frame
D∗

8 /D8-code: Ξ1 A
↙ ↘

Kleinian codes: ε2 a b
↙ ↘ ↙ ↘

binary codes: H8 α β γ
↙ ↘ ↙ ↘ ↙ ↘

lattices: E8 K8 K′
8 L8 O8

↙ ↘ ↙ ↘ ↙ ↘ ↙ ↘
VOAs: VE8 0 6 9 2 �

Example II. The Golay codeG24, the Leech lattice3, and the moonshine moduleV \

The moonshine moduleV \ is theZ2-orbifold vertex operator algebra ofV3 associated
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to the Leech lattice3 which is itself the twisted latticẽLG24 coming from the Golay
codeG24 (cf. [B, FLM]). That is,V \ = Ṽ

L̃G24
.

To describe Virasoro decompositions of the moonshine module coming from mark-
ings of the Golay code, we must study these markings first. For the decomposition
polynomialPV \ (a, b, c) only, it is enough to compute the coefficientsWk,l of the sym-
metrized marked weight enumerator. The possible values forW8,l (and so forW16,l) for
the Golay code were computed by Conder and McKay in [CM]. They found 90 possi-
bilities. It is not clear if the numbersW12,l, which are also needed, can be determined
from theW8,l alone.

The markings for the Golay code are classified by the double cosetsZ12
2 .Sym12

\Sym24/M24. (The first subgroup is the stabilizer of a partition of the 24-set into 2-sets;
the second isM24, the automorphism group ofG24.) In fact there are 1858 different
classes of markings [Be].

The binary linear codeC ≤ F48
2 as defined in Sect. 2 depends also on the chosen

marking. Since for the moonshine module we have dimV \1 = 0 the minimal weight of
C is at least four. The following easy result gives an restriction on the dimension ofC.
Lemma 5.5. For every frame of48 Virasoro vertex operator algebras of rank12 inside
the moonshine module the dimension ofC is smaller than or equal to41.

Proof. Deleting one coordinate of the codewords of ak-dimensional codeC of minimal
weight 4 leads to a code of length 47, dimensionk and minimal weight at least 3. Minimal
weight 3 implies that the spheres of radius one around the codewords of this code are all
disjoint, i.e. we have the sphere packing condition 2k · (1 + 47)≤ 247 or k ≤ 41. �

There is indeed a special markingM∗, whereC meets this bound. A good way to
define it, is to describe the Golay code itself by a “double twist” construction. Starting
from the glue codeΞ3 of the Niemeier lattice with root sublatticeD3

8 one gets first the
hexacodeH6, a code over the Kleinian fourgroup, and from the hexacode one obtains
the Golay codeG24:

As a code overD∗
8/D8 = Z2 × Z2 = {0, 1, s, s̄} (where 1,s, s̄ are theD8-cosets

represented by (07, 1), ((1
2)7,± 1

2), respectively) one has (cf. [V])

Ξ3 = {(000), (s11), (1s1), (11s), (0s̄s̄), (s̄0s̄), (s̄s̄0), (sss)} .
The hexacode as a code overD∗

4/D4 = Z2 × Z2 = {0, a, b, c} (wherea = [(0, 0, 0, 1)],
b = [( 1

2 ,
1
2 ,

1
2 ,

1
2)] andc = [( 1

2 ,
1
2 ,

1
2 ,− 1

2)]) can be defined by

H6 = Ξ̃3 :=
(
Ξ̂3 + (δ3

2)0

)
∪

(
Ξ̂3 + (δ3

2)0 + (b0b0ca)
)
.

Here ̂ is the map induced from̂: D∗
8/D8 −→ (D∗

4/D4)2, 0 7→ 00, 1 7→ a0, s 7→ bb
and s̄ 7→ cb, and (δn2 )0 is the subcode of the Kleinian codeδn2 := {(00), (aa)}n of
length 2n consisting of codewords of weights divisible by 4.

In a similar way one gets

G24 = H̃6 :=
(
Ĥ6 + (d6

4)0

)
∪

(
Ĥ6 + (d6

4)0 + (1000 1000. . . 1000 0111)
)
,

where ̂ is the map induced from̂ : D∗
4/D4 −→ (D∗

2/D2)2 ∼= F4
2, 0 7→ 0000,

a 7→ 1100,b 7→ 1010,c 7→ 0110, and (dn4 )0 is the subcode of the binary codedn4 :=
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{(0000), (1111)}n of length 4n consisting of codewords of weights divisible by 8. This
is the usual MOG or hexacode construction of the Golay code and is a special case of
the twisted construction of binary codes from Kleinian codes (cf. [H2], last section).

In this description of the Golay code we letM∗ = {(1, 2), . . . , (47, 48)} the special
marking mentioned above. The marking used in [DMZ and H1] arose from the way the
Golay code was written there as a cyclic code.

The symmetrized marked weight enumerator for the markingM∗ of the Golay code
is easily computed (using for example the above description) and one gets

smweG24(x, y, z) = x12 + z12 + 39 (x4 z8 + x8 z4) + 48x6 z6 (5.1)

+
(
96 (x6 z2 + x2 z6) + 192x4 z4

)
y4

+
(
576 (x5 z + x z5) + 1920x3 z3

)
y6

+
(
48 (x4 + z4) + 288x2 z2

)
y8 + 128y12.

Another property of the markingM∗ is, that it has the largest stabilizer insideM24
among all the different markings, namely 26: [Sym4 × Sym3] of order 21032 = 9216
(see Appendix B), as was noted in [CM].

Remark 5.6.Assume that a marking is represented by the standard partition{(1, 2),
(3, 4), . . . , (23, 24)}. The markings of the Golay code that arise from markings of the
hexacode in the sense of Kleinian codes (cf. end of last subsection) are exactly the ones
for which the code (d6

4)0 is a subcode ofG′
24, a code equivalent toG24.

From Lemma 4.2, we get the decomposition of the Leech lattice3 ∼= L̃G24 under
theD1-frame belonging to the markingM∗. For the symmetrized weight enumerator
of the corresponding codẽ0 ≤ Z24

4 (see (4.2)). Corollary 4.2 gives:

swe
0̃

(A, B, C) = A24 + C24 + 23439 (A16 C8 + A8 C16) + 4032 (A6 C18 + A18 C6)

+378 (A4 C20 + A20 C4) + 60480 (A10 C14 + A14 C10) + 85484A12 C12

+
(

3072 (A2 C14 + A14 C2) + 43008 (A12 C4 + A4 C12)

+193536 (A10 C6 + A6 C10) + 307200A8 C8
)

B8

+
(

86016 (A11 C + A C11) + 1576960 (A9 C3 + A3 C9)

+5677056 (A7 C5 + A5 C7)
)

B12

+
(

6144 (A8 + C8) + 172032 (A6 C2 + A2 C6) + 430080A4 C4
)

B16

+262144B24.

As stated before, the markings for the Golay code are classified by the double cosets
Z12

2 .Sym12\Sym24/M24.
The classification of allD1-frames in the Leech lattice would seem to be more

complicated. From Eq. (4.2), we see that in the case where theD1-frame comes from a
marking of the Golay code the correspondingZ4-code0̃ contains the subcode (612

2 )0.
The following result gives the converse. Recall that theEuclidean weightof a codeword
is the minimal Euclidean squared norm of a coset representative in (D∗

1)24.

Lemma 5.7. Every self-annihilating evenZ4-code1 of length24 and minimal Eu-
clidean weight4 containing the subcode(612

2 )0 can be obtained from a marking of the
Golay code as in Eq. (4.2).
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Proof. LetK =
⊕24

i=1 Z ai a lattice of typeA24
1 in R24, i.e. theai are pairwise orthogonal

vectors of squared length 2. SetL =
⊕24

i=1 Z bi, with b2i−1 = a2i−1 + a2i andb2i =
a2i−1 − a2i for i = 1, . . ., 12, i.e.L is a lattice of typeD24

1 . Finally letM = 2K.
OnK, the groupZ24

2 :Sym24 acts by monomial matrices with entries±1 with respect
to the basis{ai | i = 1, . . . , 24}. The latticeL is fixed at least by the group of sign
changes. ClearlyK∗/K ∼= Z24

2 , L∗/L ∼= Z24
4 , M∗/M ∼= Z24

8 , with the induced action
of Z24

2 :Sym24 onZ24
2 andZ24

8 and ofZ24
2 onK.

The code1 ≤ L∗/L determines a self-dual even lattice3 of rank 24 and minimal
length 4. (This must be the Leech lattice since it is the unique self-dual even rank 24
lattice of minimal length 4.)

To prove the lemma we have to find a doubly-even self-annihilating binary code
G′

24 ≤ K∗/K equivalent to the Golay codeG24 such thatG′
24 determines1 = 0̃ as

in (4.2). (Instead of changing the markingM = {(1, 2), . . . , (23, 24)}, the choice which
is determined by the relation betweenK andL, we are permuting the codeG24; these
procedures are equivalent.)

The lattice3 defines a self-annihilating evenZ8-code� = 3/M ≤ M∗/M of
minimal Euclidean weight 4. If we start with our standard copy of the Golay codeG24

we get a latticẽ3, aZ4-code1̃ ⊂ L∗/L, and aZ8-code�̃ ⊂M∗/M .
Since (612

2 )0 is contained in1, we see easily that the code� contains all
(24

2

)
vectors

of type (42022). As a main step in the uniqueness proof of3 in [Co], it was shown that
such a code is unique up to the action ofZ24

2 :Sym24, i.e. we have aπ in this group such
thatπ(3̃)/M = 6. The copyG′

24 = π(G24) of the Golay code gives the code1 in L∗/L.
�

Finally we come to the Virasoro decomposition of the moonshine moduleV \ = Ṽ
L̃G24

.

The following theorem gives a precise description of the codesC andD as defined
in Sect. 2.

Theorem 5.8. The codeC associated to the special markingM∗ of the Golay code has
length48 and dimension41. Its annihilator codeC⊥ = {d ∈ F48

2 | (d, c) = 0 for all c ∈
C} is of dimension7 and equals the codeD which has generator matrix

1111111111111111 0000000000000000 0000000000000000
0000000000000000 1111111111111111 0000000000000000
0000000000000000 0000000000000000 1111111111111111
0000000011111111 0000000011111111 0000000011111111
0000111100001111 0000111100001111 0000111100001111
0011001100110011 0011001100110011 0011001100110011
0101010101010101 0101010101010101 0101010101010101


.

Proof. Recall the description of the Golay code given above. The codesH6 andG24 are
unions of two parts. The first part we call the untwisted part and the second is called the
twisted part.

First we show that the above matrix is a parity check matrix forC. From Theorem 4.10
we see that a codewordc ∈ G24 gives us an irreducibleT48-moduleM (h1, . . . , h48) with
all hi different from 1

16 if and only if c(k) ∈ {(0, 0), (1, 1)} for all k. The codewords
with this property are exactly the ones that are coming from the codeword (000)∈ Ξ3.
This gives the first three rows of the parity check matrix. The next two rows correspond
to the selection of the subcodes (δ3

2)0 ⊂ δ3
2 and (d6

4)0 ⊂ d6
4. Let Bn2 be the FVOA

(M (0, 0)⊕M ( 1
2 ,

1
2))⊗n with binary codeC(Bn2 ) = {(0, 0), (1, 1)}n of length 2n. The
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subVOA (Bn2 )0 is the FVOA belonging to the subcode ofC(Bn2 ) consisting of codewords
of weights divisible by 4 (cf. Proposition 2.16). Then the last two rows of the parity
check matrix correspond to the selection of the subcodes (612

2 )0 ⊂ 612
2 andC((B24

2 )0) ⊂
C(B24

2 ): these are the conditions
∏
εk = + and

∏
µk = +. There are no further conditions.

To determineD note first that the inclusionD ≤ C⊥ is Proposition 2.14 (3). To see
C⊥ ≤ D observe that the codewords{(s11), (1s1), (11s)} ⊂ Ξ3 correspond to the first
three lines of the generator matrix, the twisted parts ofH6 andG24 to the next two, and
two of the last three summands ofV \ = Ṽ

L̃G24
in Theorem 4.10 correspond to the last

two lines of the generator matrix.
Alternatively, one can computeD by using the self-duality of the moonshine

VOA [D3] and apply Theorem 2.19. �

The codeC is also the lexicographic code of length 48 and minimal weight 4 (see
[CS3], Th. 6). As mentioned there, it is a “shortened extended Hamming code" of length
64 in the following sense: If we extend the generator matrix ofD by the block

1111111111111111
1111111111111111
1111111111111111
0000000011111111
0000111100001111
0011001100110011
0101010101010101


,

we obtain a parity check matrix for the extended Hamming codeH64 of length 64. The
vectorsc ∈ F64

2 with 0’s in the last 16 coordinates belong toH64 if and only if the vector
of the first 48 coordinates belongs toC.

The automorphism group of this code is of type 212[GL(4, 2)×Sym3] and has order
495452160 (see Appendix C for a proof).

For future references we give the decomposition polynomial as obtained from Corol-
lary 4.12 in full. Remember thata, b andc count the modules of conformal weight 0,1

2,
resp. 1

16 (see Definition 4.11).

Corollary 5.9. The complete decomposition polynomial for the moonshine module be-
longing to the special markingM∗ is given by

PM∗
V \ (a, b, c) = a48 + b48 + 3300 (a44 b4 + a4 b44) + 189504 (a42 b6 + a6 b42)

+5907810 (a40 b8 + a8 b40) + 102156864 (a38 b10 + a10 b38)

+1088684372 (a36 b12 + a12 b36) + 7535996160 (a34 b14 + a14 b34)

+35232581487 (a32 b16 + a16 b32) + 114215080192 (a30 b18 + a18 b30)

+261496913352 (a28 b20 + a20 b28) + 427898196864 (a26 b22 + a22 b26)

+503871835740a24 b24

+
(
6144 (a30 b2 + a2 b30) + 430080 (a28 b4 + a6 b28)

+10881024 (a26 b6 + a6 b26) + 126197760 (a24 b8 + a8 b24)

+774199296 (a22 b10 + a10 b22) + 2709417984 (a20 b12 + a12 b20)

+5657364480 (a18 b14 + a14 b18) + 7212810240a16 b16
)
c16

+
(
184320 (a23 b + a b23) + 15544320a21 b3 + a3 b21)
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+326430720 (a19 b5 + a5 b19) + 2658078720 (a17 b7 + a7 b17)

+10041630720 (a15 b9 + a9 b15) + 19170385920 (a13 b11 + a11 b13)
)
c24

+
(
3072 (a16) + b16) + 368640 (a14 b2 + a2 b14)

+5591040 (a12 b4 + a4 b12) + 24600576 (a10 b6 + a6 b10)

+39536640 (a8 b8)
)
c32 + 131072c48.

It was shown in Chapter 4 of [H1] that for a self-dual vertex operator algebraV the
decomposition polynomial belongs to the ringC[a, b, c]G of invariants for some 3× 3-
matrix groupG of order 1152. The space of invariant homogeneous polynomials of
degree 48 is 7-dimensional and it can be checked that the above polynomial indeed
belongs to this space by using the explicit base given in [H1].

We expect that the analog of Remark 5.6 and Lemma 5.7 holds: Every self-dual
FVOA of central charge 24 and minimal weight 2 (i.e. dimV1 = 0) containing the
subVOA (B24

2 )0 can be obtained from aD1-frame of the Leech lattice as in the second
equation of Theorem 4.7.

Appendix

A. Orbits on Markings of a Hamming Code

Notation A.1.LetH be the unique binary code with parameters [8, 4, 4], the Hamming
code. We take it to be the span of (00001111), (00110011), (01010101), (11111111).
LetA := Aut(H) ∼= AGL(3, 2) (see Theorem C.3).

A markingis a partition of the index set into 2-sets.

The number of markings is
(8

2

)(6
2

)(4
2

)(2
2

)
/4! = 2520/24 = 105. We show that there

are three orbits ofA on the set of markings and determine the stabilizers. This group is
triply but not quadruply transitive on the eight indices.

Notation A.2. It helps to interpret the index set asV ∼= F3
2 with the obvious action

of A. So, 2-sets correspond to affine subspaces of dimension 1. Take a linear subspace
U ≤ V of dimension 1. LetT be the translation subgroup ofA and letL := StabA(0)∼=
GL(3, 2). LetM be a marking,S := StabA(M ). By double transitivity, we may assume
U ∈M . LetR ≤ T be the group of order 2 corresponding toU .

Caseα. We assume that all four parts of the markingM are cosets ofU . ThenS =
TStabL(U ) ∼= 23:Sym4, a group of index 7 inA.
Caseβ. We assume that exactly two parts of the marking are cosets ofU , sayU andW .
LetP andQ be the other two parts. ThenX := U ∪W is a dimension 2 linear subspace
of V andY := P ∪Q is its complement. BothP andQ are cosets of a common linear
1-dimensional subspaceU∗ 6= U of X.

LetR∗ be the fours group inT which corresponds toX;R∗ > R. Then,R∗ stabilizes
both{U,W} and{P,Q}, whenceR∗ ≤ S; in fact,R∗ = T ∩ S.

SinceA acts transitively on pairs of parallel affine 1-spaces,S acts transitively on
{X,Y }; letS0 := StabS(X) = StabS(Y ). ThenS0 has index 2 inS and acts transitively
on{U,W}; letS1 be the common stabilizer, index 2 inS0. Also,S0 acts transitively on
{P,Q}; letS2 be the common stabilizer, index 2 inS0. ThenS1 6= S2 (sinceR stabilizes
U andW but interchangesP andQ), andS4 := S1∩S2 /S andS/S4

∼= Dih8, a Sylow
2-group ofSym4 (via its action on the marking).
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It suffices to show that|S4| = 4. Clearly, elements ofS4 have square 1. The involution
which is trivial onX and interchanges the points within each ofP andQ is in L. The
same idea, withU , W replaced byP , Q gives an involution which is in a conjugate of
L, say inLg, whereg ∈ A interchangesX andY . Since these involutions are different,
|S4| ≥ 3. If 1 6= u ∈ S4 has a fixed point, sayv ∈ V , it may be interpreted as a linear
transformation by takingv as the origin; sinceu is an involution, its fixed point subspace
has dimension 2, and is a union of members ofM , so is one ofX or Y ; this meansu is
one of the two involutions already defined. Therefore,|S4| ≤ 4, whence equality.
Caseγ. We assume that all parts of the marking besidesU are not cosets ofU . It
follows thatS ∩ T = 1, soS embeds inL. Clearly, 7 does not divide|S|, soS embeds
as a proper subgroup of order dividing 24. Thus, the orbit here has length divisible by
8·7 = 56. By our above count of the number of markings, this must be the exact number.
We conclude thatS ∼= Sym4, since the only subgroups of odd index inGL(3, 2) are
parabolic subgroups [Ca], 8.3.2.

B. Automorphisms of a Marked Golay Code

We settle the stabilizer inM24 of the special markingM∗ we obtained in our description
of the Golay code and identifyM∗ with the exceptional marking of Blackburn, Conder
and McKay [CM] with parameters (48, 576, 96, 0, 39).

As noted in Sect. 5 our construction ofG is equivalent to the usual hexacode con-
struction, as in [G2] (5.25). The markingM∗ in this notation is gotten from the usual
sextet partition of the 24-set�

0 • • • • • •
1 • • • • • •
ω • • • • • •
ω̄ • • • • • •

by intersecting the columns with the unionsRow0 ∪Row1 andRowω ∪Rowω̄:

0 • • • • • •
1 • • • • • •

ω • • • • • •
ω̄ • • • • • •

The set of twelve resulting 2-sets formM∗.
In [G2], the action of the associated sextet group on� is described. The group

has shapeH := 263 · Sym6 and may be thought of asH:Aut∗(H), the affine hexacode
group (H denotes the hexacode) (5.25). As in [G2], Chapters 5 and 6, we use the notation
Ki for the 4-set in� occurring as theith column above andKij... denotes the union
Ki ∪Kj ∪ · · ·.

The obvious subgroup ofH which preservesM isH : P , whereP = S × 〈t〉 ∼=
Sym4 × 2, whereS is generated by the groups of permutations (1) the four-group of
row-respecting column permutations which interchange columns within evenly many
coordinate blocksK12,K34,K56; (2) the copy ofSym3 obtained by permuting the three
coordinate blocks (respecting the order within the blocks); (3) the permutationt is given
by the following diagram
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←→←→←→
←→←→←→
↖↗↖↗↖↗↙↘↙↘↙↘

[G2] (5.38), UP2.
The corresponding subgroupSym4 × 2 of Sym6 is maximal (since it is the sta-

bilizer of a 2-set in a sextuply transitive action). Since the “scalar” transformation
UP9 (5.38) [G2] (fixes top row elementwise, cycles rows 2, 3, 4 downward)

• • • • • •
↓ ↓ ↓ ↓ ↓ ↓

does not stabilizeM, it follows thatH : P is the stabilizer ofM in H.

Notation B.1.R := StabG(M),G := M24.

The next step is to determineR; we know thatR ∩H = H:P .
We take a clue from the symmetrized marked weight enumerator smweG(x, y, z) of

the Golay code as given in (5.1) and see that the parameters in the sense of [CM] are
(48, 576, 96, 0, 39). The next result is an exercise.

Lemma B.2. (i) The octads which contribute to contribute toc0 = 48 are those with
even parity and which are labeled by a hexacode word of the form(00xxxx), where
x = ω or ω̄ and where the zeroes occur in any of the three coordinate blocks; these
octads are unions of2-sets which are subsets of columns labeled byx.

(ii) The octads which contribute to contribute toc4 = 39 have even parity and are
one ofKij (15 of these) or are octads labeled by hexacode words(001111), with the
zeroes occurring in any of the three coordinate blocks; these octads are unions of parts
ofM which occur in columns labeled by1 (24 such octads).

Clearly,R permutes the sets of octads (i) and (ii).

Lemma B.3. The orbits ofH : P onX, the set of octads in (ii), are the following:

(a) K12,K34,K56 (length 3);
(b) Kij , for all {ij} 6= {12}, {34}, {56} (length12);
(c) octads labeled by some(001111)(length24).

Theorem B.4. R is a subgroup of index 7 in the stabilizer of the trio (a), whence
|R : R ∩H| = 3 andR ∼= 26: [Sym4 × Sym3].

Proof. We consider the action ofR onX. The octads inX which have only a 0- or a
4-set as intersection with all members ofX are the three in (a). So,R preserves this trio
and so is in the trio group,J , of the form 26[GL(3, 2)× Sym3]. The groupH : P is
a subgroup ofJ of index 21. We consider the possibility that 7 divides|R|. Let g ∈ R
be an element of order 7. Theng fixes at least 1 of the remaining 36 members ofX.
An element of order 7 inG fixes exactly three octads and clearly these are just the
octads of our trio (a), a contradiction. So,R has order 2103 or 21032. We eliminate the
former by exhibiting a permutation inR \ H; UP13 from (5.38) [G2] does the job.

l l l l l l

↖↗ ↖↗ ↖↗↙↘ ↙↘ ↙↘ . �



444 C. Dong, R. L. Griess Jr., G. Höhn

Finally we can identify our markingM∗ with the one in [CM]. This is not completely
obvious since the labelings chosen in [CM] are different from the standard ones, e.g. in
[Atlas] or [G2].

There are|G|/|R| = 26565 markings equivalent toM∗, but this is exactly the
number of markings obtained in [CM] with parameters (48, 576, 96, 0, 39), i.e. there is
only one orbit of markings with these parameters.

C. Automorphism Group of Certain CodesC and D of length 3 · 2d

We are studying binary codesC ≤ F�
2 , where|�| = 3 · 2d andD := C⊥ is spanned by

thed + 3 rows of the matrix

M :=



1111. . . . . . 1111 0000. . . . . . 0000 0000. . . . . . 0000
0000. . . . . . 0000 1111. . . . . . 1111 0000. . . . . . 0000
0000. . . . . . 0000 0000. . . . . . 0000 1111. . . . . . 1111
00. . . 0011. . . 11 00. . . 0011. . . 11 00. . . 0011. . . 11

...
...

...
0011. . . . . . 0011 0011. . . . . . 0011 0011. . . . . . 0011
0101. . . . . . 0101 0101. . . . . . 0101 0101. . . . . . 0101


.

Our problem is to findF := Aut(C) = Aut(D) ≤ Sym�.

Notation C.1.We partition� into three coordinate blocks01 := {1, 2, . . . , 2d}, 03 :=
{2d + 1, . . . , 2 · 2d} and03 := {2 · 2d + 1, . . . , 3 · 2d}.

Here is our main result; it was referred to after Theorem 5.8, ford = 4.

Theorem C.2. F ∼= 23d[GL(d, 2) × Sym3], where the23d may be interpreted as a
tensor product of ad and3 dimensional module for the factors ofGL(d, 2)× Sym3.

The two main parts of the proof consist of showing thatF preserves the partition
{0i} and the description the automorphism groups of the related length 2d codes.

Theorem C.3. (i) The codeJ spanned by thed vectors

0000. . . 0000 1111. . . 1111
0000. . . 1111 0000. . . 1111

...
0011. . . 0011 0011. . . 0011
0101. . . 0101 0101. . . 0101

has automorphism groupGL(d, 2).
(ii) The code spanned byJ and the all ones vector has automorphism groupAGL(d, 2);

the normal translation subgroup is the group of automorphisms which are trivial
modulo the span of the all ones vector.

(iii) There is a unique binary code of length2d and dimensiond in which all nonzero
weights are2d−1. It is equivalent to the code of (i).

Proof. See [AK], Chapter 5, for example. �
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Notation C.4.LetR be the span of the first three rows ofM and letS be the span of
the lastd. Note that the projections ofS orD to any0i block is a code as described by
(C.3). We observe that every element ofR has cardinality 0, 2d, 2 · 2d or 3· 2d and that
every element ofD\R has cardinality 3·2d−1. To check this, just verify it for elements
of S, a triply thickened [G2] (3.19) extended Hamming code, and note that the effect of
adding an element ofR to an elementd ∈ D is, for eachi, to take theith projection of
d to itself or its complement with respect to0i. So,F fixesR.

Lemma C.5. F := Aut(D) permutes the partition0i, i = 1, 2, 3, asSym3.

Proof. SinceF preservesR, we deduce thatF preserves the partition by examining
the three minimal weight elements ofR. On the other hand, any blockwise permutation
fixes the set of rows ofM (permutes the first three, fixes the rest). �

Notation C.6.LetH be the subgroup ofF which fixes each0i; the codeS (C.4) is a
triply thickened version of thed-dimensional length 2d code associated toGL(d, 2), as
in (C.3). It is clear that the natural action of a groupF0

∼= GL(d, 2)×Sym3 (first factor
F1 acting diagonally and the secondF2 as block permutations) is inF and stabilizesS.
Note that the second factor acts trivially onS.

Proof of Theorem C.2.There is a groupTi acting as translations on0i, identified withFd2
as in (C.3), and trivially on0j , for j 6= i; we choose these identifications to be compatible
with the action ofF2. The direct productT := T1× T2 × T3 is in F .

SinceH fixesR, we consider the action ofH onD/R. The kernel of this action
corresponds naturally to a subgroupHom(D/R,R), order 23d, and may be interpreted
as an element ofT as in the above paragraph. SinceT ≤ H and|T | = 23d, this kernel
is T . SinceF1 ≤ H inducesGL(D/R) onD/R,H = TF1 andF = TF0. �

D. Lifting Minus the Identity

Definition D.1. LetL be an even integral lattice. Alift of −1 is an automorphismθ of
the lattice VOAVL such that for allx ∈ L, there is a scalarcx so thatθ: ex 7→ cxe

−x.
(Here,ex means1⊗ ex, where1 is the constant polynomial.)

As usual, there is an epsilon function in the description of the lattice VOAVL,
ε : L× L→ C×, which is bimultiplicative and satisfiesε(x, y)ε(x, y)−1 = (−1)(x,y).

Lemma D.2. Letx, y ∈ L. For some integerk and scalarc, exke
y = cex+y (akb means

the value of thekth binary composition ona, b). In fact, we takek = −1− (x, y) and
c = ε(x, y), which is always nonzero.

Proof. This is obvious from the form of the vertex operator representingex. �

Lemma D.3. If the setS = −S spansL, then the set of allex, for x ∈ S, generates the
associated lattice VOAVL.

Proof. By Lemma D.2, we may assume thatS = L. LetV ′ be the subVOA so generated.
Note that for anyα ∈ L, α(−1) = eα(α,α)−2e

−α. ThusV ′ contains alleα andα(−1)
for α ∈ S. It is clear thatVL is irreducible under the component operators ofY (eα, z)
andY (α(−1), z) for α ∈ S, henceV ′ contains allp ⊗ eα, wherep is a polynomial
expression inα(n), for n < 0. It follows immediately thatV ′ = VL. �
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Notation D.4. LetM be the set of lifts of−1 andT the rank̀ torus of automorphisms
of VL associated toL. There is an identificationT = C`/L∗ so thatt = v + L∗ ∈ T
sendsex to e2πi(v,x)ex.

Lemma D.5. LetA be an abelian group,〈u〉 be a group of order 2 which acts onA by
lettingu invert every element ofA.SetB := A〈u〉, the semidirect product. Every element
of the cosetAu is an involution, and two such involutionscu anddu are conjugate in
B (equivalently, by an element ofA) iff cd−1 is the square of an element ofA. This last
condition follows ifA is divisible, e.g. a torus.

Theorem D.6. M forms an orbit under conjugation byT in Aut(VL).

Proof. Let x1, . . ., x` form a basis ofL. Given an element ofM , we may compose it
with an elementr ∈ T to assume it satisfiese±xi 7→ e∓xi , for all i. The conditions
e±xi 7→ e∓xi characterize an automorphism, since these 2` elements generate the VOA,
by Lemma D.3. This composition is the same as conjugation bys ∈ T such thats2 = r
or r−1. So, we are done if we prove thatex 7→ e−x for all x ∈ L. But this is clear from
Lemma D.2 sinceε(−x,−y) = ε(x, y). �

Corollary D.7. Given two lifts of−1 onVL, their fixed point subVOAs are isomorphic.
In fact, these subVOAs are in the same orbit ofAut(VL).
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