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Abstract. Resonant optical excitation of a direct bandgap
semiconductor below the band edge induces excitonic coher-
ences. Experiments based on transient four-wave mixing or
cw spectral-hole burning provide an excellent approach to
eliminate inhomogeneous broadening and enable determin-
ation of the time scale and origin of the decay of the opti-
cally induced quantum coherence. Such measurements are of
interest in basic physics since they reflect fundamental inter-
actions between the exciton and the surrounding environment
including, for example, lattice vibrations and interface fluc-
tuations. They also relate to potential applications of these
excitations such as in coherent control or quantum informa-
tion processing.

PACS: 71.35.-y; 78.47.+p; 39.30.+w

Optical excitations near the bandedge of direct bandgap semi-
conductors and semiconductor heterostructures are domi-
nated by the contributions from strong excitonic resonances
that form just below the bandedge. In the absence of dis-
order leading to inhomogeneous broadening, the spectral
linewidth of these resonances reflects the decay of optically
induced quantum coherence due to dephasing. Understand-
ing the physics of the dephasing process, which can be due
to energy relaxation as well as pure dephasing, i.e., processes
that lead to a loss of the coherence but with no changes in
excitonic population, provides important information on in-
teractions between the exciton and the surrounding environ-
ment including, for example, lattice vibrations and interface
fluctuations. This information is not only of fundamental im-
portance but also critical for many potential applications such
as coherent control and quantum information processing pro-
posed recently.

Dephasing represents the decay of the phase correlation
between two states that are prepared as a coherent super-
position state, for example|Ψ 〉 = C1|1〉+ C2eiωt|2〉 where
hω = E2 − E1. Dephasing can simply arise from a decay of
the probability amplitude of one of the states due to popu-
lation relaxation such as spontaneous emission. Such energy

relaxation processes can also be observed in the time evolu-
tion of the population of the relevant state∝ |Ci |2, which is
phase insensitive. Measurement of the dephasing rate, how-
ever, follows from probing an observable that is sensitive to
the relative phase betweenC1 andC2. Of particular interest to
the focus of this paper, is the dephasing rate associated with
the dipole coherence∝ C1C∗

2 e−iωt +cc. If the population de-
cays at a rate,Γ , then the dipole coherence decays at a rate
γ = Γ/2. Processes that lead to loss of coherence between
C1 andC2 (dipole or other coherence) without a decay of the
amplitude of eitherC1 or C2 are referred to as pure dephas-
ing and result in a total dephasing rate ofγ = Γ/2+γph with
γph being the pure dephasing rate. Theories that have con-
sidered the complications of general dephasing processes for
excitons at low temperature in semiconductors are in general
more complex than those in simpler atomic type systems (see
for example [1–5]).

In a homogeneously broaden system, one can either meas-
ure the line shape of the dipole transition, which will yield
a Lorentzian corresponding to the Fourier transform of de-
cay of the dipole coherence, or directly probe the decay by
time resolving the emitted coherent radiation following an
impulse resonant excitation. Figure 1 shows as an example
the time resolved free polarization decay (FPD) from homo-
geneously broadened exciton resonances in a bulk thin film of
GaAs [6]. In this study, the sample was slightly strained to lift
the heavy-hole (hh) and light-hole (lh) degeneracy. The FPD
shows a simple exponential decay of the dipole induced co-
herence with a series of dipole coherence beats superimposed
on the decay representing the interference of the coherent ra-
diation emitted from the hh and lh excitons.

In heterostructures such as quantum wells and quantum
dots, the excitonic resonances as observed in photolumines-
cence (PL) or photoluminescence excitation (PLE) are broad-
ened far beyond the fundamental linewidth from dephasing
due to inhomogeneous broadening induced by interface dis-
order. Confinement of excitons by the potential barriers leads
to a shift of the excitonic resonances from that expected in the
ideal three dimensional case. Fluctuations in the well thick-
ness, which are known to occur on various length scales,
lead to spatially dependent shifts in the energy level struc-
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Fig. 1. Time resolved emission of the free polarization decay following
excitation of the homogeneously broadened hh- and lh-exciton lines in
a strained layer of bulk GaAs.Inset: frequency spectra of the co-polarized
emission. The overall decay represents the loss of dipole induced coherence
at the dephasing rate. The oscillations of dipole coherence beats between
the heavy-hole and light-hole exciton

ture. A macroscopic average of these effects lead to signifi-
cant inhomogeneous broadening of the resonance by typically
a factor of 10 or more.

Two very different approaches can be used to obtain in-
formation on intrinsic dephasing processes in these inho-
mogeneously broadened systems. Near field linear [7] and
nonlinear optical spectroscopy [8, 9] provide adequate spatial
resolution to enable the study of single isolated excitons, thus
eliminating effects of inhomogeneous broadening associated
with an ensemble average. Coherent nonlinear optical spec-
troscopy in the far field based on third order nonlinear optical
processes also provides similar information on dephasing as
well as enabling, with relative ease, a more complete de-
termination of various dephasing processes such as spectral
and spatial diffusion and pure dephasing. It should be noted
that measurements at very high spatial resolution [7] have
recovered the narrow linewidth first reported using coherent
nonlinear optical spectroscopy. In addition, these studies also
show that in some cases, the dephasing process itself can
be the origin of the nonlinear optical response, as discussed
below.

Nonlinear optical spectroscopy based on the third order
nonlinear optical response can be viewed as a four-wave mix-
ing process and can be carried out in either the transient
or frequency domain. The most common approach in use is
transient four-wave mixing which, in the presence of inhomo-
geneous broadening, leads to the ordinary or stimulated pho-
ton echo, depending on geometry. This technique highlights
short time scale relaxation phenomena but lacks spectral sen-
sitivity. Four-wave mixing in the spectral domain is closely
related to the older methodology of spectral hole burning.
This approach tends to emphasize the relatively longer time
scale phenomena but provides excellent spectral resolution
and maximum intrinsic signal-to-noise since the duty cycle
for the measurement is 100%.

A significant challenge in these nonlinear optical meas-
urements, particularly for the time domain measurements, is
that in order to probe intrinsic dephasing phenomena, the ex-

Fig. 2. Optical configuration for 3-beam FWM in the phase conjugate geom-
etry

citation density must remain very low. This is because of the
large scattering cross section for exciton-exciton and exciton-
electron/scattering [10–13]. In the case of typical quantum
wells, it is thus important to avoid exciting the continuum
and to keep the exciton density well below 109 excitons/cm2.
In most cases, this is readily obtained, but requires the use
of low noise geometries, phase sensitive detection, and sig-
nal averaging. It is then further necessary to confirm that all
measurements are truly density independent.

The lowest noise experimental approach with the great-
est measurement capability is based on 3-beam four-wave
mixing in the phase conjugate geometry, shown in Fig. 2.
An excellent review of the physics and the details pertain-
ing to the various measurements that can be made can be
found for transient FWM excitation in [14, 15] and for cw
FWM in [16, 17]. TheE1 field is amplitude modulated al-
lowing for phase sensitive detection of the signal. In some
cases, it is important to amplitude-modulate at high frequency
(>100 MHz) to reduce the contribution to the signal from
slow contributions to the nonlinear optical response, such as
thermal effects, or in some cases even undesirable physical
processes such as spectral diffusion [18]. For coherent tran-
sient excitation, the modern titanium-sapphire lasers provide
excellent amplitude stability, but typically, their pulsewidth is
too short resulting in a pulse bandwidth that excites multi-
ple states and the continuum. For dephasing measurements,
it is necessary to reduce the pulsewidth to 5–10 psec, though
care is needed to ensure an adequate contrast in the pulse
shape. Measurements presented in this paper were made, for
the most part, with synchronously pumped modelocked dye
lasers which have excellent contrast in their pulse shape. For
the frequency domain measurements, it is necessary that the
lasers be frequency locked and continuously tunable (e.g., the
model 899-21 or 899-29 series from Coherent, Inc.) Diode
lasers in principle are good, but do not yet have the necessary
tunability needed for many experiments, and in some cases
side band suppression may not be adequate.

In the following, we will examine in detail results from
both high resolution cw and coherent transient nonlinear op-
tical spectroscopic studies and show how these studies reveal
fundamental processes contributing to dephasing. In addition,
we also show that the role of disorder is extremely complex,
resulting in significantqualitative changes in the physical
behavior.

1 CW spectral hole burning

Because of the high resolution of frequency domain spec-
troscopy, spectral-hole-burning is an extremely informative
especially since it can also directly reveal spectral diffusion
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processes. In these experiments, the fields shown in Fig. 2 are
derived from frequency stabilized tunable lasers. Typically,
ω2 −ω1 = δ andδ is adjusted to be smaller than energy re-
laxation time scales of interest. In the simplest case, the two
fields come from the same laser andδ = 0. These fields are
tuned to a given frequency within the inhomogeneous absorp-
tion profile. The signal is recorded as a function ofω3.

A simple example of the result is shown in Fig. 3 where
data is obtained for a 2 meV broad photoluminescence hh-
exciton line in a 60 period multiple quantum well [19]. The
line shape is considerably more complex than that of a sim-
ple inhomogeneously broadened resonance [16] which would
appear as a simple Lorentzian with FWHM of 4γ . Indeed, it is
well known that cw measurements emphasize long time scale
events. The low energy tail of this line shape is in fact due to
spectral diffusion, i.e., the movement of excitons at energyE
to energyE ′. A measurement of the temperature dependence
of the rate of migration shows that the mechanism of migra-
tion appears to be due to phonon assisted tunneling, though
thermal activation may also contribute. At low temperatures,
the phonon assisted migration model developed by Takaga-
hara [2] shows that excitons resonantly excited are in a non-
equilibrium state and can migrate to other sites by emitting
or absorbing acoustic phonons. The migration is due to the
overlap of the exciton wave function in different sites when
the inter-site distance is small; the inter-site dipole-dipole in-
teraction mediates the migration process when the inter-site
distance is much greater than the localization length. The typ-
ical magnitude of participating phonon wave vectors is within
a few times of the inverse of the localization length corres-
ponding to phonon energies of order 0.01 to 0.1 meV. The
theory further predicts a distinctive temperature dependence
for the migration rate. At low temperatures, the dependence
is described by exp(BT α). In this expression,B is positive
and independent of temperature but is expected to increase
with the exciton energy and depends on details of interface
roughness;α is estimated to be between 1.6 and 1.7. The pre-
dicted temperature dependence is quite different from that of
variable range hopping used by Mott to interpret electronic
conduction in the localized regime [20]. The difference has
been attributed to the long-range nature of the inter-site in-
teraction and the phonon emission process involved in the

Fig. 3. The FWM spectral hole burning response with the two forward
beams tuned 1.5 meV below line center. The data shows the narrow spectral
hole as well as the presence of excitation below line center due to spectral
diffusion of excitons excited within the spectral hole

migration of the localized exciton. The temperature depen-
dence has been observed in transient hole burning experi-
ments in an InGaAs/InP QW where all excitons are localized
by alloy disorder [21]. Measurements of the relaxation rate
in this system confirm this behavior at low temperature, and
the dephasing is due to decay of exciton excited at the laser
wavelength to another state.

From these measurements, it is hard to know if the width
of the narrow line is due entirely to dephasing, or whether
it has a component due to spectral diffusion, a problem usu-
ally associated with cw measurements which are known to
emphasize long time scale events. Hence, time domain meas-
urements are usually considered more advantageous in this
regard. However, it is in fact straight forward to suppress long
time scale events by setting a frequency difference between
fields E1 and E2 that is comparable or larger than the relax-
ation time of the long lived components. This was required
for studies of the excitong-factor and showed that the narrow
feature in Fig. 3 showed minimal broadening due to spectral
diffusion [18]; i.e., the linewidth was due entirely to dephas-
ing due to phonon assisted migration.

While exciton-phonon interactions clearly lead to spectral
diffusion and dephasing, other extrinsic mechanisms lead-
ing to dephasing include scattering by incoherently generated
electrons/holes and excitons. A comprehensive study of this
behavior was made using transient self diffracted four-wave
mixing [10]. The measurements showed that generation of
free electrons is about an order of magnitude more effective
at inducing dephasing than free excitons.

2 Transient four wave mixing

Given the rapid development of ultrafast laser technology and
the prevalence of these systems in laboratories, coherent time
domain measurements provide a relatively easy means to fol-
low dephasing processes. An extensive review of the physics
of this measurement is given in [14]. In an ideal homoge-
neously broadened system, the FWM interaction leads to
emission of the coherent free polarization decay in the direc-
tion determined by phase matching (counter propagating with
respect toE2 in the phase conjugate geometry). However, if
the system is inhomogeneously broadened, integration over-
all the radiators leads to destructive interference of the signal
following the third pulse and no signal, initially. At the time
t2 − t1, following the third pulse, constructive interference oc-
curs, producing a signal called the stimulated photon echo (or
simply a photon echo in the case of two-beam self diffracted
FWM) [22, 23] with an amplitude that exponentially decays
according to 4γ if the echo intensity is time integrated. In
a time resolved experiment, with transformed limited pulses,
the width of the echo is determined by the inhomogeneous
width (assuming a simple Gaussian distribution). The first re-
port of the simplest echo, a two beam self diffracted time
resolved photon echo was presented in [24]. These measure-
ments provided the first indication that the rephasing of the
dipole coherences in an inhomogeneously broadened system
needed to observe an echo (i.e., a signal that occurs at time
t2 − t1 after the second pulse) occurs for excitons in a semi-
conductor. In general the theory for this process in an ideal
semiconductor is more complicated because of contributions
from the continuum and can lead to more complex temporal
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structure in the time resolved emission [25–29]. However, in
the presence of disorder, the extended state nature of the wave
function is absent, and the data appears to be well described
by the usual density matrix description of these systems, if
appropriately generalized.

Coherent transient spectroscopy has been particularly use-
ful in the study of disordered systems. A striking prediction
due to interface disorder in two dimensional systems has been
the presence of a mobility edge [30]. The mobility edge is
the transition energy that divides localized states from ex-
tended states and is characterized by a corresponding increase
in the exciton mobility (and diffusion coefficient) and dephas-
ing rate. Strong evidence for this was first reported in [31]
with similar behavior reported in hole-burning type experi-
ments described above [19, 32]. Indeed, the mobility edge is
believed to occur near the mid-point of the inhomogeneous
line, and in some cases hole burning was not observed above
line center, indicating a fast dephasing time. However, the
understanding of this behavior remains incomplete as not all
structures are characterized by this edge. A model that re-
lates the existence of the edge to a detailed description of
the disorder is lacking in spite of excellent experiments char-
acterizing these states (see for example [33] and theory and
experiment in [34, 35]).

More specifically, under experimental conditions that em-
phasize the presence of disorder (T < 5 K and low exciton
density,n < 5×109 cm−2) the coherent transient response
shows the complex nature of localization. For example, inter-
pretation of the time integrated coherent FWM response for
either homogeneously or inhomogeneously broadened sys-
tems that follow the theory for simple non-interacting two-
level systems is well understood (see for example [14]).
However, in the presence of disorder, interpretation of the
time integrated response can be considerably more complex.
Measurements show that only at the lowest excitation levels
is a simple photon echo observed in quantum well struc-
tures. At higher excitation levels, the time resolved emission
shows the presence of two signals corresponding a free po-
larization decay as well as a photon echo [36], each signal
arising from excitons characterized by different dephasing
rates, exciton mobilities, etc, indicating the co-existence of
both localized and extended states [37]. Such an interpre-
tation was clearly controversial [38], but further theoretical
support for such behavior has recently been presented [39]
which shows that localized and delocalized states can exist at
the same energy, though spatially distinct. Compelling data
supporting this thinking is shown in Fig. 4a which shows
a time-integrated response of the FWM response [40]. In the
usual picture, this response is a simple exponential decay,
characteristic of the usual Markoff approximation. However,
the decay in Fig. 4a is clearly multi-exponential. Moreover,
the magnitude of the prefactors associated with the different
exponential components depend on excitation energy. As-
suming a simple bi-exponential and allowing the prefactors to
vary with wavelength, the entire data set (the decay associated
spectrum) is well fit without allowing the decay rates to be
excitation energy dependent. Figure 4b shows the magnitude
of the two prefactors as a function of energy along with the
corresponding exciton lineshape. The data clearly shows the
presence of two classes of excitons characterized by different
dephasing rates. This data, coupled with other measurements
showing different activation energies for relaxation for each

Fig. 4. a The time integrated photon echo decay measured near line cen-
ter with a biexponential fit (full line) and a single exponential fit (dashed
line). Also shown is the tripled laser pulse indicating the pulse-width limited
part of the photon echo decay.b The decay associated spectra (DAS) cor-
responding to the fast (triangles) and slower (circles) component of the
biexponential decay relative to the optical density of the resonance. The
dashed line shows the absorption line shape

exciton component, demonstrates the theoretical prediction of
the potential for both localized and extended states to coexist
at the same energy, though in different regions of the sample.
It is assumed in this interpretation that the faster dephasing
rate of the higher energy states corresponds to exciton states
with more extended wave functions. This assumption is sup-
ported by the fact that these states were also shown to have
relatively high mobility compared to the lower energy states
with smaller dephasing rates which had no detectable mobil-
ity, corresponding to strong localization.

Another distinct advantage of coherent transient nonlinear
spectroscopy such as stimulated photon echoes is its ability to
determine both the population decay,Γ , and the total dephas-
ing rate,γ , thus enabling us to determine the pure dephasing
contribution given byγph = γ −Γ/2. While the concept of
pure dephasing is well established in atomic physics, pure
dephasing is not expected in ideal three-dimensional semi-
conductors because of crystal momentum conservation. For
lower dimensional semiconductors, however, pure dephasing
processes become important since the breaking of translation
symmetry relaxes the requirement of crystal momentum con-
servation. In this regard, disorder in semiconductors can also
strongly affect contributions of pure dephasing to the over-
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all dephasing process. In addition, the confinement in these
structures can to a certain extent suppress energy or popula-
tion relaxation.

A clear demonstration of pure dephasing in semiconductor
heterostructures was carried out in a narrow GaAs/AlGaAs
QW with a well width of 2.8 nm [41]. Lower energy excitons
in these narrow QWs have been shown to be confined in inter-
face islands with a lateral dimension of 40 nm [42–44]. The
energy level structure of excitons also exhibits weak 3D con-
finement. Figure 5a shows experimental results that compare
directly dephasing measurement with population decay meas-
urement by using the stimulated photon echoes. Note that the
population decay is characterized by two decay components.
The fast component reflects overall population relaxation rate
of excitons and includes contributions from exciton spectral
diffusion, thermal activation to higher excited states as well
as radiative recombination. The slower component is due to
a thermalized exciton distribution with the relaxation rate
determined by the exciton radiative recombination rate. Fig-
ure 5b shows the corresponding energy dependence of the
relaxation rates obtained at 10 K. To avoid complications due
to exciton-exciton interactions, data shown in Fig. 5b (and
later in Fig. 5c) were obtained by extrapolating the decay
rates to the zero exciton density limit. As shown in Fig. 5b, at
very low temperature,γ ∼ Γ/2 and very little pure dephasing
is observed. The absence of pure dephasing at very low tem-
perature has also been confirmed by studies based on single
exciton spectroscopy.

Pure dephasing contributions become important with in-
creasing temperature and become the dominant contribution
to the dephasing process at elevated temperatures as shown
by the temperature dependence of both dephasing and pop-
ulation decay rates in Fig. 5c. The strong temperature de-
pendence shows that the observed pure dephasing arises
from exciton-phonon interactions. Pure dephasing induced
by electron-phonon interactions can be understood qualita-
tively by using the Huang-Rhys model and can also be viewed
as due to acoustic phonon side bands. Within the limit of
the Huang-Rhys model, the primary effect of the exciton-
phonon coupling is a shift in the equilibrium position of lat-
tice vibrations and a temperature-independent polaron shift
of the exciton energy [45, 46]. Thus, the ground and ex-
cited states of the coupled exciton-phonon system can be
described (in terms of eigenfunctions of the uncoupled sys-
tem) by|φg〉|ϕm(x)〉 and|φe〉|ϕn(x −a)〉, whereϕm(x) is the
wave function for a phonon state withm phonons,x is the
phonon coordinate with a being a relative shift in the equi-
librium position induced by the exciton-phonon coupling, and
φg and φe are the wave functions of the electronic ground
and excited states, respectively. The dipole matrix element
between the ground and excited states of the coupled system
is then〈φg|r|φe〉〈ϕm(x)|ϕn(x −a)〉. The optical transition can
take place between states involving different phonon num-
bers since〈ϕm(x)|ϕn(x −a)〉 �= 0 even whenm �= n and can
be viewed as transitions between two quasi-continuous mani-
folds. The resulting spectral broadening of the optical transi-
tion depends on the relative strength of relevant transitions but
does not involve population relaxation of the excitonic states.

To describe the pure dephasing processes in excitons with
weak 3D confinement, it is also necessary to generalize the
Huang-Rhys model to include off-diagonal electron-phonon
coupling that mixes different excitonic states. The solid and

Fig. 5. a FWM response at 10 K for excitons at 7184 Å.Solid lines show
the exponential fit to the response. (Right Panel) As a function oft1 − t2
with t1 = t3. Dephasing rates derived are 0.026 ps−1. (Left Panel) As a func-
tion of t3 − t2 with t1 = t2. Population decay rates derived are 0.04 ps−1

and 0.01 ps−1 for the fast and slow component, respectively.b Energy de-
pendence of exciton dephasing rates (circles) and population decay rates
(squares) at 10 K. Absorption spectrum of the lower energy hh exciton res-
onance is also plotted.c Dephasing rates (circles) and half population decay
ratesΓ/2 (triangles) as a function of the temperature. Thesolid and dashed
curves show theoretical results of dephasing rates for the exciton ground
state with and without the contribution of off-diagonal electron-phonon in-
teractions, respectively

dash lines in Fig. 5c shows theoretical calculations of dephas-
ing rates with and without the contribution of off-diagonal
electron-phonon coupling, respectively [41]. It should also be
pointed out for semiconductor nanostructures with strong 3D
confinement such as CdSe nanocrystals, contribution from the
off-diagonal electron-phonon coupling to the pure dephasing
process can become negligible due to large energy separation
between relevant excitonic states.

Finally, we note that dephasing, while usually being con-
sidered a feature of the coherence decay rate reflected in
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either hole burning or coherent transient measurements, can
also be a source of the coherent nonlinear optical response.
This highly unintuitive result can be understood by consid-
ering the simple relationship between dephasing and exciton
density. Namely, exciton induced dephasing (EID) is the re-
sult of the fact that the dephasing rate is given by the intrinsic
dephasing rate,γ , and a contribution due to exciton scatter-
ing, ξNe, whereξ is a parameter related the scattering cross
section, andNe is the exciton density. The full polarization
is given byP = κE e−iωt[ω−ω0 − i(γ0 + ξNe)]−1 + cc. Since
Ne = η|E|2, a simple Taylor series expansion for weak fields
provides a third order polarization proportional toξ, the EID
term. The initial evidence for the dominance of this term over
other manybody contributions to coherent nonlinear optical
response was quite striking as seen in a thin film of pure
GaAs [47]. In a quantum well structure, the issues are more
complicated as both local field effects [48] and the biexciton
also play a role. But very sophisticated measurements of the
time dependent E-field polarization reveal the deconvolution
of these effects [49, 50].

In summary, we have reviewed the basic approaches to
the study of excitonic dephasing in heterostructures, and ex-
amined some of the basic physical processes underlying the
loss of quantum phase. The description remains necessarily
qualitative as much remains to be understood in these sys-
tems including the development of a microscopic theory for
disorder that is based on a more complete experimental un-
derstanding.
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