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Abstract. Our objective is to study a nonlinear filtering problem for the observa-
tion process perturbed by a Fractional Brownian Motion (FBM) with Hurst index
1

5 < H < 1. A reproducing kernel Hilbert space for the FBM is considered and a

“fractional” Zakai equation for the unnormalized optimal filter is derived.
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1. Introduction

The goal of nonlinear filtering theory is to estimate a signal process (X;)(0 <t < T)
observed in the presence of an additive noise. Consider a complete probability space
(2, F, P) and a family (F;),> of right-continuous increasing P-complete sub-o -fields
of F.Let X = (X,,t € [0, T]) be a measurable, F;-adapted stochastic process with
values in a complete separable metric space S. The simplest model for the observation
process (Y;) is given by

t
Vo= [ hxodse B, osrsT. (1)
0
where (B;) is a standard Brownian Motion (BM), and & € C(S) satisfies
T
/ W2 (X,)(w)ds < 00 (P-ass.). 2)
0

The classical model (1)—(2) can be written in the following form:

Y(0) = Fi(X(w)) + Bi(w), 1[0, 7], 3



82 A. Amirdjanova

where {F; (X (w)), t € [0, T]} is (P-a.s.) an element of the Reproducing Kernel Hilbert
Space (RKHS) of the BM on [0, T'].

The objective of this paper is to investigate a nonlinear filtering problem in the case
when an additive observation noise exhibits a certain long-range dependence structure.
Namely, let (BIH ,t € [0, T]) be a Fractional Brownian Motion (FBM) with (fixed) Hurst
index 1 < H < 1 and let H(B") stand for the RKHS of (B}, t € [0, T]). We study the
following analogue of the model (3):

Y(0) = F(X (@) + B (w), t€[0,T], “

where {F (X (w)} € H(BY) for almost all w.

In Section 2 we present important properties of the RKHS H (B") and give a more
explicit form to the observation model (4). Here we use the results on (B) obtained
by Barton and Poor [1]. In Section 3 we derive a Bayes’ formula for the optimal filter for
the observation model with FBM noise and state a corresponding “fractional” Zakai-type
equation for the unnormalized conditional expectation.

Let us give a few comments on other types of filtering models considered in the
literature. Interesting results on linear filtering with FBM were obtained by Kleptsyna
et al. in [5]-[7] and Le Breton in [8]. As far as nonlinear theory is concerned, Coutin
and Decreusefond in [2] considered a nonlinear filtering model where both the signal
and the observation are solutions of a stochastic differential equation driven by a mul-
tidimensional FBM. A nonlinear filtering model with FBM in the signal process (and a
Brownian component driving the observation process) was also investigated by Kleptsyna
etal. in [4].

2. RKHS H(B*) and the Observation Process Model

Let us fix a complete probability space (2, F, P) on which all random processes are
defined. For a given H € (%, 1), let B = (B!t € [0, T]) be an FBM with Hurst
index H. Namely, B has the following properties:

(i) B is a Gaussian process with continuous sample paths and stationary incre-
ments.
(i) Béf =0, EBtH = 0 for all + > 0 and the covariance kernel is given by

2
C
Ryt 1) i= EBI BT = —{In|*" + [ — |t — "}, ©)
where
re—-2H H
2= Var(BlH) = — ( ) cos(r H)

THQH — 1)

It is well known that B is self-similar with self-similarity index H, B is not a semi-
martingale and (since H € (%, 1)) has a long-range dependence structure, i.e.

o0
> Cov(B{". Bf,, — B') = oco.
n=0
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Let H(B*) denote the RKHS of B = (B ,t € [0, T]). Then H(B") satisfies the
following conditions:

(i) H(B™) is a Hilbert space of real-valued functions on [0, T].
(ii) V£ € [0, T], Ry(-,t) = Cov(BH, B/') € H(BY).
(i) Vg € H(B™), (g(-), Ru (-, 1)) psmy = g(1).

Specifically, by Theorem 4.4 in [1], for % < H < 1, H(B") consists of functions of
the form

g(t) = f g ()yu(s, 1) ds, 1€[0,T], (6)
0

where g* € L*([0, T]),

gl/2—H '

vu(s, 1) i= ———— | 712 — )" ax, (7
T(H-Js

and Vg1, g» € H(BM),
T
(81, &2)HHy = / g1 (5)85(s) ds. ®)
0

Note that any g from H(B*) has a derivative almost everywhere in [0, T']. For almost
all ¢ € [0, T, the relationship (6) between g and g* can be inverted:

d ! 0
woy _ H=-129
g =t 7 (/0 k(t, r)afg(f)df), 9
where
._ _ _\1/2—H_1/2—H
k(t, 1) := 4”% e (t—1) T . (10)

The observation model (4) can then be written as

Yi(w) = / h(Xs(@)yu(s, 1) ds + B/ (), te€[0,T], (11)
0
where
st2H Y H=3/2

VH(S’I)ZF(H——%)K T (t — ) dr,

and h € C(S) satisfies
T
/ W (X)) (w)ds < oo (P-as.). (12)
0

Let us also assume the following condition:

(X,) is independent of (B/). (13)
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3. Bayes’ Formula and a “Fractional” Zakai-Type Equation

Let (F¥) be the natural family of X, and let (F2") be the natural family of B . Since X
is independent of B¥, we can assume that (X,) is defined on (QX, FX, (FX), P¥), and
(BH) is defined on (28", FB" (FB"), PB"), where @ = Q¥ x QB", F = FX x FB",
P = PX x PP Define F¥ = FX x (8, Q8"), FB" = (9, @X} x FP" and put
FY =o{¥;,0 <5 <t}.Let P be the restriction of P to Fy.

Theorem 1. Assume the conditions of the model (11)—(13). Then for any integrable
and F3 -measurable function f, we have that (PY-a.s.)

_ Jax @) explow (0 (@)} PX (i)

E[f | F () — (14)
O explaw (1) (@) PX (du)
where
() (@) = f h(xs(u’»s‘“/zd( / sk(s, r)de(w)>
0 0
l ! / 2
— = f [h(X, (")) ds, (15)
2 Jo
and
k(S, T) = ﬁ(s — f)l/Zthl/ZfH. (16)

Proof. 'The proof is based on the reference probability method. Let Q (-, ) be a version
of the conditional probability relative to F; on the o-field ), i.e.

QA 0) = E(1, | F)(@)  (P-as.), (17)
VA € FY. Then,Vo/' = (', V') € Q, A € F/,
0(A, @) =8, x PE"(4), (18)

where §,, is a probability measure on ]?%( with total mass concentrated at {u’'}.
Moreover, under the law 8, x P2", (B) is an FBM and

t
Y (w) =/ v (s, Dh(X,(u')) ds + B! () (as.), (19)

0
Vt € [0, T]. Define .7:"}' = F' v {all (-, ')-null sets in F1}. Then B (w) and Y, (w)
are both ]:'ty -adapted and, under Q(-, ®’), are FBMs with mean functions zero and

B(t; u'), respectively, where

Bt u') = / yu(s, Hh (X)) ds, t€[0,T]. (20)
0
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Let
5 B T
QY = {u e Q% / h* (X, (u))ds < oo},
0

then PX(Qf) = 1andVu € Q¥, B(-; u) € H(B™). Letus denote by H(B'") the RKHS
of B restricted to [0, ¢]. Then, Yu € Qg, B(-; u) viewed as a function on [0, 7] belongs
to H(B"1). Let Q9 = Qf x Q" Fix o’ = (', v') € Q. Since Q o (B")™'(-, ) =
OC, )o(BE)land QoY !(-, ') = Q(-, »') o Y~ ! are Gaussian measures on C[0, 7]
with the common covariance kernel

2
C

2H 2H 2H

RH(SI’SZ):EHSH + 127 — |s1 — 52|77}

and mean functions 0 and (B(s; u’), 0 < s < t) from H(BY!"), by Theorem 5A in [9],
the two measures are mutually absolutely continuous and the Radon—Nikodym derivative
is given by

dQoy™!

W(Y) = exp{(Y, B(;u)); — %”ﬂ('; M/)”%-[(Bmz)}, (21)

where

(Y, BCiu)) = (BCiu') + B BCiu))e =BG u) 15y gany + (B 1)),
and g is the congruence satisfying the following conditions:

(i) @: H(BH!") — L2(BHI").
(i) ¢(Ru(-,s)) =B, Vs €[0,1].
(iii) E[e(g)] =0, Covlp(g1), ¢(g2)] = (g1, &2) 1)

Consider an orthogonal increment process (Z,) given by
t
Z, = / k(t,t)dBY, t €0, T], (22)
0

with the kernel k(¢, 7) defined by (10). Then one can show (see [1]) that
t
(B, g), :=g(g) = / g (s)s"""?az,, Vg eH(B™.
0
For B(-; u') € H(BY"), the function h(X.(u')) plays the role of 8*(-; u’). Thus,
t
P(B(su)) = / h(X(')s™ =12 dz,
0
and

1G5 1) g gy = /0 [A(X, )P d.
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Let

oy (D)(@) = (Y (@), BC, t))r = SNBC, u) ey (23)
Then

e (t) = /0 th(&(u/))s*'—'/zdzs% /0 t[h(xsw/))]zds, (24)
where

t t t
0
Z,:/ k(t,s)dB_f’:/ k(t,s)dYX—/ k(t,s)—B(s,u’)ds,
0 0 0 ds

and, in view of (9),

t t
Z = f k(t,s)dY, — f s (X (') ds.
0 0

Therefore, we obtain that (24) has the following form:

a () () = / h(xs(u’»s‘“/zd( f Sk(s, r)dYr(w))
0

0

_! f h (X, ()T ds. (25)
2 Jo

Consider the measure A, on F, given by
dhe (-) = exp{—a, (1)} dQ(-, &). (26)

Under Q(-, o),
/ h(X,(u))s"~1 dZ, ~N(0,/ [h(XS(u/))]zds>.
0 0

Then A, is a probability measure on F and Y is a mean-zero FBM under 1. Also
he, = A, ON FY,ie. it does not depend on «'. Let us call it just A. By Lemma 11.3.3
in [3] (A-a.s.),

do(-, o
g (w, o) = %(w) = expfay (1) (@)},

which is (F) x FX)-measurable, and for ;¥ -measurable and integrable function £,

E[f I ]:tY](w) — ffzx f(u/) CXP{au/(t)(wg}ﬁX(ldu/)
Jax expla (1)(w)} PX (du')

(PY-as.). O
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Remark 1. Bayes’ formula for the model (11)—(13) could be obtained directly from
the classical Bayes’ formula with the help of the following integral representation of the
FBM (Theorem 4.5 in [1]):

3(B;,0 <t < T), astandard BM, such that Vr € [0, T],

B (w) = / yu(s,t)dBy(®)  (P-as.). (27)
0
Namely, let
Yi(w) = f h(Xy())ds + B,(®)  (P-as.) (28)
0

fort € [0, T]. Then
t ~
Yi(w) = / vu (s, 1) dY¥s (), 0<t<T.
0

We can invert the above relationship between Y and Y (P-as.),

7, = / sﬂlﬂd( / ks, mm) (29)
0 0

and note that F¥ = F7 forall . Thus, E[f | F¥](w) = E[f | F?] almost surely, and
using a Bayes’ formula for the classical model (28) and equation (29), one obtains the
desired result.

Theorem 2. Assume that (X;) is an S-valued Markov process with the generator L with
domain D. Moreover, assume that the paths of (X,) are progressively measurable, and
Ep fOT | f(X,)|?ds < ooforall f € Dy, where Dy consists ofall f: S — R such that f
defined by fi(s, x) := f(x) belongtoD. For f € Dyletusput (L, f)(x) := (Lf1)(¢, x).
For the observation model (11)—(13) define

o (f, Y)(w) = /Qx f ') explou, (t) (@)} P (du), (30)
where

(1) (@) = / h<x5<u’>)s’*—‘/2d< / ks, f)dYr(w)>
0 0

1 t
- _/ [h(Xs(l/))]2 ds. 31)
2 Jo
Then for all f € Dy, o;(f, Y) satisfies the following Zakai-type equation:
t
doy(f.Y)= oy(L.f. Y) dt + o, (hf. Y)1"' "1/ U k(, ) dYs} (32)
0
with
k(t,s) = (t — )2 Hgl2-H

ré-H)
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Proof. The equation follows immediately from the Zakai equation for the classical
observation model (28) and Remark 1. O
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