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B O U N D E D  A N D  C O M P A C T  M U L T I P L I E R S  B E T W E E N  B E R G M A N  A N D  
H A R D Y  SPACES 

STEPHEN M. BUCKLEY, M. S. RAMANUJAN, AND DRAGAN VUKOTIC 

This paper studies the boundedness and compactness of the coefficient multiplier 
operators between various Bergman spaces A p and Hardy spaces HL Some new 
characterizations of the multipliers between the spaces with exponents 1 or 2 are 
derived which, in particular, imply a Bergman space analogue of the Paley-Rudin 
Theorem on sparse sequences. Hardy and Bergman spaces are shown to be linked 
using mixed-norm spaces, and this linkage is used to improve a known result on 
(A p, A2), 1 < p < 2. 

Compact (H1,H 2) and (A1,A 2) multipliers are characterized. The essential 
norms and spectra of some multiplier operators are computed. It is shown that 
for p > 1 there exist bounded non-compact multiplier operators from A p to A q 
if and only if p <_ q. 

1 INTRODUCTION 

The coefficients of, and multipliers between, various function spaces is a rather old and well- 
studied subject that has seen a recent revival of interest. Some ideas and techniques appeared 
only in the last few years, and there are still many natural questions to be answered. In 
this paper we attempt to tie in old and new results, in order to draw several conclusions not 
found elsewhere. We discuss both boundedness and compactness of multiplier operators; the 
latter topic appears to have been neglected in the literature. 

The history of multipliers on function spaces is rather long, so we shall content 
ourselves here with a brief review of it. The subject finds its real beginnings in the classical 
theorems of Hardy, Littlewood, and Paley (cf. [20], [28], [12]) on integration, differentiation, 
and order of growth of analytic functions in the disk. The spaces H(p, q, o~) (of which both 
A p and Hp are special cases) had already been studied by Hardy and Littlewood but were 
explicitly defined and investigated by Flett (cf. [17], [18], [19]), and in certain cases by 
Duren-Shields ([14], [15]), Sledd [37], Ahern-Jevti6 [1], and others. Some precise results on 
the multipliers of Hardy spaces were obtained by Duren [13], Hedlund [22], Sledd ([38], [39]), 
Hare [21], Mateljevid-Pavlovid [31], Jevtid-Jovanovid [24], etc.; see also [11]. 

Results on coefficients of functions in various function spaces can be found, for 
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example, in the articles by Flett [17], Duren-Taylor [16], Horowitz [23], Nakamura-Ohya- 
Watanabe [32], Mateljevid-Pavlovid [30], Blasco [7], and Suckley-Koskela-Vukoti5 [8]. 

Pavlovi6 [33] characterized (A~, A~) for 0 < p < 1, p < q < c~, and a > - 1  in terms 
of the growth of the integral means of an associated analytic function; Lou [29] obtained 
a similar condition for (A 1, Aq), q _> 1. The conditions are, however, difficult to verify in 
practice, as we cannot easily control the growth of a function in terms of its coefficients 
if p ~ 2. It is therefore interesting, even in these cases, to determine (usually separate) 
necessary and sufficient conditions for membership in multiplier spaces in terms of concrete 
sequence spaces. 

Wojtaszczyk made a breakthrough by characterizing (A p, A q) when q _< 2 _< p in 
terms of mixed-norm spaces (see Theorem B below). [40] and [8] give simple, but separate, 
necessary and sufficient conditions for membership in all other cases; in addition, [40] gives a 
characterization of (A 1, A 2) analogous to that of (H I, H 2) obtained by Hardy and Littlewood. 

Slasco [7] extended several results from [30], [42], and [40]. For example, he char- 
acterized (A p, A 2) for p E (0, 1], and described (A p, Aq) for 0 < p, q < 1 in terms of certain 
related integral means. Also his earlier paper [6] gives a very general and useful result about 
bounded operators on A 1. 

This paper is a continuation of the articles [40] and [8] with a different focus: we 
are also interested in the compactness of coefficient multipliplier operators. In Section 2, we 
first review some basic definitions and facts. In Section 3 we obtain some new conclusions 
about the spaces H p and A p for p = 1, 2; in particular, we get a version of the Paley- 
Rudin Theorem for Bergman spaces. In Section 4 we investigate compactness of multiplier 
operators. We compute the essential norms and spectra of some multiplier operators and 
prove the compact versions of some results for spaces with indices 1, 2. We also show that 
for p > 1 the bounded and compact (A p, Aq) multipliers coincide precisely when q < p. In 
Section 5 we mention some open questions. 

In order to avoid confusing new with old results, many of which are stated in 
the paper, we partition them into two groups. The theorems which were obtained earlier 
(whether by some of us or by other authors) are denoted by capital letters and given without 
proof, while our own theorems (as well as the new observations obtained by combining earlier 
results) are enumerated. 

2 N O T A T I O N  A N D  B A C K G R O U N D  

Throughout the text, D = {[z I < 1} will denote the unit disc in the complex plane, dA(z) = 
dx dy (z = x + iy) is the normalized Lebesgue area measure on D. 7-/(D) is the algebra of 

holomorphic functions in D. X, Y will always be used to denote spaces of analytic functions 
on D satisfying certain integrability conditions (such as H p and A~ spaces). For f E 7/(D), 
0 < r < 1, the integral means Mp(r, f) are defined by 

fo lip 



Buckley, Ramanujan and Vukoti6 3 

and are increasing with r. The Hardy space H p (0 < p < c~) is the space of all f �9 7-/(D) 
for which IIf[IHp = limr-+l Mp(r, f )  < cx>, and H ~ is the space of bounded f E 7-/(D). The 
weighted Hardy spaces H~ consist of all f �9 7-/(D) such that  

sup (1 - r) c~ Mp(r, f )  < co. 
0 < r < l  

The space H(p,q,s) ,  0 < p  <_ co, 0 < q,s < ~ consists of all f �9 7-/(D) for which 

f01 \ 1/q IIf[Igf.,q,s) =- Mp(r, f)q(1 - r) sq-1 dr) < c~. 

The weighted Bergman space A p is defined by A~ = H(p,p, (1 + a)/p) for a > - 1 .  Equiva- 
lently, A~ is the set of all f �9 7-/(D) for which 

IIfIIA~ = {fD ]f(z)[P (1 --[z[2) ~ dA(z)} 1/p < oo. 

The (unweighted) Bergman space AP is simply A t. 
We identify a function f �9 7-/(D) with its sequence of Taylor coefficients (an)n~0 

(and so, for example, we identify the spaces H 2 and 12). Formulae such as [[fl[~2 = End_-0 lanl 2 
and I[fII~2 = End=0 [anl2/(n+ 1) are well-known. For p ~ 2, there are summability conditions 
on the coefficients that  are either sufficient or necessary for membership in H p or A~, but  
they do not coincide in general (see [8], [12], [32], [40]). 

For any exponent 1 < p < cx~, pl will always denote the dual exponent p/(p - 1). 
The duality relation (AP)* = A p' holds for 1 < p < c~ with respect to the pairing 

n=l 

oo b oo where, f ,., (an)n=o and g ,., ( n)n=0 (see [5] or [44]). Furthermore the (AP)*-norm of the 
linear functional corresponding to g �9 A p' is comparable with [[gl[Ap'. 

A function f �9 7~(D) is said to belong to the Bloeh space B if (1 - [zl2)[f'(z)l is 
bounded in D. /3 is a Banach space when equipped with the norm 

IIf[l~ = If(0)l + sup (1 - Iz[2)lf'(z)l . 
z E D  

If, moreover, limlzl_~l-(1 - Iz]2)lf'(z)[ = 0 holds, we say that  f lies in the little Bloch space 
/30. Useful background on these spaces can be found in [2]. Using the same pairing as above, 
we have/3~ = A 1 and (A1) * =/3;  see [5], [2], or [44]. 

Given a sequence A = (An)~=0 and two function spaces X, Y, we define the multiplier 
operator T~ in the natural way: if f E X, f (z) ~ an z n, = E n = 0  then (T~ f )  (z) = oo Ananz n. 
If TA : X --~ Y, then A is said to be a multiplier from X into Y; we denote by (X, Y) the 
class of all such multipliers. 

In what follows we will assume that  the point-evaluation functionals on the space 
X are bounded. Together with the Closed Graph Theorem, this immediately implies that  
A = (An) e (X, Y) if and only if Tx E /:(X, Y), the space of bounded operators from X 
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to Y. Note that,  although H p and A p are not Banach spaces for 0 < p < 1, they do have 
a complete translation-invariant metric (distance from the origin is the pth power of the 
"norm"), and so the Closed Graph Theorem is applicable to all H p and A p spaces. We are 
also interested in investigating when T~ E/C(X, Y), the space of compact operators from X 
to Y. 

Some statements about (X, Y) require cumbersome notation if written precisely. 
We shall replace n + 1 (wherever it appears) by n, ignoring division-by-zero problems. This 
imprecision is harmless, as it is easily seen that  (An+l)n~=0 E (X, Y) <=> (An)n~_--0 C (X, Y) for 
any of the spaces of interest to us. 

A particularly important family of multipliers is that  of the fractional derivatives 
D t, t E R (usually called fractional integral operators if t < 0). We essentially define D t to 
be the multiplier (nt), except that  we define its coefficient of index zero to be 1, no matter  
what the value of t (this variant definition of the initial coefficient simplifies the statements 
of some later results). For any function space X,  we write D t X  -- { D t f  : f E X } .  

We next wish to define very general mixed norm sequence spaces, but let us begin 
oo with some notation. Here and later, it is sometimes convenient to write sequences (an)~=o 

~ a x n (these series will always involve powers of x to distinguish as formal power series ~n=0 n 
them from analytic functions which are written as power series in z). We define Ik to be the 
kth dyadic block of integers, i.e. Is = (2k-1 , . . . ,  2 k - 1} for k > 0, and I0 = (0}. Finally, 
on any sequence space, we define the operator Sk, k >_ O, which selects out the kth dyadic 
block of terms and shifts it to an initial position. More precisely, S 0 ( ~ = 0  a~x ~) = aox ~ and 

oo n - 2  k - 1  a .x")  = ~nEi k anX 
We are now ready to define our mixed norm spaces. If A, B are sequence spaces, 

and B has a norm, the new sequence space A[B] consists of all sequences A such that  
(HSkAHS)~=0 E A. If A is also a normed space, then A[B] is a normed space with 

II .x II<B] = II (llSk Xll,)Lo [IA. 
We can iterate this construction to define spaces of the form A[B[C]], and so on. 

One could also define A[B] as above, if membership in B is given by the finiteness 
of a quantity II " lIB which is not a genuine norm; we do so only for B = I p, p > 0, in which 
case II(an)lltp is defined, as usual, to be the pth root of the sum ofp th  powers. In particular, 
l#[1 p] consists (at least when p, q < oc) of all sequences a = (aN) such that  

{ Iaol'+  l 

We shall usually use the more common notations l p'q and I[" [Ip,q in place of lq[l p] and I1 
We similarly define l ''q'~ = g[lq[lP]]. Observe that  l p'p = l p. 

The following elementary lemma (which will be used without comment later) gives 
an alternative description of lr'~176 we leave the proof as an exercise to the reader. 

L E M M A  1. For a non-negative sequence (ak), the following statements are equivalent: 

- -  ~ " ~ 2 n + l - 1  
(a) There exists a constant A > 0 such that ~k=2, ak < A. 
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(b) N t = Ek=l  k ak O ( N  t) (for any fixed t > 0). 

Thus, f o r  s > 0, t E R,  (ntAn) e l ~'~176 i f  [znd only " N ntr+, i f E n = l  IAnl ~ = O ( Y ' ) .  

We finish this section with a useful characterization of the lacunary series which lie 
in H p and AL Par t  (a) is well-known (see, for instance, Theorem I.V.6.4 in [45]), while (b) 
was proved in [8]. 

L E M M A  A.  Suppose f ( z )  - ~o0 2~ - -Lk=0a2~z  . Then 

(a) I f  0 < p < 2, then f C H v i f  and only i f  ~k~176 [a2k [2 < cr 

(b) / f 0  < p < er then f e AP i f  and only i f  ~,~= l nkl[a2kl p < oc. 

3 M U L T I P L I E R S  B E T W E E N  S P A C E S  O F  B E R G M A N  T Y P E  

The characterization of (AVa, A~) is trivial when p = q = 2, but otherwise much more 
difficult. In some cases, such a s p  = 1, q = 2, or q _< 2 <_ p, it is possible to give an 
explicit characterization. In a number of other cases, it seems that  one can only hope to get 
conditions tha t  are either sufficient or necessary, but not both. 

The case p = q = 2 is trivial because 

1[:115  : + 1, a + 1)I nl . (1) 
n----0 

By Stirling's formula, this sum is comparable to ~n~__l lanl 2 n -1-a .  It  follows tha t  if c~,/3 > 
- 1 ,  then (An) E (A~, A~) r (An n (~-~)/2) E l r162 i.e. A E D(~-~)/21 ~176 

In [8], the characterization of multiplier spaces of the form (A~, Y) or (X, A~) is 
reduced to the case ~ = fl = 0, so we shall confine ourselves to looking at  unweighted 
Bergman spaces for the rest of this section. 

Wojtaszczyk [42] characterized (A p, Aq) for q _< 2 < p; simpler proofs in more gen- 
eral situations were subsequently provided by Anderson [3], Blasco [7], and Jevtid-Jovanovid 
[24]. This last paper  also proves an analogous result for H p. To summarize,  we have the 
following. 

T H E O R E M  B.  I f  0 < q < 2 < p < oc and 1 / r  = 1/q - 1/p,  then (A p, Aq) = DVrl~176 and 
(HP, Hq) = l ~ .  

Corollary 9 of [42] says that  if p < 2, then (B, A p) = D1/Pl ~176 The above theorem 
allows us to slightly strengthen this. 

C O R O L L A R Y  2. For 1 < p <_ 2, (Bo, A p) = (13, A p) = D1/Pl ~176 
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P r o o f .  By Theorem B, (A p', A 1) = D1/Pl ~176 so it suffices to prove that  (/3o, A p) C_ (A p', A1). 
Fix A = (An) E (B0, AP), and let T~ : A p' --+ A 1 be the dual of T~. For any a = (an) E B0, 
b' = (b~) e (A') '  = A p', let T;(b') = (dn) e A 1. Then 

A,~an-~n(n+ 1) -1 = < T~(a),b' > = < a,T;(b') > = ~ a ,~ '~(n+ 1)71 , 

which implies that  T~(b') -=- (A'~b~), and so T~ = T~ is also a multiplier operator. By 
Theorem B, (A p', A 1) is closed under complex conjugation and so we are done. ! 

Since AP is closed under the conjugation operator (an) ~-~ (~-~) and, as previously 
mentioned, (AP) * = A p', it follows that (AP, A q) = (Aq',AP'), for all 1 < p,q < ec. In a 
similar fashion (but by a different pairing) one obtains (HP, H q) = (H q', HP'). These results 
will be useful later. 

Elements of H 2 and A 2 are, of course, completely understood in terms of their Taylor 
coefficients. The "next best" spaces are H 1 and A 1, the largest Banach spaces among the 
unweighted Hardy and Bergman spaces respectively. We now state a theorem concerning the 
multiplier classes involving only A p and H p spaces of exponent 1 or 2. Since A 2 = D1/2H 2, 
it follows readily that  (H 2, Y)  = D-1/2(A 2, Y) and that ( X , H  2) = D1/2(X, A 2) for any 
sequence spaces X, Y. Thus we may ignore those cases involving H 2, and our sixteen a 
priori cases reduce to the following nine. This theorem is mostly a combination of results 
due to many different authors (as indicated by the proof); only the results (h), (i), and our 
proof of (g) are new. 

T H E O R E M  3. 

(a) (A2,A 2) = l ~ 

(b) ( g l , g  2) = D1/212,~176 

(c) (A1,A 2) -= D-U212'~176 

(d) (A2, A 1) = D1/21 ~176 

(e) (A 2, H 1) = D-1/~-I ~176 

(f) (A1 ,A 1) ---- D-1H 1. 

(g) (A1,H 1) = D-2H~. 

(h) H(1, 2, 1) _C (H 1, A 1) C H i. 

(i) D-1H(1,  2, 1) C (H 1, H ~) C_ D-1H~. 

P r o o f .  Part  (a) is trivial. Part  (b) is essentially equivalent to the fact that  (H 1, H 2) = l :,~176 
which is due to Hardy and Littlewood; see [12] and [21] for a proof, and also [31] for a 
more general discussion. Part  (c) is due to Vukoti6 [40]. Parts (d) and (e) follow readily 
from Theorem B. Part  (f) is due to Pavlovi6 [33] (see [29] for a more general statement: 
(A 1, Aq) = D-~Hq/q for all 1 _< q). 
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Part (g) was proved in [29], but we shall demonstrate it using results of Blasco and 
Flett. This proof will also be useful for the last two parts of the theorem. Note first that 
H 1 c D-1H(1, 2, 1), as proved in [19]. Therefore 

(A 1, H 1) C_ (A t, D-1g(1,  2, 1)) = D-I(H(1,  1, 1), H(1, 2, 1)) = D-2H~, 

where the last equality is a special case of Theorem 5.3 of [7]. The opposite containment is 
quite similar, except that we begin with the inclusion H 1 D D-1A 1 -- D-1H(1, 1, 1), which 
was also proved in [19], and we end with (H(1, 1, 1), H(1, 1, 1)) = D-1H~ which also follows 
from Theorem 5.3 of [7]. 

For (h), we note first that 

(H 1, A 1) _D (D-1H(1, 2, 1), H(1, 1, 1)) = (H(1, 2, 1), H(1, 1, 2)). 

The equality above follows from the trivial general fact that (X, Y)  = (DX, DY)  and the 
fact that DS-tH(p,q,t)  = H(p,q,s),  as long as s,t  > 0. This result, essentially due to 
Flett, is taken from [8]. Next, we note that Young's inequality for convolutions readily gives 
g(1 ,  2, 1) C (H(1, 2, 1), g(1,  1, 2)); for a detailed proof see Lemma C of [7]. We therefore 
deduce that H(1, 2, 1) C_ (H 1, A1). 

As for the other containment, we first note that, as in (g), 

(H 1, A 1) C_ (D-1H(1, 1, 1), H(1, 1, 1)) = DI - IH  1 = H~. 

To see that we do not have equality, note that the sequence D 1, corresponding to the Koebe 
function z ~-~ z/(1 - z) 2, is obviously in H11. However it does not lie in (H 1, A1), because 
E~~176 1 n - l z  2" E H 1 \ D-1A 1 (see Lemma A). 

Finally, we prove (i). First note that if we convolve (i.e., multiply coefficients 
of) a sequence in (H1,A 1) with one in (A1,HI), we get a sequence in (H 1,H1). Since 
clearly 0 -1 e D-2H~ -- (A 1,H1), we deduce from (h) that D-1Y(1,  2, 1) C_ ( g  1,H1). 
We cannot have equality because the sequence whose coefficients are all 1 lies in (H 1, H1), 
but not in D-IH(1,  2, 1) (because the Koebe function does not lie in H(1, 2, 1)). To prove 
that (H 1, H 1) C_ D-1H~, we argue as in (g), (h) to first get the containment (H 1, H 1) C_ 
(D-1g(1,  1, 1), D-1g(1 ,  2, 1)), and finish as in (g). | 

The following result, which follows from Theorem 4.2 of Blasco [7], generalizes part 
(c) of the above theorem; we shall use it later. We also state a corollary which follows by 
duality, as in Corollary 2. 

L E M M A  C. IfO < p <_ 1, then (AP, A 2) = D3/2-2/Pl 2'~176 

C O R O L L A R Y  4. (A 2, B0) C_ (A ~, A 2) = (A 2, B). Thus, (A 2, Bo) C D-l~212,~176 

Theorem 3 shows that one cannot in general hope for (A p, Aq) to have a simple 
description in terms of coefficients, since H~ is not solid if p r 2 (see Anderson-Shields [4] 
for more about solid spaces). In fact, (A p, A q) is not solid if either p, q < 2 or p, q > 2; 
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see [8]. If we wish for conditions involving I p or I p,q, the best we can hope for are separate 
necessary and sufficient conditions in such cases. 

We already understand (A 1, A 2) and (A 2, A 2) in terms of the mixed-norm sequences. 
For 1 < p < 2, (A p, A 2) is, of course, solid but seems to be difficult to determine. A result 
of Blasco [7] says that  it contains D-1/rl ~'~, where 1 / r  = 1/p - 1/2. We now sharpen 
this result. Note that  l r,~'~176 contains sequences that  are not in 18't unless s = t = cx~ 

(e.g. ~k~l  ~ - o  ~ X2~+2~) �9 

T H E O R E M  5. Let 1 < p < 2 a n d ! -  1 1 = ~ Then D-1/rl ~'~'~ C (A p ,A  2) C r p 2 2p"  

D-1/~l~. 

To prove this theorem, we need the following result from [37] and [30]. 

L E M M A  D.  Let 1 < p < oo and let Ak be the multiplier operator whose coefficients are 1 
in the kth dyadic block Ik and zero elsewhere. Then 

oo 

IIf[[~ ~ ~ 2-kllAk/[l~ (2) 
k=0 

We now give a couple of equivalent formulations of (2) that  we shall use later; in 
particular the second will be the key to proving Theorem 5. First, it is easy to deduce that,  
for l < p  < co, 

Ilfl[~p ~ ~ [IAkfl[~p �9 (3) 
k=0 

We state our second reformulation, which clarifies the relationship between A p and H p 
(p > 1), as a separate statement,  which may have some independent interest. For more 
on the role of mixed-norm spaces in the study of multipliers, we refer the reader to the 
forthcoming works [9] and [10]. 

P R O P O S I T I O N  6. / f  1 < p < co, then [IfHPp ~ If(o)[ p + ~k~=o HAkD-VPfHPHp. Equiva- 
lently, A p = D1/Pl p [HP]. 

P r o o f .  Proposition 3.7 of [8] says that  B V  C (H p,Hp), and thus also H p C (BV, HP), 
for 1 < p < cx~. Applying the Closed Graph Theorem to B V  multipliers from H p to itself, 
and to H p multipliers from B V  to HP, we see that  all of these multipliers are bounded. 
Therefore by the Uniform Boundedness Principle (applied to the family {T~ : H~IIBV ~ 1} 

of multipliers from H p to itself), it follows that  [l(anbn)llHp < CN(an)][BV. II(bn)][gp. 
To prove the lemma, we must show that  the ratio of the quantities 2-k[IAkfl]Hp 

and IIAkD-1/PfNH~ is bounded above and below, independently of k. To change one of these 
expressions to the other, we simply applied the multiplier operator Tk given by the sequence 
Ak(2k/Pn-VP), or its "inverse" T [  I given by Ak(2-k/PnVP). Both of these sequences are in 
B V ,  the space of bounded variation sequences, with total variation at most 2 I+I/p, and so 
we are done. | 

P r o o f  o f  T h e o r e m  5. The fact that  (A p, A 2) C D-V~l~  is part  of Theorem 4.7 of [8], so 
it suffices to prove the other containment. We claim that  D1/e-~/Pl ~ [(H p, H:)]  c (A n, A2); 
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actually, these two spaces are equal, but we omit the proof of the reverse containment (which 
is not difficult with the help of the Closed Graph Theorem), as it is of no relevance here. 

By Proposition 6, we have A p = D1/Pl p [HP]. Discarding the fractional derivatives, 
our claim thus reduces to the inclusion l ~176 [( H p, H2)] C (l p [HP], 12 [H2]). Let f �9 1 p [H p] and 

S o o  A e l ~176 [(H p, g2)].  Now, Ilflltp[Hp] = II ([[ kf[lHP)k=O [I/P, and 

IIT fll  tH=} = II (IITs  &flIH )k%0 
<-- II (IlSk II(H ,. ) " IlSkfllH")k%0 11,2 
--< II ([I&flIH')LO ]1'= 
--< II ( I I & f l I H " ) L 0  [1" 
= Ilfll "tH"l, 

proving our claim. 
To finish the proof, we appeal to a theorem of Hedlund [22] which says tha t  1 ",~176 

is a proper subset of (HV, H2), for all 1 < p < 2. Consequently, (A p, A 2) properly contains 
D1/2-1/Pl~176 [I r,~176 = D-1/rl ~'~176176176 as required. | 

Various theorems on the Taylor coefficients of H 1 functions are known. To state one 
tha t  is due to Paley, let us first make a couple of definitions. A sequence of positive integers 
(nk) is lacunary if there exists Q > 1 such that  nk+l/nk > Q, k �9 N,  and it is sparse if it 
has at  most  N terms in each dyadic block, for some fixed N > 1. Clearly, every lacunary 
sequence is sparse. The converse is false (e.g. ~oo (~.2- + xe-+l)); in fact, sparse sequences A-~n= 1 \ . o  

are precisely finite sums of lacunary sequences. We shall say tha t  a subset E of N (viewed 
as a subsequence) has the H-Paley property if for every (a,~) �9 H 1, we have ~neE [an[ 2 < CO. 

Paley's  theorem (cf. [12], p. 104, for example) says that  every lacunary sequence 
E C N has the H-Paley property. The theorem remains valid if E is merely sparse, since we 
can part i t ion the terms of a sparse sequence into a finite collection of lacunary subsequences. 
W. Rudin [35] proved the converse, and so we have the following result. 

T H E O R E M  E. A sequence E C N has the H-Paley property if and only if it is sparse. 

A subset E of N has the H-Paley property if and only if AE �9 (H 1, He),  where AE 
X n is given by the formal power series ~ne~  . Since II ~ne~ xnItl ~,~ = supk [Ik ~ E] 1/2, the 

Paley-Rudin Theorem is thus seen to be a special case of Theorem 3(b) (or more precisely 
of its equivalent form (H 1, H 2) = 19-'~176 

A similar argument gives an A ~ analogue of the Paley-Rudin theorem. To be precise, 
let us say tha t  a subset E of N has the A-Paley property if for every (a~) �9 A 1, we have 
~ e ~  n-1 [a-[ 2 < co. As a corollary of Theorem 3(c), we obtain the following new result. 

T H E O R E M  7. A sequence E C N has the A-Paley property if and only if it is sparse. 

We remark tha t  for analytic functions whose Taylor coefficients form a sparse se- 
quence, or a sequence monotonic on dyadic blocks, there is a characterization for their mem- 
bership in any of the spaces AP; see Propositions 2.1 and 2.4 of Buckley-Koskela-Vukoti6 
[S]. 
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4 E S S E N T I A L  N O R M S  A N D  C O M P A C T N E S S  O F  M U L T I P L I E R S  

Compact  multipliers on Bergman spaces have not received much attention. This section 
a t tempts  to provide some information on this. 

Recall tha t  the essential norm ItTt]~ of a bounded operator T between the Banach 
spaces X and Y is given by 

[ITI[~ = inf{llT - K[[:  K � 9  Z ) }  

and provides a measure of the noncompactness of T. Clearly, T is compact  if and only if 
[]T][e = 0. The essential norm can actually be computed explicitly in certain cases. We 
begin with a simple example where this is so. 

P R O P O S I T I O N  8. The essential norm of Tx �9 E(A~,A~) is given by 

(B (n+  I,/3+ I)~ 1/2 
[[T~[]~ = l imsup ]A~[ \B(n  + 1, a -+ ~ ]  

In particuZar, T~, i~ a compact operator if and onty if (l~,l n ('~-~)/2) e ~o. 

P r o o f .  Let Ua be the multiplier operator given by the sequence ( B ( n + l ,  a + l ) l / 2 ) .  It  follows 
from (1) tha t  U~ is an isometry from A~ to 12. Consequently, ItTItA~oA~ = IIUzTUjltI~2_4t~ 
for any operator  T, and so it suffices to show that  ][Tx[[~ = l imsup ]A~], for any multiplier 
operator  T~ �9 E(F,  F). 

Suppose therefore that  T~ �9 s 2,12). For an arbitrary positive integer N,  we denote 
by TN the multiplier operator corresponding to the sequence whose first N terms are A1, A2, 
�9 .., AN, and whose remaining terms are 0. TN is compact since it has finite rank. Therefore 

[IT;~[[2~ _< [[T~--TN][ 2 = sup{(~ [An[2 [a,~[ 2 : ][(an)[[~ _< I} < sup IAn[ ~. 
n > N  n > N  

Since N is arbitrary, we are done. 
For the lower bound on [[T~[[e, let us suppose that  K �9 ~(I 2, 12) and tha t  (Ank) is a 

subsequence of (A~) such that  limk-,oo [Anal = L = l imsup [An[. Let #k �9 l 2 be the sequence 
whose nkth te rm is 1 and all other terms are zero. Then []T~#k[]t~ -+ L as k --+ oo, but 
K#k --+ 0 in 12, since (#k) tends to zero weakly in 12. Thus I]T~ - K[[t~-.t~ _> L. Since K is 
arbitrary, we conclude that  I[T~II~ >_ L, as required. | 

I:~EMAR.K. P~ecall (see Pietsch [34]) that ,  for two Banach spaces E and F and a 
bounded linear operator T �9 L(E, F),  the non-increasing sequence (a~(T)) of approximation 
numbers is defined by 

an(T) = inf{]]T - Anl[: An �9 L(E,F), rankAn < n}.  

In general, IITIle < l ima , (T ) ,  and if E , F  are both Hilbert spaces then IITIle = l iman(T) .  
Also, if E,  F are Hilbert spaces then T E L(E, F) belongs to the Schatten class Sp exactly 
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when (an(T)) E lp and if E,  F are Banach spaces, then T E L(E,  F)  is strongly nuclear (see 
[34]) exactly when (aN(T)) is rapidly decreasing, i.e. for each k, l imn k an(T) = O. 

(B(~+1,~+1) ~ 1/2 
Let #n = IAnl kB(~+l,~+l)/ and let vn = supm>~m(~-Z)/21A,~[. By the above 

2 2 proof, we have ag(T~) < SUpn>g#n, and thus Tx e L (A~ ,Az )  is in Sp (or is strongly 
nuclear) if u E Ip (resp., v is rapidly decreasing). In particular, TA is a trace class operator 
if v E 11, and is Hilbert-Schmidt if ~ E 12. 

Proposition 3.7 of [8] says that  any (A~) E B V  gives a bounded self-multiplier of 
A p, for any 1 < p < co. We now compute the essential norm of such an operator. 

T H E O R E M  9. Let 1 < p < co and let T E L:(A p, A p) be the operator associated with the 
sequence (A~) e B Y ,  where l im~oo An = L. Then IITII~ = ILl. Consequently, T �9 ]C(A p, A p) 
if and only if L = O. I f  T is bounded, but not compact, then the operator TA-L is a closest 
compact approximant. 

P r o o f .  We begin by proving that  IITfI~ _> ILl. The functions f~(z) = (np/2 + 1)l/Pz ~ lie 
on the unit sphere of A p and the sequence (fn) converges to zero uniformly on compact 
subsets of the disk. The Lebesgue Dominated Convergence Theorem and the representation 
of linear functionals on A p for p > 1 imply that  this sequence weakly converges to zero, and 
so K f n  --+ 0 for any K �9 ]C(AP, AP). Therefore we obtain 

[ I T -  g H _> l i m s u p H T f ~ -  Kf~ll p 
n--~oo 

_> limsup (l]TAl[p - IIKf~IIp) 
n--+OO 

= lim sup IITfnl] p 

= limsup]An[ = ILl, 
n-+oo 

which implies I]TII~ _> ILl. 
The reverse inequality is equivalent to showing that T is compact if L = 0, so we 

assume that L = 0 below. We may also assume without loss of generality that IITII _< I, 
since the theorem is invariant under multiplication of A by a non-zero constant. 

If f �9 A p and f = g + h, where g is a Taylor polynomial of f whose order is a power 
of 2, then Lemma D implies that [[fl]AP "~ I]glIAP + llhllA p (in fact, the power-of-2 restriction 
is unnecessary). We denote by Fn the linear functional that takes any f �9 A p to its nth 
Taylor coefficient; F~ is bounded by the Cauchy integral formula. 

Suppose now that (fro) is a sequence of functions in the unit ball of A p. Defining 
A k as in Lemma D, we see that the functions T fro and A~Tfm are in the unit ball for all 
m _> 1, k _> 0. By finite dimensionality, each of the sequences (AkTfm) has a subsequence 
convergent in A p. By a diagonalization argument, we can produce a subsequence of (fro) 
such that each of the associated sequences (AkTfm) is convergent. Let us also denote this 
diagonal subsequence by (fro) (since we have no more use for the discarded functions). By 
finite dimensionality (and the boundedness of every Fn), the convergence of (AkTfm) in A p 
and in l ~176 are (topologically) equivalent. We therefore have a formal limit sequence (bn) such 
that Fn(Tfm) -+ bn (m --+ co) for all n. In fact, since each of the functions AkTfm is tending 
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to Ak(b~) (this last function being defined in the obvious manner, even though we do not 
yet know that (b,) represents a function), it follows from (3) by an easy limiting argument 
that (bn) E A p. We denote the associated limiting function by g. 

It remains to check that (T fro) converges to g in A p. Since B V  C. (A p, AP), 
we deduce from the Closed Graph Theorem and the Uniform Boundedness Principle that 
HTttllAP~Ap ~_ C]l#]]SV (a formally identical argument is given in the proof of Proposition 6). 

Suppose e > 0 is given, and let k = k(e) be a fixed positive integer to be specified 
later. We write A --- A1 + A2, where the nth term of the sequence A1 equals that of A if 
n < 2 k, and equals 0 otherwise. Now if k is sufficiently large, then ]]~2]]BV is very small, so 
we can assume that k was chosen so large that ][T~21] _< e. Splitting g = gl + g2 in the same 
manner, we see there is some C = C(p) such that ]]T~,fm - g2]lAp <-- Ce for all m. But by 
finite dimensionality, we obviously have ]lT~lfm - gl[]Ap <-- e for sufficiently large m. Thus 
(Tfin) converges in A p to g, and T is compact as required. 

The other statements in the theorem are immediate. | 

The results above illustrate that some of the known characterizations of (bounded) 
multipliers allow for an easy compactness analogue. A familiar "rule of thumb" suggests 
that changing a "big-O" condition for boundedness to a "little-o" condition gives rise to 
a compactness condition. In this section, we derive several compactness results from the 
results on the boundedness, guided by this principle. 

The following result of Duren [13] will be needed later. 

T H E O R E M  F. / f  0 < p < 2 < q < oo and ;~ = O(nl/q-1/P), then T~ E s  p, H a) and 
the exponent is best possible. 

The compactness analogue of the above result follows readily (but was not stated 
in [13]). From its proof, we learn that, using Proposition 8, the rule of thumb is valid in 
particular if we can factorize a bounded operator through H 2 (or A2). 

C O R O L L A R Y  10. Let 0 < p < 2 < q < oo. If  An = o(nl/q-VP), then T~ �9 ]C(H p, Ha). 

Proof .  Let )~ = (cn nVq-UP), cn = o(1). By Theorem F, DV2-Vp �9 s  p ,H  2) and 
D 1/q-1/2 �9 s  2, Hq). One easily verifies that Tc �9 K~(H 2, H2). Thus T~ is compact, since 
it is a composition of three bounded operators, one of which is compact. | 

We now recall a Bergman space analogue of Duren's theorem; part (a) is from [40], 
and (b) is from [7]. In each case, the exponent is best possible. 

T H E O R E M  G. Suppose 0 < p <_ 2 < q < oc and 1/r =- l i p  - 1/q. 
(a) I f  An = O(n-~/~), then T~ �9 s  p, Aq). 
(b) y p  >_ 1 and (nl/~A,) �9 l ~'~ then T~ �9 L(AP, Aq). 

Here is a little-oh compactness version, apparently not considered before. 

T H E O R E M  11. Suppose 0 < p <_ 2 <_ q < oo and 1/r = 1/p - 1/q. 
(a) I f  A, = o(n-2/~), then T~ �9 ~ ( A  p, Aq). 
(b) I f  p > 1 and ~2~<n<2~+I IAnl ~ -- o(2-k) then T~ �9 ]C(A p, Aq). 
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P r o o f .  Par t  (a) follows immediately by A 2 factorization, so we prove only (b). We shall 
write Tx = T3 o T2 o T~, where T1 �9 s Aq), Ts �9 E(A 2, A2), and 7"3 �9 s  s, Aq). 
Let /k = {n : 2 k _< n < 2 k+l} and #k = 2 k~nez~ [Anl ~- Clearly, #k = o(1). Now let 

s -~ = p-1 - 2 -1 , t -~ = 2 -1 - q-~, and so r -~ = s -~ + t -~. Define an = #k-~/~ IA~I ~/~ and 
~ = #~l/t iAn]~/t whenever n �9 I~ (with an = 0 =/~n = 0 if #k = 0). By Theorem G(b), 
(nV~a,) �9 l s'~ and (nVtt~n) �9 I t'~176 and so (a~) �9 (A p, m~), ( ~ )  �9 (A 2, A~). The sequence 

, l / r ~  
(sgn(An) �9 ~*k S lies in Co = /C(A =, A~). Since 

�9 Vr'l An = o~n" [sgn (A.) . . k  j .  n-,  

we are done. | 

Let us also note tha t  the study of compact operators between weighted Bergman 
spaces reduces to the unweighted case. In fact if p, q > 0, a , /3  �9 R,  # = (#,)  = (na/P-Z/qA,~), 
then T~ �9 K~(A~, A~) if and only if Tu �9 K~(A p, Aq). This compactness analogue of Corollary 
1.4(d) in [8] follows from part  (a) of that  corollary in the same manner,  since the composition 
of a compact  and a bounded operator is compact.  

We shall now obtain the compactness versions of parts (b) and (c) of Theorem 3. 
To this end, we use the following elementary lemma based on J.E. McCarthy 's  suggestion. 

L E M M A  12. Let (an) be a nonnegative sequence such that ~n=lg an = o(N). Then there 
exists a positive sequence (p~) such that #,  -+ c~ and ~N=l I#,l s an = O(N). 

P r o o f .  Let 7,~ = ~=1 c j m ,  and define Q = sup{Tin : m _> n}. Then #n = 5ffl/s has the 
desired properties: #n > 0, #~ --+ 0o (since % -+ 0), and 

N N an 1 N 

n= l  n= l  ~ N  n = l  

T H E O R E M  13. 

N n 2 (a) T~ e tc (g  1, H 2) r E.=I I~.P = o(N2). 
N (b) T~ �9 1C(A1,A 2) r En=a n21Anl s = o(N). 

P r o o f .  We prove only (b); par t  (a) is similar. 
(r Suppose that  En=l n2 IAn] s = o(N). Apply Lemma 12 with an = IAnl 2 n ~ 

and obtain the corresponding sequence (#,).  By Theorem 3(c), we have T~ u �9 s  1, As), 
while Proposit ion 8 implies that  T1/u �9 1C(A 2, AS). Thus, T~ = T~, o T1/u �9 1C(A 1, A2). 

(=~): Let T~ �9 K~(A1,A2). For 0 < R < 1 consider fR(z) = (1 - R)3/2(1 - Rz) -7/2. 
One sees tha t  

L1/7 II fRIh,  ~ (x - R )  3/~ I1 - Rrei~ r dr 

L <_ c (1 - R )  ~/2 (1 - _~.)-a12 dr <_ C. 
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Hence, {T~ fR} is a relatively compact family in A 2, and any subfamily of it contains a 
subsequence (T~ fR~) which converges in the A2-norm. Also, 

T~fR(z)  = (1 -- R) 3/2 ~ A~a~Rnz  ~, a~ N dn~/2. 
n 

One easily sees that  T~ fR -+ 0 as R --+ 1, uniformly on compact  subsets. To get 
this, we use Theorem 3(c) to get the crude estimate ~ = 0(n-1/2).  Together with the above 
estimate on a~, we see that  An a~ = O(n2). On each fixed compact  disk {z : Izl <_ p} C D, 
0 < p < 1, this yields 

ITx fRI _< C (1 - R) ~12 n2p ~ --+ O, R -+ 1-. 

A subsequence (Tx fR~) converges in the A2-norm, while 0 is the only cluster point 
for the normal family {T~ fR}: this yields T~ fR --+ 0 in the norm of A 2 on all subsequences. 
We also have, for any 0 < R < 1, 

liT~ fr i l l2 "" C(1 - R) 3 ~-~. I ~ I2n4R 2~. 
n 

Taking R = 1 - 1/N,  and truncating the sum at the N t h  place, we obtain N -3 N En=1 l~,,J 2 n 4 
N --+ 0, and so E,~=I IA~I 2n2 = o(N). | 

We now discuss when the bounded and compact operators between A p spaces co- 
incide, following a suggestion of P. Wojtaszczyk. This theorem implies, in particular, tha t  
the (A p, Aq) multipliers (p >_ 2 > q) described in [42] are all compact.  

T H E O R E M  14. Suppose p > 1, q >_ 1. Then s  p, Aq) = E(A p, Aq) if and only if q < p. 
In fact, there exists a non-compact multiplier operator for all p < q. 

To prove this result, we shall need a couple of preliminary lemmas. The first is due 
to Lindenstrauss-Petczyfiski [27] for p > 1, and to Shields-Williams [36] for p = 1 (see also 
[41], Section III.A). The second is a special case of Proposition 2.4 in [8]. 

L E M M A  H.  I f  p >_ 1, then A p is topologically isomorphic to l p, i.e. there exists a linear 
one-to-one correspondence between these spaces which is continuous in both directions. 

L E M M A  I. Suppose that an > O, 
that am <_ Ca,,, for all n, m E Ik, k 
In fact, II(a,~)IIPA, ~, E~=~ nP-~la~l p. 

1 < p, C < ~z, that (a,~),~ei k is monotonic for all k, and 
> O. Then (an) E A p if and only ifE~=lnP-31anl p < c~. 

P r o o f  o f  T h e o r e m  14. A theorem of Pit t  (cf. [26], pp. 208-209) states that  E(l p,l q) = 
]C(l p, lq) for all 1 < q < p. Thus if q < p, the compactness of T E s  p, Aq) follows by using 
Lemma H to factorize it through l p and lq. 

It  remains to construct a non-compact (A n, A q) multiplier whenever 1 < p ~ q. The 
case p = q is easily handled, since the identity map T1 cannot be compact  on an infinite 
dimensional space, but obviously T1 E f~(A p, AP). We may therefore assume tha t  p < q. 
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Let A = (ne/q-e/P). It follows from Theorem 1.3(a) of [8] that T~ E s  p, Aq), but we 
shall see that TA ~ IC(A p, Aq). Let Ak be as in Lemma D and define fk(z) = ~nei~ ne/p-lz~. 
By Lemma I, {fk} is a bounded subset of A p. Suppose that a subsequence of (TAlk) is 
norm-convergent to some g E A q. Recalling that Fn, the linear functional that takes f to 
its nth Taylor coefficient, is bounded on A q, it follows readily that all the Taylor coefficients 
of g must be zero, and so g -~ 0. But this is impossible, since (Txfk)(z) = Ene~, ne/q-lzn is 
bounded away from zero in Aq by Lemma I. ! 

1 = 2-p Then C O R O L L A R Y  15. Let 1 < p < 2 and ~ = ~ - ~ 2p �9 

(a) DX/el r162 C ]C(H v, AP). 

(b) D - V ' l  ~'" C IC(AP, AP). 

Proof .  For (a), we suppose An E D1/:l~176 and write An = n 1/2-1/p �9 n 112 �9 #n. Theorem B 
now implies that #n is a bounded (and hence compact, by our last theorem) multiplier from 
A 2 to A p. Trivially, D 1/2 c (H e, Ae), and Theorem F tells us that DVe-1/p E (H p, H e) for 
1 _< p _< 2. The statement follows. 

As for (b), Theorem 5(iii) of [19] tells us that D-Vp E (A p, H p) for all 1 _< p < 2. 
This and (a) imply (b). | 

Zeng [43] observed that T(1/,) E IC(AP, AP), for any p > 1. Our corollary implies, for 
instance, that D (p-2-~)/ep is in IC(A p, AP) for all 1 _< p < 2,0 < e, which improves the result in 
[43] for that range. This corollary is only one example of the type of compactness results one 
can get using the compactness of Wojtaszczyk's multipliers. As another example, Theorem 
2.12 of [8] gives a sufficient condition for membership in the multiplier class (A p, A q) (valid 
for all p, q > 0). When q < 2, this condition is proved by factorization through A 2, and so 
it actually guarantees compactness (and generalizes Corollary 15(b)). 

Finally, we briefly examine the injectivity, surjectivity, and spectrum of some mul- 
tiplier operators. 

P R O P O S I T I O N  16. A multiplier operator T~ : A p -+ A q is injective if and only if  A,~ • 0 
for all n. There are no surjeetive (A p, A q) multipliers if p y~ q. 

Proof .  The first statement is obvious. Suppose, for the sake of contradiction in the second 
part, that  A = (),,) is a surjective (A p, Aq) multiplier with p # q. Clearly An can never be 
zero. Letting 1/A = (1/A,), surjectivity implies that T1/x is also a multiplier from Aq to A p, 
and the Closed Graph Theorem tells us that it is bounded. By Theorem 14, at least one 
of T~, T1/~, is compact, and so their composition is compact. But the composition is the 
identity map, which is obviously non-compact. | 

P R O P O S I T I O N  17. Suppose 1 < p < 0% (A~) E B V ,  and An y~ 0 for all n. Then the 
following statements are equivalent: 
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(a) T~ : A p --4 A v is a Banach space isomorphism. 

(b) T~ : A p --+ A p is onto. 

(c) Tx : A p --+ A p has closed range. 

(d) (An) is bounded away from zero. 

Consequently, if 1 < p < c~, (A~) E B V ,  and An ~ 0 for all n, then the spectrum of the 
multiplier operator Tx is a(T~) = {A,~ : n = 0, 1, 2 , . . .} .  The eigenvalues are precisely the 
numbers An. 

P r o o f .  By the result from [8] mentioned earlier, we have T~ E L(A p, AP). By Proposition 16, 
T~ is one-to-one. Also, (a) =~ (b) =~ (c) is trivial, so it suffices to prove (c) =~ (d) =~ (a) to 
complete the equivalence part. 

(c) =~ (d): The operator is one-to-one, so (as is well-known) the closed range prop- 
erty is equivalent to ][T~f[Ip > c [If lip for some c > 0 and for all f E A p. Now choosing 
the familiar sequence fn(z) = (rip~2 + 1)l/Pz ~ on the unit sphere of A p yields the desired 
conclusion: [Anl _> c. 

(d) =~ (a): It suffices to observe that  (An) E B V  and ]Anl _> c > 0 in turn implies 
(1/An) E B V .  As in the previous proposition, we immediately obtain that  the inverse of Tx 
is T1/~, which is also a bounded operator. Thus, (a) follows. 

It is quite easy to see that  all An are eigenvalues and that  there are no others. The 
statement about the spectrum of T~ can be obtained as follows. Without loss of generality, 
we may consider only the values of # which do not coincide with any An, so the multiplier 
sequence An - # is in B V  and has all non-zero members. Now saying that  # ~ cr(T~) means 
that  the operator # I -  T~ = T,_~ is not invertible. But this is equivalent to the boundedness 
from below of the sequence (# - An), which is true if and only if A ~ {A, : n = 0, 1, 2 , . . .} .  ! 

The  reader will easily observe that  the following A 2 analogue holds: if (A~) is an 
arbitrary bounded sequence such that An ~ 0 for all n, then we have the same conclusions 
(that is, we may completely dispense with the B V  assumption). 

5 S O M E  O P E N  P R O B L E M S  

We end the paper with some questions which remain to be answered in the future. 

Q U E S T I O N  A. Is it possible to fully characterize the multiplier space (H 1, A 1) in terms 
of some known sequence or function spaces? 

Q U E S T I O N  B.  Is the inclusion in Corollary ~ strict? 

Q U E S T I O N  C. Can our Theorem 5 be improved so as to obtain a precise description of 
(A p,A 2) for  l < p < 2? 
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Perhaps for this purpose one would have to define some new suitable sequence or 
function spaces which would allow for such a condition. 
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