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Abstract. Trip-based material handling systems such as AGV systems or lift trucks are often designed with a 
given flow matrix (or from-to chart), which typically shows the number of loaded trips that the devices must 
perform per unit time between the workstations. A from-to chart that would result from the parts flow in a facility 
actually is dictated by the transfer batch size; that is, the number of parts transferred from one workstation to the 
next in one trip. In this paper, we present analytical and simulation results aimed at determining optimal or near- 
optimal transfer batch sizes in manufacturing systems and develop an analytical relationship between the material 
handling capacity and the expected work in process (WIP) in a manufacturing system. Although the results apply 
to any discrete-parts flow, trip-based material handling system, they are particularly relevant for the electronics 
manufacturing industry, where parts (such as printed circuit boards or substrates for flat panel displays) typically 
are handled as a group (in specially designed containers such as cassettes) and the costs associated with WIP tend 
to he large. In such applications, the cassette size is the transfer batch size. 
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1. Introduction 

Tr ip -based  mater ia l  hand l ing  sys tems  consis t  of  one or more  hand l ing  devices  that  are 

se l f -powered  and  operate  i ndependen t  of  each  o ther  (Sr in ivasan ,  Bozer,  and  Cho 1994). Ex- 

amples  of  t r ip-based  hand l ing  sys tems  inc lude  unit  load au tomated  gu ided  vehic le  ( A G V )  

sys tems,  lift t rucks,  micro load  au tomated  s torage/re t r ieval  (AS/R)  sys tems,  and  br idge  

cranes ,  a m o n g  others.  In a t r ip-based  hand l ing  sys tem,  a dev ice  is a s s u m e d  to per form a 

trip to move  the unit  loads one at a t ime.  (This  a s sumpt ion  does not apply to t ractor- t ra i ler  

sys tems,  where  a dev ice  may  pull  mul t ip le  uni t  loads at the same t ime,)  The  transfer batch 

size (TBS)  is def ined as the n u m b e r  of  parts  in a uni t  load. In this  study, we show that  

the TBS  has  a s igni f icant  impac t  on the pe r fo rmance  of  the hand l ing  devices  and  the total 

expec ted  work in process  (WIP)  in the system.  

2. Problem description and motivation 

We define apar t  as the smal les t  unit  p rocessed  ind iv idua l ly  in the sys tem;  a j o b  is def ined as 

a set of  parts  that  are ident ical  in p rocess ing  requ i rements .  Parts  are hand led  in a container; 
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which is the smallest possible unit moved by a device on one trip. A container may hold 
one or more parts (depending on the part size and weight); we assume each container holds 
only one part type. A unit load is a collection of containers moved together by a device on 
one trip. (Note that the smallest possible unit load size is one container.) Hence, the TBS 
is the number of parts or containers in a unit load, which may vary depending on the part 
type. 

For example, in electronic assembly plants, circuit boards are handled in cassettes; see 
Figure 1 (a). In such an application, a cassette of circuit boards would constitute a unit load, 
and each slot would be treated as a container. Another application of the transfer batch sizing 
problem is encountered in fiat panel display manufacturing, where substrates are typically 
handled in cassettes. Determining the appropriate cassette size (i.e., the number of substrates 
per cassette) is a well-recognized and significant design problem in flat panel display man- 
ufacturing facilities, especially because "clean room" material handling equipment as well 
as WIP in the system tend to be large contributors to cost. 

The transfer batch sizing problem, however, is not limited to the electronics industry. For 
example, in an automotive stamping plant, parts such as doors, side panels, or hoods are 
handled in a transportable rack as shown in figure l(b). The rack consists of multiple slots 
and, as in the preceding example, each slot holds one part. A set of slots taken together (i.e., 
the rack) would be treated as a unit load, since a device moves only one rack on each trip. 
(Note that devices can move partially filled racks if the TBS of a particular part type is less 
than the number of slots in the rack.) 

For simplicity, we assume that a container holds only one part. That is, the number of 
parts in a unit load is equal to the number of containers in a unit load (as shown in figure 1). 
If a container holds more than one part of a particular type, this assumption can be relaxed 
simply by setting the TBS of that part type equal to an integer multiple of the container size. 

Consider next the manufacturing system. We define two types of workstations: in- 
put/output (I/O) stations and processing stations. Each workstation has a dedicated input 
queue and output queue of infinite capacity. Parts arriving from outside the system wait 
in the output queue of an I/O station, while parts that require no further processing are 
delivered to the input queue of an I/O station, where they leave the system instantly. Exter- 
nal arrivals follow a Poisson process and each arrival consists of one or more parts depending 

b o a r r  t / / L * / 

t 
Cassette Slot 

(a) Cassette (b) Rack 

Figure 1. Examples of unit loads. 
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on the TBS of that part type. Flow is not necessarily conserved at an I/O station because 
parts may enter the system from one I/O station and exit from another. 

At aprocessing station, unit loads delivered by a device are deposited at the input queue, 
where they wait until the processor is available. Parts are removed, one at a time, from the 
input queue on a first-come-first-served (FCFS) basis and processed for a given period. 
After a part is processed, it is staged by the processor until the desired TBS is reached, 
at which point the parts are placed in the output queue as a unit load. (Material handling 
concerns within the workstations are beyond the scope of our study.) 

A unit load placed in an output queue (i.e., a "move request") must wait for a handling 
device. When assigned to a particular move request, the device first travels empty to the 
output queue where the move request is located and then it delivers the load to the appro- 
priate input queue. (Thus, each trip consists of empty travel, which may be of zero length, 
followed by loaded travel.) The next move request to be served by an empty device is de- 
termined by the (empty device) dispatching rule. We use the FCFS dispatching rule, where 
an empty device is assigned to the oldest move request in the system. Although the FCFS 
rule tends to increase empty device travel, it lends itself to analytical treatment more read- 
ily than other dispatching rules such as shortest travel time first (STTF). When a device 
becomes empty, if there are no unassigned move requests in the system, it becomes idle at 
its last delivery point. Also, at the time a move request occurs, if more than one idle device 
is available, the oldest idle device is dispatched. 

In this study, we are concerned with the handling devices and the expected WIP in the 
system. The latter may be divided into four categories: (1) loads waiting in the input queues, 
(2) loads being processed and staged by the processors, (3) loads waiting in the output 
queues, and (4) loads being transferred. We will show that, for a fixed job arrival rate and 
fixed number of devices, the expected WIP in the input queues increases with the TBS (see 
figure 2). This is primarily due to "bulk arrivals"; that is, as the TBS increases, the expected 
number of parts per arrival instance at each input queue increases. In contrast, the expected 
WIP in the output queues generally decreases with the TBS, since the number of trips that 
the devices must perform per unit time decreases as the TBS is increased. 

Exp. 
WlP 

transfer batch size -~ 

Figure 2. Transfer batch size vs. expected WIE 
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Given the trade-off shown in figure 2, we are concerned with determining the optimal 
TBS to minimize the total expected WIP in the system (or the total cost associated with it). 
For this purpose, we develop separate analytical models to estimate the expected WIP in 
the input and output queues. For the former, we present a M(b)/G/1 approximation. For the 
latter, we present a M/G/c approximation, where we explicitly capture the empty device 
travel time as a function of the FCFS empty device dispatching rule. 

Note that determining the optimal TBS is not the same as determining the optimal produc- 
tion lot size (PLS). The PLS is determined by examining the trade-offs between inventory 
holding costs and setup costs, while the TBS is determined by examining the trade-offs 
between WIP costs associated with the processors and the handling devices. In most man- 
ufacturing systems, the TBS generally is smaller than the PLS (unless, of course, PLSs of 
"1" become a reality). In some cases, one may have to set the TBSs relative to the PLSs. To 
keep our results general, however, we did not constrain the TBSs by the PLSs. 

The assumptions for the study may be summarized as follows: 

1. Multiple part types are processed in the system. The TBS of each part type is determined 
independently. 

2. No setup times are considered for the processor stations. However, if the setup times are 
known in advance, they can be incorporated into the service time for the processor. 

3. Each workstation has sufficient processing capacity and is utilized less than 100%. 
4. At each input queue, unit loads are delivered at random points in time following a Poisson 

process (Srinivasan et al. 1994). 
5. Move requests occur according to a Poisson process (Chow, 1986a). 
6. The layout of the system, the production route and throughput requirement for each job, 

and the speed of the handling devices are given. 
7. The first and second moments of the travel time distribution from one station to another 

are given. The first moment is obtained by dividing the corresponding distance by the 
device speed; that is, we do not consider congestion due to device interference. 

8. The devices are homogeneous, and they each move one unit load at a time; a unit load 
consists of only one part type. 

Assumptions 4 and 5 have not been validated in a theoretical sense. However, given a 
sufficient number of stations and the randomness induced by different production routes, as 
in Srinivasan et al. (1994), our empirical results indicate that the coefficient of variation for 
the interarrival times at the input queue of a workstation is consistently close to 1, which 
is a necessary but not sufficient condition for a Poisson process. Superimposing the move 
requests generated at many output queues, on the other hand, would generally approach a 
Poisson process (see Kuehn 1979 and Chow 1986a, among others). 

3. Literature review 

The expected WlP associated with the handling system depends in part on the dispatch- 
ing rule. Few analytical models take the dispatching rule into account. Chow (1986a, 1986b) 
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presents an analytical model to approximate the device utilization and the overall expected 
(output queue) waiting time in a single-device system. Assuming infinite buffers and FCFS 
device dispatching, the author derives the first and second moments of the device service 
time distribution and models the system as a M/G/1/FCFS queue. The expected waiting 
time is obtained only for a single "conceptual" queue (as opposed to individual output 
queues). Chow does not extend the model to multiple device systems. 

Cho (1990) also uses the M/G/1 queue with FCFS dispatching to model single-device 
systems. He estimates the expected waiting times in (individual) output queues by "tag- 
ging" a move request. The author shows empirically that this model works well in single- 
device systems. To model systems with, say, K devices, he uses the single-device model 
and increases the speed of the device K times. 

Yao and Buzacott (1985, 1986, and 1987) model the material handling system as a central 
server station. As in Chow's model, the expected waiting times in the output queues are esti- 
mated only for a single "conceptual" queue located ahead of the central station. Furthermore, 
each move request is treated in the same manner, regardless of its origin and destination. 
Solberg (1981) and Solot (1988) use a similar approach by modeling the material handling 
system as another workstation. 

Bertrand (1985) extends the classical EOQ model to production shops with multiple sta- 
tions. Using Solberg's model (1981) to estimate the expected time in the system for each 
job, he shows that ignoring the WIP carrying cost may result in considerably larger produc- 
tion batch sizes. Bertrand models the material handling system as another workstation as in 
Yao and Buzacott (1985, 1986, and 1987) and Solberg (1981). 

Bozer, Cho, and Srinivasan (1994) use the "tagging" approach and develop an iterative 
algorithm to estimate the expected waiting times in the output queues for a single device 
operating under the MOD FCFS rule. The authors do not extend the model to multiple- 
device systems. 

Egbelu (1993a) presents an optimization model to concurrently determine the container 
size ( i.e., the TBS) and the number of handling devices. He assumes that only one con- 
tainer type is selected for all the part types. Hence, the weight capacity of the selected 
container dictates the TBS for each part type; that is, 

TBS of part type j = (the weight capacity of selected container/ 
\ 

For example, if the container holds 500 pounds and a part weighs 100 pounds, then the 
TBS of that part type is set equal to 5 and TBSs of 1 through 4 are not evaluated. For each 
candidate container size, the author first uses a simulation model to estimate the expected 
WIP in the system as a function of the number of devices. He then uses these estimates in 
an optimization model to determine the optimal container size. In a subsequent model, in 
addition to the container size and the number of handling devices, Egbelu (1993b) uses a 
similar approach to determine the number of processors required. 

Grasso and Tanchoco (1983) use an EOQ-type model to derive the optimal produc- 
tion batch sizes when the material handling cost, storage space cost, setup cost, and holding 
cost are considered. The material handling cost is obtained by multiplying a (user-specified) 
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unit cost per move with the total number of movements in a planning horizon. They show 
that including material handling and storage costs reduces the optimal order quantities and 
results in less total cost. 

The TBS problem was also studied by Jackman (1991) as well as Mahadevan and Naren- 
dran (1992) in the context of unit load sizing. In Jackman (1991), material handling is mod- 
eled as an M / M / 1  system. In Mahadevan and Narendran (1992), the optimal unit load size is 
obtained through the solution of an integer programming problem, where material handling 
related unit costs are assumed to be supplied by the user. 

The problem we address here is similar to the one studied by Egbelu (1993a). However, 
instead of simulation, we develop analytical models to estimate the expected WIP in the 
system. For each part type we allow any integer number (within the capacity limit of the 
container) as the TBS. Furthermore, we use a genetic algorithm to determine the "optimal" 
TBSs. Although the cost model we use is simple, it can be extended to include the cost 
elements used in Egbelu's model. 

4. Analytical model to estimate WIP 

4.1. No ta t i on  

The following notation is used throughout the paper. In the analytical model, subscripts h, 
i, andj refer to a station, and k refers to a part type. Let 

M ~- 

J T  = 

Dk = 

Qk = 

Ri = 

A i  = 

A r  = 

E(Si )  = 

e(s  = 

E ( N i )  = 

E(J i )  

Ai 

Ar 

number of workstations in the system 

number of part types in the system 

demand for part type k (parts/time unit) ( = production rate) 

transfer batch size of part type k 

set of part types which require processing at workstation i 
{k I part type k visits workstation i} 

the set of workstations at which part type k requires processing 
{i I workstation i is visited by part type k} 

arrival rate at the input queue of workstation i (unit loads/time unit) 

total arrival rate across all input queues ( ~ = l  Ai) 

expected processing time at workstation i (time units/part) 

second moment of processing time at workstation i 

expected number of parts in a unit load arriving at the input queue of 
workstation i 

expected number of parts in a unit load arriving at the output queue of 
workstation i (E(Ni )  = E(J i )  for processing stations) 

arrival rate at the output queue of workstation i (unit loads/time unit) 

total arrival rate across all output queues ( ~ =  1 h i  = At)  
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ND = number of handling devices in the system 

Pij = fraction of unit loads routed from workstation i to j 

P = time required for a device to pick up or deposit a unit load (constant) 

O'ij = expected empty travel time from workstation i toj  

crl~ ) = second moment of the empty travel time from workstation i to j 

rij = expected loaded travel time from workstation i to j (O'ij q- 2P) 

T~) = second moment of the loaded travel time from workstation i toj  

In the preceding list, Qk is the primary decision variable, and Ai, At,  E(Ni), E(Ji), Ai, At, 
a n d  Pij are functions of Qk. All others are user-specified parameters. We implicitly assume 

that the empty and loaded travel time parameters (Ovij , _(2) _(2)x u i j  , "Fij , and 7-ij ) as well as the 
load pickup or deposit times (P) are independent of the TBS. In many trip-based handling 
systems, the weight of the unit load typically has little or no impact on the average travel 
speed of the device. 

4.2. Expected waiting times in the input queues 

Parts arrive in bulk at the input queue of each workstation; the number of parts per unit load 
varies depending on the TBS of each part type. Using the M(b)/G/1 results given by Ross 
(1985), the expected waiting time of a part in the input queue of workstation i, Wli p, can be 
obtained as follows: 

WliP = E(S i ) [E(N~ 2)) - E ( N i ) I ] E ( N i )  + AiE(Ni)E(S} 2)) 
211 - AiE(N~)E(Si)] 

(1) 

In equation (1), the arrival rate at each input queue, Ai, is given by 

Ok 
Ai = ~ ~-k" (2) 

kERi 

The first and the second moments of the number of parts in a unit load arriving at the input 
queue of workstation i are given as follows: 

-•k Qk 

E(Ni) = Z Dt 
k~:gi Zl~':Ri Q-~I 

_ ~'~kSR, Dk 

Ai 
(3) 

O k  ~2 

E(N~ 2)) = Z Qk ~k 
Dt 

_ ~'.k~R, DkQk 
Ai 

(4) 
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Note that E(Ni) and E(N~ 2~) are assumed to be 0 for an I/O station since all the unit loads 
arriving at the input queue of an I/O station leave the system immediately. By substituting 
equations (2), (3), and (4) into equation (1), we obtain 

WliP = E(Si)[ ~'~ken, Dk(Qk -- 1)/ZkeR, Dk] + E(S} 2)) Zkeg, Dk 

211 --  2 k ~ R i  DkE(Si)] 
(5) 

On the other hand, the expected waiting time of a unit load in the input queue of work- 
station i, WI~', is expressed as follows: 

WI~ = WIi p - waiting time due to the parts in the same unit load 

E(Si)[E(Nff )) - E(Ni)I/E(Ni) + AiE(Ni)E(S~ 2)) 
211 - AiE(Ni)E(Si)] 

E(Si)[E(N} 2~) - E(Ni)] 
2E(Ni) 

(6) 

By substituting equations (2), (3), and (4) into equation (6), and simplifying, we obtain 

E(Si)2[ 2keR  Dk(Qk-  1)] + E(S}2))(~'~kelc Dk ) 

Wli u = 2 (2ken  Dk)[1- ZkER DkE(Si)] 
(7) 

4.3�9 Expected waiting times in the output queues 

Under the FCFS dispatching rule, the expected empty travel time to workstation i, El, is 
estimated as follows: 

M N-~ /~h M A .  

Ei = = Z 
h = l j = l  j = l  T 

(8) 

�9 M since Y[h= J PhJ •h -~ A j .  Note that, in equation (8), the term ~ =  1 PhjO'J i reflects the ex- 
pected empty travel time to output queue i given that the last unit load (moved by the device) 
originated at station h, and the term hh/Ar is the probability that the last unit load originated 
at station h (due to competing exponentials and the FCFS dispatching rule). Likewise, the 
second moment of the expected empty travel time to workstation i, E} 2), is given by 

E~ 2) = ~ A-~Jcr(2) 
j= 1 AT ji ' 

(9) 

r(2) a re  The expected loaded travel time from workstation i, Li, and its second moment, t. i , 
easily obtained by 
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M 

Li = ~ Pij'gij 
j = l  

(10) 

M 

El 2) = ~ .  PijT[ 2), 
j = l  

(11) 

where r/j is set equal to O'ij q- 2P for simplicity. 
Based on equations (8) and (10), the expected service time for a device to serve a move 

request at workstation i, Ti, is given by 

Ti = Ei + Li, (12) 

and the second moment of this service time is given by 

T~ 2) = E~ 2) + LI 2) + 2EiLi. (13) 

We note that the results given by equations (8) through (13) also are derived by Cho (1990) 
for single-device systems. 

The expected device utilization is estimated as the total workload divided by the number 
of devices. The total workload for the handling system, WL, is given by 

M 
WL = ~ A i T  i. (14) 

i=1 

Therefore, the expected device utilization, p, is given by 

M AiTi 
P = ~ - ' ~ N D '  

i=1 
(15) 

since the handling system consists of ND homogeneous devices. 
The device utilization consists of two components: the expected fraction of loaded travel 

and the expected fraction of empty travel. The former, say, a f ,  is easily obtained by 

1 M M 

ol f - ND ~ .  l~i Z PijTij , 
i=1 j=l 

(16) 

or 

1 ~Y~Dk 
o~ f - N D k = l O-~k ~ %. j 

( i< j )~k  
(17) 
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where (i < j)  E l)k designates all the workstation pairs on part type k's production mute. 
Hence, the expected fraction of empty travel, ae, is given by 

ote = p - -  o t f .  (18) 

We now estimate the expected waiting time of a unit load in each output queue. Under 
the FCFS rule, the move requests form a single "conceptual queue" that is served on a FCFS 
basis. Given Poisson arrivals for the move requests, we can use a (M/G/c) model with FCFS 
service to estimate the above expected waiting time. Of course, the service time parameters 
are based on the origin and destination of the move requests. Unlike central server models, 
we account for empty travel explicitly. 

The expected waiting time for a M/G/c queue is given as (Nozaki and Ross 1978) 

AE(S2)[AE(S)]C - 1 
Wq = [ [AE(S)]C ], (19) 

2(c - 1)![c - AE(S)] 2 Zc~_ 1 [AE(S)ln + 
n! (c - 1).--~-[c -- )rE(S)] 

where c is the number of servers, S is the service time, and a is the arrival rate. In equa- 
tion (19), AE(S) and AE(S 2) represent the first and second moments of the total workload, 
respectively. The total workload for the handling system was derived earlier in equation 
(14), and the second moment of the total workload is equal to ~.~= 1 AiT} 2). So the expected 
waiting time of a unit load in an output queue is given by 

Wq = 

zM=I AiT{2) [~M=I AiTi] ND-l 

2(ND - I)! [ND - ~'M=I AiTi] 2 

(2o) 

In deriving equation (20), the waiting time in the output queue is defined as the time spent 
by a move request from the instance of arrival to the instance of receiving service. In a trip- 
based handling system, while the device is traveling empty, the move request physically 
remains in the output queue. Therefore, the actual expected waiting time of a move request 
in the output queue of workstation i, WO~, is given by 

WO u = Wq "}- E i. (21) 

4.4. Expected time in the system 

The expected time in the system for a unit load of part type k, TWO, is given by 

TW~ = Z (WlU q- Peuk q- WOU q- Tij)' 
(i<j)Ef~k 

(22) 
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where pRuk is the expected "time at the processor" at workstation i. The time at the processor 
is defined as the time spent by the first part of a unit load from the instance of its removal 
from the input queue to the instance of its placement in the output queue of workstation i. 
Since parts are "staged" by the server until all the parts in the unit load are processed, PRiUk 
is given by 

PRi~ = QkE(Si). (23) 

In equation (22), the right-hand side represents the expected time spent by a unit load at 
workstation i plus the expected travel time from workstation i to workstationj. Since parts 
are always handled as a unit load, the expected time a unit load spends at workstation i is 
equal to the expected time a part in that unit load spends at workstation i. The same holds 
true for travel times. Hence, the expected time a unit load spends in the system is equal to 
the expected time a part in that unit load spends in the system. 

4.5. Expected WIP in the system 

In this section, the expected WIP (in terms of the total number of parts) in the system is 
estimated by Little's formula. First, the expected total WIP in the input queues, WIPe, is 
given by 

M 

WIP~ = ~ AiE(Ni)WIf 
/=1 

M 

= Z ~ OkWli p" 
i=  1 k~-Ri 

(24) 

Second, to estimate the expected total WIP in the output queues, we need the expected 
number of parts in a move request. The expected number of parts in a move request at 
workstation i, E(Ji), is obtained as 

Ok 
E(Ji) ~k~Ri -O-ik Q k ~"kelr Dk 

- - ( 2 5 )  

/~i ~ti 

Therefore, the total expected WIP in the output queues, WIP~ ut, is obtained as 

M 

WIp~ut = Z AiE(Ji)WliP 
i=1 

M 

= Z Z o wo . 
i = 1 k~.Ri 

(26) 
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Recall that E(Ji) is equal to E(Ni) for processing stations since flow is conserved (i.e., 
Ai = Ai). However, at I/O stations, E(Ni) is assumed to be O, and E(Ji) may be nonzero 
depending on the job routing. 

w I p S y  s Finally, the total expected WIP in the system . . . . .  r , is obtained as 

JT JT 
W[pTYS = ~ ak_.~kklVV . . . . .  : ~ O kT W k.u 

k=l  k=l  
(27) 

In the next section, the performance of this model, which we term the WIP model, is eval- 
uated via simulation. Note that the WIP model is an approximate queueing model strictly 
due to assumptions 4 and 5 we presented in section 2. That is, for each station we treat 
the loaded device arrivals (at the input queue) and the move request arrivals (at the output 
queue) as two independent Poisson processes. 

5. Evaluation of the WIP model 

Three layouts were used to test the WIP model: layout 1 (Srinivasan et al. 1994), layout 
2 (which we generated), and layout 3 (Egbelu 1987). Layout 1 is shown in figure 3. The 
distance matrix and additional data are shown in tables 1 and 2. (Data for layouts 2 and 3 
are presented in the appendix.) For evaluation purposes, the processing time at each station 
is assumed to be exponentially distributed with the same mean regardless of part type; the 
mean values are selected such that the utilization of each processing station is equal to 0.70 
(or 0.75). Also, the travel times are assumed to be exponentially distributed. 

We compare the simulation results with those obtained from the WIP model. The simu- 
lation model simulates the "actual system"; that is, we do not force Poisson arrivals except 

I I I I I I I I I I l l l l l l  I 

D processing stations 

Figure 3. Layout 1. 
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Table 1. Distance matrix for layout 1. 

Station 
number 1 2 3 4 5 6 7 8 9 10 11 

1 0 22 47 30 14 32 46 8 27 31 17 
2 22 0 36 29 23 24 38 14 16 20 14 
3 47 36 0 33 37 19 12 39 27 16 41 
4 30 29 33 0 16 14 21 25 13 28 27 
5 14 23 37 16 0 18 32 16 17 32 18 
6 32 24 19 14 18 0 14 27 8 23 29 
7 46 38 12 21 32 14 0 41 22 18 43 
8 8 14 39 25 16 27 41 0 19 23 9 
9 27 16 27 13 17 8 22 19 0 15 21 

10 31 20 16 28 32 23 18 23 15 0 25 
11 17 14 41 27 18 29 43 9 21 25 0 

Table 2. Job routes and throughput requirements 1 of layout 1. 

Part type Parts/min Part Route 1 .L1 

1 0.1 1 5 6 7 
2 0.2 1 8 11 10 
3 0.1 1 11 5 8 
4 0.1 2 10 9 7 
5 0.1 2 8 5 10 
6 0.2 2 11 8 9 

9 10 3 
6 9 3 
7 4 
6 4 
7 6 3 
5 4 

Device speed: from 200 (with 1 device) to 50 (with 4 devices) distance units/min. 
Pickup/deposit time is negligible. 

for parts that arrive f rom outside the system. Simulat ion results are obtained f rom 10 repli- 

cations, where at least 1,000 unit loads of  each part type are processed through the system 

per  replication. For simplicity, we varied only the TBS of  part type 6 in table 2. Also,  as 

we increase the number  of  devices,  we proportionally reduce the device  speed and increase 

the pickup/deposi t  t imes to maintain a comparable  device  utilization. In evaluat ing the W I P  

model ,  we observed similar  results for the three layouts. Therefore,  in this section we present 

only the results obtained with layout 1; results obtained with the other layouts are presented 

in the appendix.  

5.1. Expected waiting times in the input queues 

The results for layout 1 are presented in figure 4, where WIP represents the results obtained 

f rom the W I P  model,  while  sim 1, 2, and 4 represent  s imulat ion results obtained with one, 

two, and four devices,  respectively.  (The numbers  in parentheses show the station numbers  

that exhibi ted  similar  behavior.)  As  the TBS increases, the W I P  model  shows two types of  

trends. For  "af fec ted"  workstations (i.e., those stations on the route of  part type 6 such as 

stations 11 and 8), the W l P  model  overes t imates  the expected  wait ing t imes in the input 

queues.  For  "unaffec ted"  stations, the simulation results suggest  that the expected  input 
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queue waiting times increase slightly with the TBS. In the WIP model, however, the ex- 
pected input queue waiting times at such stations are independent of the TBS and therefore 
remain constant. We also observe from both the WIP model and simulation results that the 
number of devices has little or no effect on the expected input queue waiting times. 

In spite of these absolute differences, the trends shown by the WIP model generally agree 
with those seen from the simulation results. That is, as the TBS of part type 6 increases, the 
expected input queue waiting times increase or remain approximately the same depending 
on the type of station. 

5.2. Expected waiting times in the output queues 

The expected output queue waiting times obtained with one, two, and four devices are shown 
in table 3. (Due to limited space, we will not show these results graphically.) In general, the 
WIP model estimates the expected output queue waiting times reasonably well, regardless 
of the TBS or the number of devices. The maximum relative error is 13%, and in many cases 
it is less than 5%. Also, the absolute errors are fairly small. For a fixed job arrival rate and 
fixed number of devices, the expected waiting time in each output queue decreases as the 
TBS increases, since the number of unit loads that must be moved per time unit decreases 
as the TBS increases. 

5.3. Expected device utilization 

In table 4 we present the expected device utilizations obtained from the WIP model and 
by simulation for TBSs of 1, 5, and 10 for part type 6. The results obtained from the WIP 
model do not vary with the number of devices, since we adjust the device speed and the 
pickup/deposit times as the number of devices varies. The results in table 4 indicate that 
the WIP model slightly overestimates the expected device utilization. However, the error is 
less than 2% in all cases. 

5.4. Total expected WIP in the system 

The original data for layout 1 (see table 2) was presented in Srinivasan et al. (1994). In the 
remainder of the paper, however, for layout 1 we use the alternate data shown in table 5, 
which is designed to emphasize the throughput differences between the part types and also 
to control the stations visited by each part type. Using six devices, and increasing the TBS 
from 1 through 10 for each part type, one at a time, we obtained the expected WIP results 
shown in figure 5. (The results for part types 4 and 5 are not shown since they are almost 
identical to those obtained for part type 1.) 

Depending on the TBS, the WIP model underestimates the expected output queue WIP 
and overestimates the expected input queue WIE However, these errors are not signifi- 
cant for our purposes, and as shown in figure 5, the WIP model tracks the expected total 



T
ab

le
 3

. 
E

x
p

ec
te

d
 w

ai
ti

n
g

 t
im

es
 i

n
 o

u
tp

u
t 

q
u

eu
es

 o
f 

L
ay

o
u

t 
1.

 

T
B

S
 

S
t.

 n
o 

1 
2 

3 
4 

5 
6 

7 
8 

9 
10

 
11

 
A

v
g

. 
M

a
x

 
70

 
I 

W
IP

 
1.

10
6 

1.
08

6 
0.

00
0 

0.
00

0 
1.

07
2 

1,
05

7 
1.

09
1 

1.
07

6 
1.

04
8 

1.
07

2 
1.

08
4 

si
m

 
1.

12
1 

1
.1

0
5

 
0.

00
0 

0.
00

0 
1.

09
2 

1.
09

2 
1.

13
5 

1.
09

5 
1.

06
6 

1.
10

6 
1.

10
7 

~_
~ 

95
%

 C
.I

. 
0.

05
0 

0.
05

3 
0.

00
0 

0.
00

0 
0.

04
9 

0.
04

8 
0.

04
7 

0.
05

2 
0.

05
3 

0.
04

9 
0.

05
1 

Z
 

%
 e

rr
or

 
1.

40
%

 
1.

72
%

 
0.

00
%

 
0.

00
%

 
1.

85
%

 
3.

14
%

 
3.

83
%

 
1.

74
%

 
1.

63
%

 
3.

05
%

 
2.

02
%

 
2.

27
%

 
3.

83
%

 
,...

] 

5 
W

IP
 

0.
57

2 
1

/.
5

4
7

 
0.

00
0 

0.
00

0 
0.

53
7 

//.
51

3 
0.

54
0 

0.
54

1 
0.

50
7 

0.
52

4 
0.

55
0 

70
 

si
m

 
0.

61
3 

0,
58

8 
0.

00
0 

0.
00

0 
0.

55
5 

0.
56

2 
0.

59
4 

0.
54

6 
0.

52
3 

0.
57

8 
0.

55
3 

Z
 

95
%

 C
.1

. 
0

.0
1

2
 

0.
01

6 
0.

00
0 

0.
00

0 
0.

01
0 

0.
01

1 
0.

01
2 

0.
01

1 
0.

01
0 

0.
01

2 
0.

01
0 

%
 e

rr
or

 
6.

74
%

 
6.

97
%

 
0.

00
%

 
0,

00
%

 
3.

26
%

 
8.

73
%

 
9.

14
%

 
0.

95
%

 
3.

10
%

 
9.

34
%

 
0.

58
%

 
5.

42
%

 
9.

34
%

 
,~

 

10
 

W
IP

 
0.

53
9 

0.
51

4 
0.

00
0 

0.
00

0 
0.

50
4 

0.
47

8 
0.

50
5 

0.
50

8 
0.

47
4 

0.
49

0 
0.

51
8 

si
m

 
0.

59
0 

1
/.

5
9

6
 

0.
00

0 
1

1
.0

0
0

 
0,

52
4 

0,
54

0 
0.

57
9 

0.
52

3 
0.

50
5 

0.
56

3 
0.

51
8 

95
%

 C
.I

. 
0.

00
9 

0.
01

6 
0.

00
0 

0.
00

0 
0.

01
0 

0.
00

8 
0.

01
2 

0.
00

9 
0.

00
7 

0.
01

0 
0.

00
9 

%
 e

rr
or

 
8.

68
%

 
9.

71
%

 
0.

00
%

 
0.

00
%

 
3.

69
%

 
11

.4
7%

 
12

.9
1%

 
2.

87
%

 
6.

31
%

 
12

.9
9%

 
0.

10
%

 
7.

64
%

 
12

.9
9%

 

O
ne

 
de

vi
ce

 

T
w

o 
de

vi
ce

s 

N
 

1 
W

IP
 

1.
16

2 
1.

12
2 

0.
00

0 
0.

00
0 

1.
09

5 
1.

06
6 

1.
13

3 
1.

10
2 

1.
04

7 
1.

09
5 

1.
11

9 

si
re

 
1.

17
4 

1.
14

4 
0.

00
0 

0.
00

0 
1.

11
4 

1.
09

3 
1.

17
1 

1.
12

1 
1.

06
2 

1.
12

8 
1.

13
9 

95
%

 C
.1

. 
0.

04
3 

0.
04

7 
0.

00
0 

0.
00

0 
0.

04
4 

0.
04

1 
0.

04
3 

0.
04

8 
0.

04
8 

0.
04

2 
0.

04
9 

%
 e

rr
or

 
1.

01
 %

 
1.

89
%

 
0.

00
%

 
0.

00
%

 
1.

64
%

 
2.

53
%

 
3.

24
%

 
1.

64
%

 
1.

35
%

 
2.

95
%

 
1.

76
%

 
2.

00
%

 
3.

24
%

 
W

IP
 

0.
64

2 
0.

59
3 

0.
00

0 
0.

00
0 

0.
57

3 
0.

52
4 

0.
57

8 
0.

58
0 

0.
51

3 
0.

54
7 

0.
59

9 

si
re

 
0.

67
2 

0.
62

4 
0.

01
~ 

0.
00

0 
0.

57
7 

0.
56

0 
0.

61
7 

0.
57

6 
0.

51
6 

0.
58

6 
0.

59
0 

95
%

 C
.I

. 
0.

01
0 

0.
01

4 
0

.1
3

0
0

 
0.

00
0 

0.
01

1 
0.

01
0 

0.
01

1 
0.

00
7 

0.
01

2 
11

.0
10

 
0.

01
0 

%
 e

rr
or

 
4.

51
%

 
5.

01
%

 
0.

00
%

 
1

/.
0

0
%

 
0.

76
%

 
6.

52
%

 
6.

33
%

 
0.

75
%

 
0.

60
%

 
6,

62
%

 
1.

47
%

 
3.

62
%

 
6.

62
%

 
W

IP
 

0.
61

1 
0.

56
1 

0.
00

0 
0.

00
0 

0.
54

2 
0.

49
0 

0.
54

2 
0.

55
0 

0.
48

0 
0.

51
3 

0.
56

8 
si

re
 

0.
67

1 
0,

62
2 

0.
00

0 
0.

00
0 

0.
56

4 
0.

55
2 

0.
62

0 
0.

56
5 

0.
51

3 
0.

58
8 

0.
57

0 

95
%

 C
.I

. 
0.

00
7 

0.
01

3 
0.

00
0 

0.
00

0 
0.

00
7 

0.
00

9 
0.

01
3 

0.
00

8 
0.

01
0 

0.
01

0 
0.

00
7 

%
 e

rr
or

 
8.

87
%

 
9.

78
%

 
0.

00
%

 
0.

00
%

 
3.

85
%

 
11

.2
5%

 
12

.4
8%

 
2.

62
%

 
6.

41
%

 
12

.8
2%

 
0.

33
%

 
7.

60
%

 
12

.8
2%

 

10
 

Fo
ur

 
de

vi
ce

s 

10
 

W
IP

 
1.

32
6 

1.
24

6 
0.

00
0 

0.
00

0 
1.

19
2 

1.
13

3 
1.

26
8 

1.
20

6 
1.

09
6 

1A
91

 
1.

24
0 

si
m

 
t.

34
3 

1.
27

0 
0.

00
0 

0.
00

0 
1.

20
9 

t.
 1

62
 

1.
29

9 
1.

22
3 

1.
11

1 
1.

22
3 

1.
25

8 
95

%
 C

.I
. 

0.
04

4 
0.

04
6 

0.
00

0 
0.

00
0 

0.
04

1 
0.

03
9 

0.
04

2 
0.

04
8 

0.
04

5 
0.

03
9 

0.
04

1 
%

 e
rr

or
 

1.
29

%
 

1.
83

%
 

0.
00

%
 

0.
00

%
 

1.
37

%
 

2.
48

%
 

2.
39

%
 

1.
40

%
 

1.
31

%
 

2.
60

%
 

1.
41

%
 

1.
79

%
 

2.
60

%
 

W
IP

 
0.

83
8 

0.
74

1 
0.

00
0 

0.
00

0 
0.

70
0 

0.
60

2 
0.

71
1 

0.
71

6 
0.

58
0 

0.
64

9 
0.

75
2 

si
m

 
0.

87
0 

0.
78

0 
0.

00
0 

0.
00

0 
0.

68
9 

0.
63

1 
0.

74
4 

0.
70

0 
0.

57
5 

0.
68

4 
0.

72
9 

95
%

 C
.I

. 
0.

01
0 

0.
01

1 
0.

00
0 

0.
00

0 
0.

00
8 

0.
01

1 
0.

01
0 

0.
00

8 
0.

00
6 

0.
01

0 
1/

.0
08

 

%
 e

rr
or

 
3.

75
%

 
5.

09
%

 
/I

.0
0%

 
0.

00
%

 
1.

66
%

 
4.

49
%

 
4.

46
%

 
2.

24
%

 
0.

96
%

 
5

./
1

3
%

 
3.

18
%

 
3.

43
%

 
5.

09
%

 
W

IP
 

0.
81

2 
0.

71
2 

0.
00

0 
0.

00
0 

0.
67

4 
11

.5
70

 
0.

67
5 

0.
69

0 
0.

55
0 

0.
61

5 
0.

72
6 

si
m

 
0.

86
3 

0.
77

8 
0.

00
0 

0.
00

0 
0.

66
6 

0.
62

1 
0.

72
9 

0.
67

5 
0.

57
0 

0.
67

5 
0.

69
4 

95
%

 C
.I

. 
0.

00
7 

0.
01

8 
0.

00
0 

0.
00

0 
0.

00
7 

0.
00

7 
0.

00
8 

0.
00

7 
0.

00
8 

0.
00

6 
0.

00
6 

%
 e

rr
or

 
5.

94
%

 
8.

51
%

 
0.

00
%

 
0.

00
%

 
1.

16
%

 
8.

19
%

 
7.

41
%

 
2.

24
%

 
3.

52
%

 
8.

90
%

 
4.

59
%

 
5.

61
%

 
8.

90
%

 
t-

~ 



330 YAVUZ A. BOZER AND JONGHWA KIM 

Table 4. Expected device utilization of layout 1. 

One device Two devices Four devices 

TBS of simulation simulation simulation 
part type 6 WlP (95% C.I.) WIP (95% C.I.) WIP (95% C.I.) 

1 0.8536 0.8507 (0.0051) 0.8536 0.8494 (0.0050) 0.8536 0.8494 (0.0053) 
5 0.7150 0.7130 (0.0037) 0.7150 0.7112 (0.0038) 0.7150 0.7101 (0.0046) 
10 0.6972 0.6901 (0.0036) 0.6972 0.6891 (0.0032) 0.6972 0.6885 (0.0038) 

Table 5. Job routes and throughput requirements 2 of layout 1. 

Part type Parts/min Part route 2.L1 

! 0.01 1 5 6 9 11 10 3 
2 0.03 1 7 5 8 10 11 3 
3 0.08 1 6 7 10 9 4 
4 0.01 2 5 7 8 11 6 3 
5 0.01 2 7 9 8 6 11 4 
6 0.02 2 5 8 - 9 10 4 

Device speed: from 100 (with 1 device) to 20 (with 4 devices) distance units/min. Negli- 
gible pickup/deposit time. 
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Figure 5. Expected total WIP in the system. 
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Figure 5. Continued 

WIP curve (obtained from simulation) rather closely over a wide range of TBSs and device 
utilizations. Hence, for optimization purposes, the WIP model appears satisfactory. (For a 
manufacturing cell with setup times, which are analogous to empty travel time in material 
handling, Karmarkar et al. (1985) report results similar to those shown in figure 5.) In the 
next section, we formally present the objective function and evaluate the robustness of the 
TBSs obtained via the WIP model. 

6. Determining the "optimal" transfer batch size 

In this section, within the context of transfer batch sizing, we present alternative formu- 
lations to minimize the WIP or material handling related costs in a manufacturing system 
and show the "optimal" TBSs obtained via exhaustive enumeration and simulation. We also 
present a heuristic optimization scheme based on a genetic algorithm (GA). 

6.1. Alternative formulations 

Assuming a fixed number of devices, a simple formulation of the problem may be presented 
as follows: 

(P1) Min CwWIP~ s 

s.t. p <  1 

Qk <~ UBk, k = 1 . . . . .  JT  

Qk : positive integer. 



DETERMINING TRANSFER BATCH SIZES 333 

where Cw is the WIP cost per part per time unit and UBk is the upper bound on the TBS of 
part type k. (Note that UBk depends on the container size and the container or device weight 
capacity.) Of course, we must ensure that the device utilization is less than 1.0. 

In the preceding formulation (P1), we use a single estimate for the WIP carrying cost. 
However, in most manufacturing systems, since more "value" is added as the parts are 
processed, the WIP carrying cost at a particular station may depend on the part type. The 
WIP model we present can accommodate such a case because the expected input queue 
waiting time at a station is independent of the part type (due to FCFS service) and the 
arrival rate (in parts) of a part type at a workstation is given. 

Also, if necessary, two different cost coefficients can be used for the expected WIP due to 
the processors and to the handling system, since the WIP model estimates them separately. 
The expected WIP due to the handling system consists of WIP~ ut and the expected number 
of parts being transferred. The latter is obtained simply from the expression PU �9 oLf "ND, 
where PU, the expected number of parts in a unit load, is equal to ziM= ll~iE(Ji)/AT . The 
expected WIP due to the processors is obtained by subtracting the expected WIP due to the 
handling system from the expected total WIP in the system. 

For new systems, the number of devices (i.e., the fleet size) is an important design variable 
since it affects the overall cost. The transfer batch sizing problem with a variable fleet size 
can be formulated as follows: 

(P2) Min CwWIP~ ys + CDND 

s.t. p <  1 

Qk ----- UBk, k = 1 . . . . .  JT  

CDND <- B 

Qk: positive integer. 

where B is the budget for the material handling system, and Co is the equivalent cost per 
time unit per device. (Device maintenance costs can be included in Co.) 

Space cost for each unit space in the input or output queues may be included in the objec- 
tive function as in Grasso and Tanchoco (1983). Since we assume infinite queue capacities, 
however, we will not address the space cost. Although we can also add cost elements such 
as those shown by Egbelu (1993a), for simplicity we will use only the WIP carrying cost 
and the material handling cost in our numerical experiments. 

6.2. Computational results 

Setting Cw -- 1 and UBk = 10 for all k in P1, we use layout 1 with the data shown earlier in 
table 5. The number of devices is varied from one to six (without adjusting the device speed 
and P/D times). The "optimal" TBSs are obtained through exhaustive enumeration; that is, 
we consider all possible feasible TBSs and use the WIP model to estimate the resulting 
expected WIP. 

In figure 6, we present the 10 best solutions determined by the preceding procedure. 
(Results obtained with three and four devices are omitted since they are virtually iden- 
tical to those obtained with five devices). The solutions are shown as vectors, where the 
kth component is the TBS of part type k. Simulation results obtained for each vector also are 
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presented in figure 6, along with linear regression lines based on the method of least squares. 
We cannot claim that the 10 best solutions are globally optimal, since the WIP model is an 
approximate model. However, in the next section, we show empirically that (within the 
solution space we could search) they are optimal or near-optimal solutions. 

According to figure 6, the best solution obtained by the WIP model (combined with ex- 
haustive enumeration) is the best or second-best solution according to the simulation results. 
(Although we incur some errors in absolute values, the WIP model fairly accurately cap- 
tures the relative changes in total expected WIP.) Also, any of the 10 best solutions may be 
acceptable for practical purposes. This does not necessarily imply that the objective function 
is not sensitive to the TBSs, however. 

To check the sensitivity of the objective function, we randomly generated five new solu- 
tions, which meet the throughput requirement (for the given number of devices) and are in 
the interval of the best solution _+2 parts. Simulation results are shown in figure 7, where 
the first five TBSs are the top five TBSs shown in figure 6 and the last five TBSs are those 
generated randomly and sorted by their objective values. The objective function value varies 
significantly, especially when the number of devices is large. For example, with five devices, 
the expected WIP in the system with TBS (1,1,2,1,1,1) is about 40% greater than the expected 
WIP with TBS (1,2,2,1,1,1), although the two TBSs differ by only one part (part type 2). 

6.3. The quality of the TBSs determined by the WIP model 

To test the quality of the solutions obtained from the WIP model, we generated all the feasi- 
ble TBSs within the ___ 2 range of the "optimal" TBS (determined by exhaustive enumeration 
using the WIP model.) Subsequently, we simulated all such feasible TBSs and ranked them 
in ascending order of their objective function values. We then compared the rank obtained 
from simulation with the rank obtained from the WIP model for layouts 1, 2, and 3 (with 
three devices). The results (including scatter diagrams) indicate that these two rankings are 
highly correlated (with correlation coefficients of 0.89 or larger). 

We also compared the five best TBSs determined by the WIP model (and their objective 
function values obtained by simulation) against the five best solutions (and the objective 
function values) obtained by simulation alone (within the _+2 range); the results are pre- 
sented in table 6. The "optimal" solution obtained from the WIP model is not always the 
best solution obtained via simulation. However, taking into account that the error in the ob- 
jective function value (see column 9 in table 6) is quite small and that simulation results 
contain random variation, we conclude that TBSs obtained from the WIP model are reason- 
ably good. Although we were unable to prove convexity, the overall structure of the total 
expected WIP (shown in figure 5) strongly suggests that one is highly unlikely to find a 
much better solution outside the +2 range that we investigated. 

6.4. Genetic algorithm 

To avoid exhaustive enumeration, we developed a heuristic based on a genetic algorithm 
(Holland, 1975). One advantage of a GA is that it can handle complex objective functions 
such as ours. A simple GA is composed of three operations: reproduction, crossover, and 
mutation; see Goldberg (1989), among others. 
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Using a string of integers to represent the TBS vector, we constructed a simple GA with 
"elitist reproduction" and "biased mutation." Elitist reproduction is a technique where the 
best solutions from the current generation are "automatically" copied over to the next gen- 
eration. Mutation is the random alteration (with a small probability) of the value of a string 
position. In biased mutation, we alter the value of a string position based on its current value; 
that is, if a string position's value lies in the lower half of the feasible region, then its value 
is altered to a random integer in the upper half of the feasible region and vice versa. 

We stop the algorithm either when it reaches the maximum number of generations (1,000 
in our tests) or the 15th current best solution is not improved for 50 consecutive generations. 
For all three layouts (each tested with one, three, and five devices), using a population size 
of 50, an elitist reproduction rate of 8% (i.e., best 4 solutions out of 50), multiple crossovers 
(with a crossover probability of 0.70), and a mutation probability of 0.01, the GA obtained 
the same "optimal" solutions we obtained earlier via exhaustive enumeration. (The reader 
may refer to Kim 1995 for further details.) 

7. Conclusions 

The WIP model we present here establishes a formal, analytical relationship between the 
expected WIP level in a manufacturing system and the capacity of the material handling 
system that supports it. Traditional thinking (or "conventional wisdom") dictates that, be- 
ing a "non-value added" operation, investment in material handling should be minimized. 
Such thinking has led to research and analytical/simulation models where the objective is 
to determine the minimum fleet size to meet a given throughput requirement. In fact, it is 
fair to say that even material handling equipment vendors follow the same line of thinking 
and use simulation to design systems with minimum required number of devices for a given 
from-to chart. 

Our results based on the WIP model clearly suggest that such thinking is flawed. For 
example, if a single device meets the required throughput (with large TBSs), adding, say, 
two devices to the system is likely to yield a major reduction in total expected WIP (since the 
TBSs will be reduced). Given all the known manufacturing problems and costs associated 
with excessive WIP, it is very likely that the additional investment required to add two 
devices would be well-justified. Of course, adding more devices may be unnecessary; such 
diminishing returns would be indicated by the WIP model and the GA-based algorithm we 
present here. 

The WIP model and results we present here are also significant for facility layout. When 
an existing layout is improved through department relocations, it typically reduces the work- 
load on the handling system. (In fact, that is one objective of layout improvement.) How- 
ever, one often is in no position to reduce the handling workforce or to readily dispose 
of handling equipment. We show that savings still can be realized by reducing the TBS 
for all the jobs while maintaining the same handling workforce; that is, savings can be 
derived from reduced WIP levels rather than a reduced handling workforce. This option 
may prove critical in justifying layout improvements with a "fixed" handling capacity or 
workforce. 
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Appendix 

Each grid represents one distance unit. 

Q I/O station �9 processing station 

Figure AI. Layout 2. 

Table A1. Job routes and throughput requirements 1 of layout 2. 

Part type Parts/min Part route 1 .L2 

1 0.027 1 8 6 10 11 3 
2 0.041 1 4 9 7 14 17 2 
3 0.041 2 14 15 10 12 13 3 
4 0.055 3 16 18 15 17 2 
5 0.027 3 11 8 5 6 13 3 

Device speed: 35 (with three devices) to 15 (with seven devices) distance units/min. 
P/D time = 5.1 (with three devices) to 12 (with seven devices) secs. 
Processor utilization = 0.75. 



3 4 2  YAVUZ A. BOZER AND JONGHWA KIM 

Table A2. Job routes and throughput requirements 1 of layout 3. 

Part type Parts/rain Part route 1.L3* 

1 0.02 1 4 3 6 2 
2 0.08 1 7 6 5 8 2 
3 0.06 1 5 7 2 
4 0.04 1 8 3 4 2 
5 0.07 1 3 7 4 6 8 

Device speed: from 270 (with five devices) to 150 (with nine devices) distance units/rain. 
P/D time = 8.34 (with five devices) to 15 (with nine devices) secs. 
Processor utilization = 0.75. 
*We changed station labels in the original layout so that stations 1 and 2 become I/O stations. 
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(b) station 5 (6,8,13) 
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Table A3. Expected waiting times in output queues of layout 2. 

TBS St. no 1 2 3 4 5 6 7 8 9 

Three 
devices 

1 WIP 5.591 5.370 5.962 5.932 5.780 6.044 6.007 5.524 5.791 
Sim 5.648 5.367 5.993 5.990 5.830 6.079 6.051 5.569 5.858 

95% C.I. 0.315 0.296 0.263 0.284 0.272 0.329 0.283 0.309 0.249 
%error 1.03% 0.04% 0.52% 0.96% 0.86% 0.57% 0.72% 0.80% 1.16% 

5 WIP 3.272 2.947 3.681 3.602 3.492 3.781 3.578 3.296 3.382 
Sim 3.249 2.907 3.681 3.584 3.444 3.676 3.563 3.148 3.367 

95% C.I. 0.097 0.085 0.097 0.112 0.150 0.121 0.097 0.091 0.094 
%error 0.73% 1.38% 0.01% 0.49% 1.41% 2.86% 0.42% 4.69% 0.42% 

10 WlP 3.116 2.775 3.530 3.444 3.340 3.633 3.405 3.152 3.212 
Sim 3.150 2.829 3.512 3.493 3.335 3.613 3.415 2.978 3.238 

95% C.I. 0.082 0.064 0.087 0.063 0.122 0.120 0.092 0.081 0.057 
%error 1.07% 1.88% 0.51% 1.41% 0.14% 0.55% 0.30% 5.85% 0.83% 

Five 
devices 

1 WIP 6.117 5.749 6.736 6.686 6.433 6.874 6.811 6.006 6.451 
Sim 6.216 5.773 6.794 6.794 6.509 6.937 6.918 6.090 6.558 

95% C.I. 0.397 0.345 0.302 0.358 0.341 0.376 0.336 0.377 0.325 
% error 1.59% 0.42% 0.86% 1.59% 1.17% 0.90% 1.55% 1.38% 1.64% 

5 WIP 3.874 3.332 4.555 4.423 4.240 4.723 4.383 3.913 4.056 
Sim 3.901 3.293 4.540 4.403 4.219 4.572 4.375 3.764 4.073 

95% C.I. 0.068 0.076 0.111 0.076 0.242 0.086 0.074 0.065 0.102 
% error 0.69% 1.17% 0.34% 0.45% 0.50% 3.30% 0.19% 3.96% 0.42% 

10 W1P 3.727 3.160 4.417 4.274 4.101 4.589 4.209 3.788 3.887 
Sim 3.775 3.168 4.444 4.334 4.348 4.412 4.238 3.505 3.919 

95% C.I. 0.094 0.110 0.098 0.102 0.222 0.165 0.130 0.116 0.116 
%error 1.26% 0.26% 0.61% 1.39% 5.67% 4.02% 0.67% 8.08% 0.82% 

Seven 
devices 

1 WIP 6.737 6.221 7.603 7.534 7.179 7.796 7.708 6.581 7.204 
Sim 6.894 6.319 7.712 7.747 7.345 7.901 7.845 6.735 7.444 

95% C.I. 0.285 0.295 0.280 0.284 0.273 0.306 0.253 0.314 0.226 
% error 2.28% 1.55% 1.40% 2.76% 2.27% 1.33% 1.74% 2.28% 3.23% 

5 WlP 4.569 3.810 5.522 5.338 5.082 5.757 5.282 4.624 4.824 
Sim 4.618 3.834 5.515 5.290 5.143 5.476 5.275 4.408 4.824 

95% C.I. 0.103 0.069 0A20 0.106 0.175 0.137 0.095 0.079 0.120 
%error 1.05% 0.63% 0.13% 0.91% 1.19% 5.13% 0.13% 4.89% 0.01% 

10 WIP 4.432 3.638 5.398 5.197 4.955 5.639 5.107 4.517 4.656 
Sim 4.471 3.663 5.397 5.252 5.130 5.393 5.123 4.267 4.702 

95% C.I. 0.075 0.097 0.114 0.117 0.363 0.159 0.093 0.213 0.092 
%error 0.87% 0.68% 0.02% 1.04% 3.41% 4.56% 0.32% 5.85% 0.97% 



DETERMINING TRANSFER BATCH SIZES 347 

Table A3. Continued. 

10 11 12 13 14 15 16 17 18 Avg. Max 

5.819 5.448 5.398 5.521 5.533 5.341 6.215 5.885 5.549 
5.862 5.449 5.374 5.545 5.549 5.363 6.243 5.930 5.594 
0.338 0.320 0.301 0.279 0.318 0.292 0.291 0.241 0.280 
0.74% 0.02% 0.44% 0.43% 0.28% 0.41% 0.45% 0.76% 0.80% 0.61% 1.16% 
3.580 3.157 3.060 3.228 3.163 2.950 3.918 3.490 3.167 
3.583 3.027 3.051 3.066 3.096 2.877 3.877 3.434 3.165 
0.111 0.081 0.141 0.116 0.086 0.081 0.102 0.081 0.078 
0.09% 4.30% 0.28% 5.29% 2.17% 2.53% 1.06% 1.62% 0.06% 1.66% 5.29% 
3.435 3.005 2.900 3.075 2.999 2.783 3.764 3.322 3.001 
3.467 2.956 2.900 3.041 3.009 2.780 3.737 3.330 3.026 
0.091 0.145 0.098 0.133 0.072 0.069 0.092 0.091 0.098 
0.95% 1.65% 0.00% 1.12% 0.33% 0.10% 0.72% 0.25% 0.83% 1.03% 5.85% 

6.497 5.879 5.796 6.001 6.021 5.701 7.158 6.608 6.048 
6.587 5.953 5.804 6.060 6.073 5.726 7.237 6.696 6.127 
0.375 0.356 0.316 0.333 0.348 0.363 0.314 0.339 0.322 
1.37% 1.24% 0.13% 0.97% 0.85% 0.44% 1.09% 1.32% 1.29% 1.10% 1.64% 
4.386 3.682 3.520 3.800 3.692 3.337 4.950 4.237 3.699 
4.374 3.558 3.526 3.678 3.647 3.279 4.890 4.187 3.713 
0.105 0.075 0.076 0. I 12 0.082 0.073 0.068 0.075 0.085 
0.27% 3.50% 0.17% 3.33% 1.23% 1.77% 1.22% 1.19% 0.36% 1.34% 3.96% 
4.259 3.542 3.368 3.659 3.533 3.172 4.808 4.072 3.537 
4.268 3.449 3.412 3.610 3.549 3.180 4.799 4.058 3.565 
0.123 0.126 0.115 0.172 0.067 0.085 0.103 0.083 0.085 
0.20% 2.70% 1.30% 1.36% 0.45% 0.26% 0.19% 0.34% 0.78% 1.69% 8.08% 

7.269 6.403 6.287 6.575 6.602 6.154 8.194 7.424 6.640 
7.458 6.523 6.378 6.693 6.747 6.278 8.292 7.566 6.775 
0.321 0.314 0.298 0.304 0.324 0.272 0.245 0.254 0.271 
2.53% 1.84% 1.42% 1.76% 2.15% 1.96% 1.18% 1.88% 1.99% 1.98% 3.23% 
5.287 4.301 4.073 4.465 4.315 3.817 6.075 5.078 4.324 
5.299 4.074 4.035 4.312 4.272 3.761 6.046 5.023 4.325 
0.107 0.103 0.112 0.122 0.079 0.086 0.102 0.074 0.109 
0.24% 5.55% 0.94% 3.56% 1.01% 1.48% 0.48% 1.08% 0.03% 1.58% 5.55% 
5.176 4.173 3.929 4.337 4.160 3.656 5.945 4.915 4.166 
5.175 3.934 3.982 4.217 4.187 3.645 5.916 4.905 4.201 
0.077 0.120 0.116 0.133 0.088 0.076 0.087 0.087 0.078 
0.03% 6.08% 1.33% 2.83% 0.63% 0.29% 0.50% 0.21% 0.83% 1.69% 6.08% 
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Figure A3. Expected total WIP in the system for seven devices of layout 2. 
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(c) part 3 (0.041 parts/rain) 
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Figure A3. Continued. 
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Figure A5, Expected total WIP in the system for nine devices of layout 3. 
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