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T H E  SOLUTION OF S I M U L T A N E O U S  EQUATIONS 

P. S. DWYER 
UNIVERSITY OF MICHIGAN 

This paper is an attempt to integrate the various methods which 
have been developed for the numerical solution of simultaneous lin- 
ear equations. It is demonstrated that many of the common 
methods, including the Dootittle Method, are variations of the meth- 
od of "single division." The most useful variation of this method, in 
case symmetry is present, appears to be the Abbreviated Doolittle 
method. The method of multiplication and subtraction likewise can 
be abbreviated in various ways of which the most satisfactory form 
appears to be the new Compact method. These methods are then ap- 
plied to such problems as the solution of related equations, the solu- 
tion of groups of equations, and the evaluation of the inverse of a 
matrix. 

Introduction 

During recent  years  various articles have appeared,  (1) (2) (3) 
(4) ,  on the general  topic of the solution of normal  equations. At first  
thought  it appears  tha t  articles of this type are  not needed since the 
theory  of dete~zninants gives the desired solution, but  f u r t he r  inves- 
vest igat ion reveals tha t  classical de terminanta l  methods, excellent for  
theoret ical  purposes, are  not the most  efficient tools fo r  detel~fining 
numerical  solutions when the number  of variables is large. The im- 
provement  of the modern calculating machine (in par t icular  the in- 
t roduct ion of automatic  division and automatic  mult iplication) has 
made available methods which, though algebraically simple, were pre- 
viously numerically cumbersome. I t  appears  now tha t  the new nu- 
merical  methods have been developed sufficiently so tha t  the presenta-  
t ion of a r a the r  thorough t r e a tmen t  of them, and of the i r  relat ions to 
each other,  is wise. F rom such an analysis we are  able to a r r ive  at  
new and more compact  methods. I t  should be specified also that  we 
are  not  a t  present  invest igat ing i terat ive nor  determinanta l  methods, 
though the  methods outlined in this paper  can be used in evaluat ing 
determinants .  

In many  of the problems in which the approximate  solution of a 
large number  of equations is desired, the simultaneous equations are  
symmetr ic  with respect  to the coefficients of the unknowns (i.e., the 
ma t r ix  of the coefficients of the unknowns is symmetr ic ) .  Fo r  ex- 
ample, if  the equations a re  
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a~a X~ .4" a.zl x ,  .4- a n  xs .4- a41 x .  = a5i 

a ~  xz .4- a ~  X2 "4- t t~ Xa .4- a ~  x .  - -  a52 

arts Xl "4- ~ 3  X~ .4- ass X3 .4- 0.~s X4 = ass 
(I) 

a~, Xl .4- a~4 X2 .4- as ,  xs  -4- a44 x4 = a~4 

then, f requent ly  a~j = a s~ • This  is a lways true, of course, if the  equa- 
tions are  normal equations or their  equivalents. This symmetry ,  if 
present,  simplifies the resul t ing techniques. In the  present  art icle we 
give the techniques for  the general si tuation and also the specialized 
techniques in case symmet ry  is present.  

The methods outlined apply to the solution of n equations in n 
unknowns.  In the in teres t  of brevity,  however,  we use bu t  four  equa- 
t ions in four  unknowns,  equations (1) ,  to present  the theory.  The so- 
lutions are  not  more  complicated, j u s t  longer, when more  than four  
variables are involved. 

Each of the  methods presented is i l lustrated by application to 
the equations 

xl .4- .4x2 .4- .5x3 .4- .6x4 = .2 

.4x~ + 1.0x: .4- .Sxs .4- .4x, = .4 

.5zl .4- .3x: .4- 1.0x~ .4- .2x, = .6 
(2) 

.6xl .4- .4x2 .4- .2xs .4- 1.0x~ = .8 

where  the a's are exact values. The solutions in this case are then car- 
t ied to five significant figures or to four  decimal places. All solutions 
are  indicated s~nbolical ly  in the tables where  no x's appear  explicit- 
ly, bu t  the first column presents  the coefficients of the x l ,  the second 
of  x2, etc. The last  column is the  conventional check column giving 
the sum of the entries in the row. 

Method One. The Method of Division 

The first  method described, which is essentially tha t  given in 
Hunt ington ' s  article in the "Handbook of Mathematical  Stat is t ics"  
(5, p. 67),  we might  call the method of division. Each equation is di- 
vided by  its leading coefficient and some equation, say the first, is sub- 
t racted in turn  f rom each of the n - I others giving a new set of 
n -- 1 equations in n -- 1 unknowns.  The process is repeated until one 
equation in one unknown is obtained. The back solution is then readi- 
ly obtained by  substitution. 



P. S. DWYER 

TABLE 1. METHOD OF DIVISION 
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General 

a ,  a~, %,  a , ,  

b~ bn~ b ~ 
b~, ba~ b ,~ 
b~z b~ b,s 
b, ,  b~, b, ,  

a,'~.~ G',.,.~ G'.~.a" 
a'~,~., z a,'~s.~ a'4s.~ 

.~4.1 a $4.1 a ~ . 1  

1 b'~,.1 b'4~.1 
1 b'an.1 b'4n.1 
1 b'a,.1 b',~., 

(~'33.12 ~'43.12 
(~:34.:L2 ~'44.1,~ 

1 b',~.~= 
1 b',,.:= 

a',~.~, 

1 
1 

1 
1 

/ / 

b~ 
bs3 
bs~ 

]"~B.1 
~t.54.. 1 

t " 

if' 5S.12 

at54.1~ 

b',.n= 
b 54 1~ t " 
O~ 54.123 

b'54.123 
b'53 124 

t " 
b 52.134 

¥5,234 

I l lustrat ion 

check 

ae~ 
%a 
%, 

be1 
be2 
bes 
be6 
Q / ~ . I  
O/GS. 2 
a'64.1 

b'62.1 
b'e3.~ 
b '6~.l 

a°64.12 

¥'6.~.12 
b '64.12 
~t64.121 

b '64 .123 
b '63.124 
b '62 .1s4  

b'sl .234 

X 1 X 2 X 3 X~ ! 

1.0000 .4000 .5000 .60000! 
• 4000 1.0000 .3000 .40000 
.5000 .3000 1.0000 .20000 
.6000 .4000 .2000 1.00000 

1.0000 .4000 .5000 .6000 
1.0000 2.5000 .7500 1.0000 
1.0000 .6000 2.0000 .4000 
1.0000 .6667 .3333 1.6667 

2.1000 .2500 .4000 
~000 1.5000 -.2000 
.2667 -.1667 1.0667 

1.0000 .1190 .1905 
1.0000 7.5000 -1.0000 
1.0000 -.6250 3.9996 

7.3810 -1.1905 
-.7440 3.8091 

1.0000 -.1613 
1.000 -5.1198 

-4.9585 

1.0000 
1.0000 

1.0000 
1.0000 

.2000 

.4000 

.6000 

.8000 

~000 
1.0000 
1.2000 
1.3333 

.8000 
1.0000 
1.1333 

.3810 
5.0000 
4.2493 

4.6190 
3.8683 

.6258 
-5.1998 
-5.8251 

1.1748 
.8153 
.0602 

-.9366 

The solution of (1) is given a t  the lef t  of Table 1 while the four-  
decimal-place approximat ion  to the solution of (2) is given at  the 
r ight .  I f  we r e f e r  to each main subdivision of the table as a "ma t r ix , "  
we may say tha t  the first ma t r ix  denotes the equations. The second ma- 
t r ix  denotes the equations resul t ing  when each has been divided by its 
leading coefficient. The th i rd  ma t r ix  results f rom subtrac t ing  the first 
equation f rom the  others. Thus  a'2~.1 ~ b22 -- b~l, and in the il lustra- 
tion 2.1000 ~ 2.5000 - .4000. This process is then continued until  
one equation in one unknown results and x, ~ b'5,.123. Now since 
x~ + b',3.~ x, ~ b'~3.,~., it follows tha t  x3 - -  b'53.~2 - b',3.~ b'54.~2~, and 
the value x~ ~ b'5~.12, can be obtained f rom the entr ies  in the first row 
of the sixth ma t r ix  and the x4 previously obtained. Thus f rom b'53.,2 
we subt rac t  the product  of b',~.l~ and the en t ry  to the righ~ of the 
"one"  in the last matr ix ,  b'5,.~3 • This resul t  may be checked by using 
the second row of  ma t r ix  6 with the resul t ing 

check 

2.7000 
2.5000 
2.6000 
3.0000 

2.7000 
6.2500 
5.2000 
5.0000 

3.5500 
2.5000 
2.3000 

1.6905 
12.5000 

8.6289 

10.8095 
6.9334 

1.4645 
-9.3191 

-10.7836 

2.1748 
1.8153 
1.0602 
.0634 
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b '~ , , ,  = b'5,.~ - b',,.l~ b'~,.=~ . 

Similarly, using the first row of matr ix  4 

b'~.13, = b'52.1 - b',,.1 b'~,.l~ - b'3~.~ b ' , .~ , ,  

etc. This process is carried out easily f rom the entries of the table 
once the " r i tua l"  is learned. 

The check column, column 6, is handled jus t  as column 5, though 
column 5 is not involved in the back solution. Thus b'~.~, - -  b'e3.~ 
- b',.~2 b'e,.128. The check results f rom the fact  that ,  for  every row 
in every matr ix ,  the ent ry  in column 6 is the sum of the entries in the 
columns to the left. 

This method is the least sa t is factory  (aside f rom its theoretical 
simplicity) of the various methods presented. The symmet ry  of the 
equations, if originally present, is lost wi th  the first set of divisions. 
Many divisions are demanded and the method utilizes n ( n  + 1) + n - 
1---~ (n + 1) ~ - 2 rows. In general the method will give approxima- 
t ions since divisions are involved. 

Brolyer (6) and Chauncey (7) have shown how this method may 
be simplified by the elimination of considerable recording and some 
computing. The even-numbered matrices in Table 1 are replaced by 
a single row which is placed directly under  the equation f rom which 
it was obtained. The processes of division and subtraction are then 
performed in one operation with the use of (a /b)  - c techniques. The 
number  of rows in the forward  and back solution is reduced to 

(n + 1) (n + 2) n(n + 5) 
÷ n - 2 --  - 1 .  I f  vh~ - -  1, the first division 

2 2 - -  

n ( n  + 5) 
row is not needed and we have - 2 rows. 

2 

Method Two. The Method of Single Division 

The method of single division is characterized by the leading 
element in the case of but  one of the n equations. The result ing equa- 
t ion is then combined with each of the n - 1 other equations in turn  
to give n - 1 equations in n - 1 unknowns. The new equation can be 
wr i t ten  at  the bottom of the n equations. There is no great  loss in 
general i ty and a somewhat  simpler technique results if  the variables 
are eliminated in 1, 2, 3, 4, order, (divide the top row of each matr ix  
by its leading coefficient), though a somewhat  more complicated tech- 
nique can be worked out if no such restriction is made. I t  is necessary 
*.hat this  leading coefficient be different  f rom 0. 
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The method is derived by the elimination of x~ f rom each of the 
last three  equations of  (1) ,  

a~x~ + a~x~ + a3jx3 + a, jz, = a ~ ,  ] : 2, 3, 4 (3) 

and f rom the first equation of (1) divided by its leading coefficient, 

x~ + b2~x~ + bnx3 + b,~x, - - -  b ~ .  (4) 

We multiply (4) by aa~ and subtract  f rom (3) to get  

( a~i --  aaj b2,) x2 + ( ~ --  a~j b,.~) x~ + (a, s - aa~ b,~) x , = % i  - a~i b~  , 

which can be wr i t t en  

a~.~ x2 + a3~..~ x~ + a,~.a x,  : a ~ . , ,  ] = 2, 3, 4 .  (5)  

The process is repeated to eliminate x : ,  x~, etc., in turn. 
Thus 

w i t h  a i~ .~  - -  ai~.~ - a~i.~ b ~ . ~ .  

The forward  technique is simple. Divide the first row in an}" 
matr ix by its leading coefficient to form the last row in the matrix.  
Take any element in the matr ix  and subtract  the product  of its lead- 

T A B L E  2. M E T H O D  OF S I N G L E  D I V I S I O N  

Genera l  I l i u s t r a t i o n  

2] X 2 ~3 X4 

a ,  a21 a~l a~l 
%= a22 a3~ a,= 
a¢3 ~23 a33 {%43 
a~., %, %,  a~, 
1 be1 bal b,~ 

{~22.1 
(~23.1 
{~'24.1 
1 

a32.1 
a33.t 
o,,34.1 
ha2. I 

a42.1 
Q'43.1 
ai4.1 
542.1 

a33.12 a43.!2 
(ts.,n 2 a44.a2 
1 b43.12 

a44.123 

1 

check 

Q51 a61 
a52 O~62 
asa  a63 
a54 a6.~ 
b~1 b6= 

Cb52.1 562.1 
a53.1 a(13.1 
a54.1 G64.1 
b~2 1 b6:.1 

- -  1 
a53.12 O63.12 
a54.12 a64.12 ! 
b53.~: b~3 l: 

a54,1~3 L_~'64.123 

b,, , .3 ! b~,.~.~ ] 
b~3,1~4 b~a,le,t J 
bgo 134 b6o la4 CL, C:., 

X 1 Z 2 273 X 4 

1.0000 .4000 .5000 .6000 
.4000 1.0000 .3000 .4000 
• 5000 .3000 1.0000 .2000 
.6000 .4000 .2000 1.0000 

1.0000 .4000 .5000 .6000 

.8400 .1000 .1600 

.1000 .7500 - . !000  

.1600 - .1000 .6400 
1.0000 .1190 .1905 

.7381 -.1190 
- .1190 .6095 
1.0000 - .1612 

.5903 

check 

_200-% 2.7000 
.4000 } 2.5000 
.6000 ! 2.6000 
.8000 I 3.0000 
.2000 2.7000 

• 3200 t 1.4200 
• 5000 1.2500 
.6800 1.3800 
.381o I 
.4619 1.0810 
.6190 1.1095 
.6258 1.4246 

.6935 1.2S3S 

i 1.1748 2.174S 
i .8152 i 1.8152 
! .0602 E 1.0602 
i - . 9366  ' .0634 1.0000 

1.0000 
1.0000 

1.0000 
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ing row element and its bottom columnar element and the result is 
the proper entry for the corresponding place in the next matrix. The 
solution of (1), with the added check col-mn~ is shown in Table 2. 
This method, essentially, has been given by Deming (8), who did not 
restrict  the order of elimination. I t  has also been given, essentially, by 
Aitken (9) who calls it the "Method of pivotal cond~_gation," though 
Aitken placed the divided row at the top of the matrix. 

The back solution is obtained by subtraction. Thus bu., ,  is ob- 
tained by substituting x, - -  bs,.~ in the equation xs + b , .~  x, ---- b~,., 
so that  xs - -  b~s.., - b,~.~ b, .~s .  This is easily done since it  is only 
necessary to record b,.~2 and subtract from it the product of the term 
before it (b,,.n) and . the  term associated with the "one" below it 
( b ~ , ) .  Similarly the computation of b=.__~ = b=.~ - b,ffi.~ bs,.~s - 
b ~  bs~.~, can be reduced to a simple ritual. 

This method is much preferable to the method of division in that  
fewer divisions and subtractions are required and there is less record- 

n' + 5n - 2 
ing. Also this solution demands but rows for the for- 

2 
ward and back solutions. Fur thermore this solution retains symmetry, 
if originally present, for if a,i :_~ai~, then 

a~j.~ -- a~j -- a~ b,~ = a, i a~j a~ __ ~i~.~, 

a~i.~ -- aj~.~, etc. 

This symmetry has not been used (though it could be used for check- 
ing) in the foregoing method so that  this method is applicable to non- 
symmetric equations. 

Method Three. Method of Single Division--Symmetric 

This method is essentially a special case of the method above 
though some adjustments are needed because of deleted entries. It is 
not necessary to record both ~,j. and aj,. since they are equal if__~j 
a~ .  We hence omit all the entries below the main diagonal for each 
matrix. For example, in Table 2 we omit all the entries to the left of 
and below the main diagonal. A dash ( - - )  is used to indicate the 
omission, rather  than the vanishing, of these entries. 

However, we have been using the entries at the left of the table 
in computing the entries in the next matrix and so we still have to 
find the equivalent of these entries. Now a duplicate of the leading 
term for each row is obtained by going along the row to the main 
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d iagona l  and  then  t a k i n g  the  h e a d i n g  of  t h a t  column,  s ince a~  ---- a ~ .  
In  th is  m a n n e r  the  s u b t r a c t e d  p r o d u c t  is ob ta ined  f r o m  the  f i r s t  and  
las t  r o w s  of each  m a t r i x .  T h e  e n t r y  f r o m  the  l a s t  r ow is t he  e n t r y  a t  
the  foo t  o f  t he  co lumn,  whi le  the  e n t r y  f r o m  the  top  row is ob ta ined  
by  m o v i n g  a long  the  r o w  which  con ta ins  the  e l emen t  to  the  m a i n  
d iagona l  o f  t he  m a t r i x  and  t h e n  t a k i n g  the  h e a d i n g  of  t h a t  column.  
T h u s  

a ~ . ~  --" a~ i - -  b~l e t~  , 

and  in Tab le  2 
e%,.~'-- ( .2000) - -  ( .5000) ( .6000) - -  - - . 1000 .  

S imi l a r l y ,  
a ~ . ~ - -  ( - . 1 0 0 0 )  -- ( .1000) ( .1905) -~ - . 1 1 9 0  . 

T h e  b a c k  so lu t ion  is s i m i l a r  to t h a t  o f  m e t h o d  2. The  t eehn ique  is 
eas i ly  l ea rned  w i t h  a l i t t le  prac t ice .  T h e  solut ion  of  (1)  is p r e s e n t e d  
in T a b l e  3. 

TABLE 3. METHOD OF SINGLE DIVISION~SYMMETRIC 

General Illustration 

x 1 x 2 x~ x~ check x~ x~ z~ x~ 

a3 ~ a'2-1 a31 aal 
o..2.2, as2 a4.~ 

~]b33 a43 
~44 

1 b2, b~, b41 

1 

~22.1 6~32.1 a42.1 
a33.1 G43,1 

~44.:1 
1 b3~.1 b4~.! 

~33.1~ (7"43.12 
- -  ~44.12 
1 b,3.1 ~ 

1 

1 

~"44.123 
1 

as1 
a52 
~53 
a54 
bsl 

G'52"I i 
~53.1 
~'54.1 

fl'53.12 
t'~54.t 2 
bs,.~ 1,2 

b53"~ 4 

b51.234 

a61 
¢6.' 
(~63 

bsz 

(r'6~.l 
G'63.1 
g84.1 
b6"2.'1 
fl'63.12 
a'64.32 
bsa.l`2 

(~64.123 

be~.124 
b6̀2.~34 

1.0000 .4000 .5000 .6000 
- -  1.0000 2000 A000 

- -  1.0000 .2000 
- -  - -  1.0000 

1.0000 .4000 .5000 .6000 

1.0000 

.8400 .1000 .1600 
- -  .7500 -.1000 
- -  - -  .6400 

1.0000 .1190 .1905 

.7381 -.1190 
- -  .6095 

1.0000 -.1612 

1.0000 
1.0000 

.5903 

1.0000 

.•000 
.4000 
.6000 
.8000 
.2000 

.3200 1.4200 

.5000 1.2500 

.6800 1.3800 
• 3810 } 1.6905 

.4619 

.6190 

.6258 

.6935 

.8152 

.0602 
-.9366 

check 

2.7000 
2.5000 
2.6000 
3.0000 
2.7000 

1.0810 
1.1095 
1.4646 

1.2838 

2.1748 
1.8152 
1.0602 
.0634 

T h e  check  co lumn e n t r y  is no t  neces sa r i l y  equal  to the  s u m  of 
the en t r i e s  in the  r o w  since some of these  en t r i e s  a r e  no t  recorded ,  bu t  
in such  a case  i t  is equal  to the  sum of  the  en t r i e s  as  f a r  l e f t a s  the  
m a i n  d i agona l  plus those  in the  co lumn to the  top  of  the  m a t r i x .  Thus  
a64.1 - -  a54.1 -t- a , .1  ÷ a43.1 ÷ a~.l  . 
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The method demands the same number of rows as method 2, but 
there are fewer  entries and computations. The back solutions are the 
~¢tme. 

Method Four. Abbreviated Method of Single Division 

An al ternat ive condensation of method, which can be used wheth- 
er the equations are symmetric  or not, is the abbreviated method of 
single division which demands less recording than  the method of 
single division. The method consists in computing and recording the 
entries for  the first row and for  the first column only of each new 
matr ix .  These entries are then used, along with the first rows and 
colmmls of previous matrices,  to compute entries for  the first row and 
for  the first column of the next  matr ix .  For  we can wri te  

a~1.~ - -  a ,  i - -  a ~  s b , ~  , 

a,i.~ "-  a,i.~ - ~ b,~.~ --  a,~ - a~i b~ - a~i.~ b~2.~, etc. 

It  is n e c e s s a r y  to  c o m p u t e  these  v a l u e s  o n l y  as  needed .  A l i t t le  pract ice  
wi l l  enable  o n e  to  use  th i s  m e t h o d  eas i ly .  T h u s ,  in T a b l e  4. 

a,,.=3 "- 1.000 - (.6000) (.6000) - (.1600) (.1905) 

-- (--.1190) ( - .1612)  ~ .5903. 

T A B L E  4. A B B R E V I A T E D  METHOD OF S I N G L E  DIVISION 

General  i I l lus t ra t ion  

x 1 x 2 x~ x,  check Xl ~2 X3 Xd 

{111 O"21 {131 G41 
GL2 ~22 {132 0"42 

{113 a23 {133 a43 
{114 {124 {134 G44 
1 b21 bal b, l  

a~.1 a32.1 {142.2 

a24.1 -- 
1 b32.1 b4=.1 

0"33.12 Q'43.22 
a.34.12 -- 
1 b,~.1 = 

{144.]23 

1 

check 

{151 {1el I 
a'52 0'62 
{153 {168 
(154 (:i,64 
b51 b61 

{152.1 ~62.1 

i -  - 

bs~.~ ~.1__!_.__ 

63,12 

1~'54.2.'23 64,123 

' b54 123 64.:L23 
t b53:124 6~.12. 

bh~ 134 

1.0000 .4000 .5000 .6000 
.4000 1.0000 .3000 .4000 
• 5000 3000 1.0000 ~000 
.6000 .4000 .2000 1.0000 

1.0000 .4000 .5000 .6000 

.8400 .1000 .1600 

.1000 - -  - -  

. 1 6 0 0  - -  - -  

1 . 0 0 0 0  .1190 .1905 

.7381 -.1190 
-.1190 - -  
1.0000 --.1612 

.5903 

1.0000 
1.0000 

1.0000 
1.0000 

~000 
.4000 
.6000 
.8000 
.2000 

.3200 

.3810 

.6258 I 

1.1748 
.8152 
.0602 

-.9366 

2.7000 
2.5000 
2.6000 
3.0000 
2.7000 

1.4200 

1.6905 

1.0810 

1.4646 

1.2838 

2.1748 
1.8152 
1.0602 

.0634 
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Method Five. Abbreviated Method of Single Division ~ Symmetr ic  

I f  the mat r ix  of the coefficients is symmetr ic  we may combine 
the advantages  of the method of single division ~ symmetr ic  and 
those of the abbreviated method of single division into a new method 
which we may call the abbreviated method of single division - -  s~-m- 
metric. I f  we combine the omissions of the  method of single division 

s3munetric (the entries below the main diagonal) and those of 
the abbreviated method of single division (the entries to the right of 
the first column and below the first r ow) ,  we find tha t  we have 
omissions everywhere  except in the first row of each matr ix  (and of 
course the last row of each matr ix  which is obtained by  dividing the 
entries of the first row of the matr ix  by the leading element) .  In this 
way  we need record but  two rows in each matr ix  and the number  of 
rows and computations,  if  n is large, is cut down enormously. 

I t  is necessary, however,  to adjus t  our technique for  determining 
the products,  as these products  must  be obtained f rom the entries of 
the twin  rows of each matrix.  The method of using the diagonal to 
locate the second entry  can not now be used af ter  the first matrix,  
since most  of the rows of the matr ix do not now appear.  
However,  

T A B L E  5. A B B R E V I A T E D  M E T H O D  O F  S I N G L E  D I V I S I O N - -  
S Y M M E T R I C  

General  i I l lus t ra t ion  

z l  == =3 =% x l x :  x3 X4 check 

- -  % 2  % 2  a , ~  

~S G'43 
(Z44 

1 b~l b~l b41 

1 b~2.1 b42.~ 

~33.12 (]~43.12 
1 b43.12 

0"44.123 

i I 
Q53 a63 I 
%. /%. I 
bs~ I bel 

1.0000 .4000 .5000 .6000 
1.0000 .3000 .4000 

m 1.0000 .2000 
- -  m 1.0000 

1.0000 .4000 .5000 .6000 

.2000 

.4000 

.6000 

.8000 

1 
1 

1 

b52.1 

~53.12 
b53.12 
a54.1~3 

b~4,123 
b53.124 
b52.134 
b51.234 

b62.1 } 

~G3.22 I 
b~3.,2 I 

b~2,-134 
b~,.~34 1.0000 

2.7000 
2.5000 
2.6000 
3.0000 
2.7000 

• 8400 .1000 .1600 .3200 1.4200 
1.0000 .1190 .1905 .3810 1.6905 

• 7381 -.1190 .4619 1.0810 
1.0000 -.1612 .6258 1.4646 

• 5903 .6935 1.2838 

1.0000 
1.0000 

1.1748 
.8152 
.0602 

-.9366 
1.0000 

2.1748 
1.8152 
1.0602 

.0634 
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ai j .n  = a~s - -  aj~ b .  - -  a~j.x bi~.~ 

~j.~ - -  ai~ - -  ~ b~ - -  ~.~ bi~.~ - -  a , j ~ ' =  b~ , , etc., 

and the a's in the products are found by taking the entry in the column 
whose number is the second subscript (j), while the corresponding b's 
are found by taking the entry in the column whose number is the first 
subscript ( i ) .  Thus the " a "  entries used to compute 

a~,.~n - -  a~, - a .  b~ - a . . z  b~=.~ - a ,~ .~  b,.~= 

a re  ob t a ined  f r o m  the  f o u r t h  co lumn whi le  the  c o r r e s p o n d i n g  " b "  
en t r i e s  a r e  o b t a i n e d  f r o m  the  f i f th  co lumn.  E n t r i e s  in these  co lumns  
can  be eas i ly  op t l ined  w i t h  the  use  of  a ru le r ,  s t r a i g h t - e d g e ,  o r  even  
a pencil .  

TABLE 6. ABBREVIATED DOOLITTLE SOLUTION 

General i Illustration 

X] X 2 ~3 ~ 

G11 G= 1 a31 a41 

%s a. 
a44 

1 bz~ b81 b,1 

a22.~ 0"32.2 ~42.1 
1 bn.. I b~.  z 

3.12 
1 

1 
1 

b,n.~ 

G#,4.~S 

1 

"53.12 

Ysn.a~. 
~.Z36 

b~.~ 

Q'@aL128 

bai~, 

b~.nn, 

Xl ~2 X3 X4 

1.0000 .4000 .5000 .6000 
1.0000 .3000 .4000 

- -  1 . 0 0 0 0  ~ 0 0 0  

- -  - -  1 . 0 0 0 0  

1.0000 .4000 .5000 .6000 
1 . 0 0 0 0  . 4 0 0 0  . 5 0 O0  . 6 0 0 0  

.8400 .1000 .1600 
1.0000 .1190 .1905 

.7381 ---.1190 
1.0000 --.1612 

.5903 

1.0000 
1.0000 

1.0000 
1.0000 

~000 
.4000 
.6000 
.80O0 

~000 
~000 

.3200 
~810 

.4619 

.6258 

.6935 

1.1748 
.8152 
.0602 

- . 9 3 6 6  

check 

2.7000 
2.5000 
2.6000 
3.0000 

2.7000 
2.7000 

1.4200 
1.6905 

1.0810 
1.4646 

1.2838 

2.1748 
1.8152 
1.0602 

.0634 

If we lay a ruler to the right of column four and one to the left 
of column three 

a,.~ -- (.2000) - (.5000) (.6000) - (.I000) (.1905) = -.1190. 

The corresponding check column entry is 

a~s.~ = 2.6000 - (.5000) (2.7000) - (.1000) (1.6905) -- 1.0810 

--.7381 - .1190 + .4619. 
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The method demands but 4n - 2 rows, is very compact, and is easily 
carried out when thoroughly understood. The back solution is similar 
to tha t  of earlier methods. 

Method Six. A bbrevzated Doolittle Method 

The reader who is famil iar  with the Doolittle method (10) wilt 
recognize considerable similari ty with the last method. As a mat te r  
of fact, the last method is essentially an abbreviated form of the 
Doolittle method. However, before presenting the Abbreviated Doo- 
little method, we make al~ adjus tment  in the ri tual  dealing with the 
first matrix.  I t  would be somewhat simpler, though it would take an 
additional row, if the first row of the first mat r ix  were repeated at the 
end of the first n equationz just  before the first row of b's is inserted. 
This is done in Table 6 where the Abbreviated Doolittle method is 
applied to the solution of equations (1) and (2). 

The general remarks on method five apply here though the num- 
ber of rows needed is now 4n - 1 for the forward  and back solutions. 

It is customary in the conventional Doolittle solution to make the 
b's the negatives of the b's of the foregoing solution, but in the method 
outlined here the negative signs are absorbed in the technique. 

The development above shows how the Abbreviated Doolittle 
method can be obtained as a special case of the method of single 
division when the matr ix  of the coefficients is s~mm~etric. 

The Abbreviated Doolittle method was outlined essentially by 
Waugh as early as 1935 (11), though he applied it to the solution of 
those equations involving correlations. However the idea is immedio 
ately applicable to the solution of symmetric  equations in general, and, 
inasmuch as the method does not appear to have at tained the recog- 
nition which it deserves, it is imperative tha t  its advantages be pre- 
sented in some detail. 

I t  is possible, of course, to record every step and so to extend 
the Abbreviated Doolittle method to the conventional Doolittle method, 
but tha t  is hardly to be recommended as the Doolittle method takes 
more space, more recording, and is not so accurate. The Abbreviated 
Doolittle method demands but 4 n -  1 rows, while the conventional 

n ( n  + I)  
Doolittle method demands 2 + 3 + 4 + ..- + n -  1 addi- 

2 
n ~ + 9n -- 4 

tional rows or a total of 2 vows. For  example,  Kurtz  (12) 

needed 43 rows to present the six equations, the forward solution, 
and the back solution of his six-variable problem, while with the Ab- 
breviated Doolittle method, this information could be presented in 23 
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rows. It is obvious, too, that the abbreviated method is desirable in 
that it saves time used in recording, it eliminates errors which result 
from excessive recording, and it is theoretically more accurate in that 
it uses the approximation resulting from the combination of a number 
of operations rather than the combination of the approximations re- 
sulting from the operations. It should be emphasized, too, that  the 
elimination of the unnecessary entries in the forward solution makes 
it easier to select the entries needed for the computation of the entries 
in the later matrices. As a matter  of fact, one could hardly expect to 
arrive at a simpler technique than that outlined in the Abbreviated 
Doolittle method. 

The Abbreviated Doolittle method as presented here differs from 
the conventional Doolittle method not only in the elimination of 
numerous efrtries but also in the fact that the division is made by the 
leading element rather  than by its negative. I t  is the opinion of the 
author that the division by the leading element is desirable in that 
(1) it makes possible the carrying on of the back solution in the 
same form as the computation of the forward solution with a mini- 
mum of effort and recording and (2) it preserves the relationship to 
the method of single division of which the Abbreviated Doolittle 
method is a special case. 

I t  is advantageous, from a theoretical point of view, to know that 
the Abbreviated Doolittle method is a special case of the method of 
single division since the validity of the Abbreviated Doolittle method 
(and of the conventional Doolittle method itself, since this is essential- 
ly the Abbreviated Doolittle method with detailed steps recorded) fol- 
lows at once from the validity of the method of single division. This 
is a mat ter  of some importance when it is noted that  the writers on 
the Doolittle method, from Doolittle himself (10) down to the present, 
usually content themselves with a description of the details of the 
solution rather  than a justification of the method. A "proof" can be 
outlined with a happy choice of notation, but it now appears that 
validly- of the Abbreviated Doolittle method can be demonstrated 
with little effort since it is a special case of the method of single 
division. The additional superfluous terms used in the conventional 
Doolittle method complicate the proof as well as the calculation. 

The Doolittle method has been widely recommended as t h e  means 
of solving normal equations when n is greater than three and the 
matrix is symmetric (10), (12), (13), (14). It now appears, on 
theoretical as well as practical grounds, that  the Abbreviated Doo- 
little method is to be preferred, - -  at least if a computing machine 
capable of performing a - b c  operations efficiently is available. 
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Method Seven.  Method of Mult ipl icat ion and Subtract ion 

A method which does not involve division at all in the forward 
solution has lately come into prominence. For example, Rider has 
used it in his recent text (15, p. 36) and Wren has recently described 
it (4). If we multiply the first equation of (1) by -a~, and the second 
by a,~ and add, we get 

(a~, a~ - a ~ =  a~)x,  + (a= a~, - -  a ~  as~)x._ + (a,~ a~ - -  a,: a,~)x, 

and if we let A~., : a~ a~ - a~ a~ ,  this appears as 

A~.~ x= + A~.~ xs + A~.I  x ,  - -  Aa~.~. 

TABLE 7. METHOD OF MULTIPLICATION AND SUBTRACTION 

General Illustration 

== z= z s z ,  z~ z~ =s check 

@1.2 ~ 082 O~ 2 
a~s a,a %s o,~ 
O1~ 024 034 044 

A=~.I Area A4,.x 
A2a.1 Ass.1 A4.~.I 
A2,.I As4.1 A,4n 

1 
1 

A33.12 Ata.l= 
As4.m A4..x= 

Att.12~ 

1 

I check 

O51 l a6~ 
0,~= I a6= 

054 ~64 

A54a ] Ae4.a 

Ass.~ 1 Ass.-'--- ~ 
A54 12 • A64.1~__} 

A$4.~¢a ---~st.~2a i-- 

B$3 ~24 e4.~2~ . t Bea lzt 1 
B52-~s, I B62"~3, / 1.0000 

I ' t 1 .oooo 

1.0000 .4000 .5000 
.4000 1.0000 .3000 
.5000 .3000 1.0000 
.6000 .4000 .2000 

.8400 .1000 

.1000 .7500 

.1600 -.1000 

.6200 
-.1000 

1.0000 

.6000 

.4000 / .4000 

.2000 I .6000 
1.0000 .8000 

.1600 .3200 
-.1000 .5000 

.6400 .6800 

-.1000 .3880 
.5120 .5200 

.30744 .36120 

1.0000 1.1749 
I .8153 

.0601 
I --.9366 

2.1749 
1.8153 
1.0601 

.0634 

2.7000 
2.5000 
2.6000 
3.0000 

1.4200 
1.2500 
1.3800 

.9080 

.9320 

.66864 

A similar elimination involving the first and third equations gives 

A2s.1 x~ ÷ A3s.~ x3 + A4s., x,  = Ass.1,  
and similarly 

A~4., x.. + A~,.1 x~ ÷ A,,.1 x4 = A~4.'~. 

The four equations in four unknowns have thus been reduced, by 
multiplication and subtraction, to three equations in three link's.owns. 
The process can be repeated with the resulting 

A33~ x3 + A43.~2 x4 = A33.,~_ , 

As,.1..  x3 + A44.1,_ x4 : A , , . , .  , 
with 
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Again 

with 

So 

A,j.~ "- Aij.~ A,~.~ -- A,=.~ A,,.~. 

A . . x 2 s  x 6  - -  A 5 4 . = s ,  

Ai.~.,,8 = : A , j . ~  As , .~  -- Ais . , ,  Asj.,= • 

X ,  ~ m 
A5,.1~_, 
A..~=3 

1 
x a - -  Ass.= [ A , . ~ - A , ~ . ~ B , . m ]  , etc. 

The fo rward  solution is simpler and the back solution slightly 
more involved than methods previously presented. The back solution 
involves a division for  each ent ry  though there are no divisions in the 

n ( n  + 3) 
fo rward  solution. The solution demands - -  rows. 

2 
The chief advantage  of the method is the ab -- cd technique which 

is used in get t ing the items in each successive matrix.  S tar t ing  wi th  
a given te rm in a matrix,  multiply by  the upper  left  en t ry  of the 
mat r ix  and subt rac t  the product  of the entries at  the top of the 
matr ix  column and the one at  the left  of the mat r ix  row. The illus- 
t~ ation is given in Table 7. 

Me~hod Eight .  Method of lVlul.tiplication and Sub t rac t ion - -Symmet r i c  

I f  the mat r ix  of the coefficients is symmetric,  it is possible to 
leave the entries below the diagonal as blanks and to proceed some- 
wha t  as in method three (15, pp. 37-38). Any  item in a mat r ix  is now 
multiplied by the leading item in the matrix,  and f rom this product  
is subtracted the product  of the item heading the column with the  
item heading the column which is obtained by  going to the lef t  until 
the main diagonal is reached. The details of the numerical  solution 
for  equations (1) and (2) are  given in Table 8. 
Thus 

A,3.~ - -  (.2000) (1.0000) - (.5000) (.6000) - -  - . 1 0 0 0  
and 

A.3. . ' - -  ( - . 1 0 0 0 )  (.8400) -- (.1000) (.1600) = - - . 1 0 0 0 .  

Method Nine. Abbreviated Method of Multiplication 
and Subtre_ction 

I t  is not  necessary to record the entries except those in the first 
row and in the first column of each matrix.  Each value Aij.--. is then 
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T A B L E  8. METHOD OF M U L T I P L I C A T I O N  AND S U B T R A C T I O N ~  
SYMMETRIC 

General Illustration 

a ~  a~3 
%,  

A~.~ Aa~.~ A~.~ 
A ~ . ,  A ~ . ~  

A44.1 

A4~,. ~ 

A , . ~  

1 
1 

1 

check 

as1 a61 

Xl X2 :~3 X 4 i 

1.oooo .4000 .5000 .6ooo 
- -  1 . 0000  . 3000  .4000  

~ 1 . 0 0 0 0  .2000  
- -  ~ 1 . 0 0 0 0  

.8400 .1000 .1600 
.7500 -.1000 

~ . 6400  

.6200 -.I000 
.5120 

.30744 

1 

a52 a62 
a53 a63 
a54 a64 

A . "  I A6s" ~ 
A ,I, AL, 
A .  i ,  
As,"  ~ A e , ' l ,  

A54.a= s I A s s . ~  

B~2.1s~ Bs~.x34 
B'sL'3" I B6L~s" 1.0000 

1.0000 
1.0000 

1.0000 

.4000 

.6000 

.8000 

.3200 

.5000 

.6800 

I .5200 i 

.0601 ! 
-.9366 I 

check 

2.7000 
2.5000 
2.6000 
3.0000 

1.4200 
1.2500 
1.3800 

9080 
.9320 

.66864 

2.1749 
1.8153 
1.0601 

.0634 

T A B L E  9. A B B R E V I A T E D  METHOD OF M U L T I P L I C A T I O N  
AND S U B T R A C T I O N  

General I l lus t ra t ion  

z~ x 2 z 8 =, ~i z~ z8 z ,  check 

611 %1 6n  6,1 
61~ %2 a~, a,= 
a~3 6= %3 %3 
a14 62, a$4 aa~ 

A~.  1 A~.I  A~. I  
A~.  1 - -  
A24.z ~ 

A83.~2 A,s .~  
A34.12 - -  

2~44.123 

1 
1 

1 

O"51 

6Bt 

A52.1 

A53 r 

B54 1 
B53 1~ 
B52":13 

I B51"23 

check 

%1 
a62 

0,64 

2~ 62.1 

Ass.l, 

A 6,1.12s 

Bs4.12s 
B63.124 
B62 .T$t 
BE1.2a4 

1.0000 .4000 .5000 .6000 
4.000 1.0000 .3000 .4000 
.5000 .3000 1.0000 .2000 
.6000 .4000 .2000 1.0000 

.8400 .1000 .1600 

. 1000  - -  

.1600 - -  - -  

.6200 -.1000 

.2000 

.4000 

.6000 

.8000 

.3200 

-.1000 - -  i - -  

.307441 .36120 

1.0000 
1.0000 

1.0000 
1.0000 11.1749 I 

i .8153 
.0601 

!-.9366 

2.7000 
2.5000 
2.6000 
8.0000 

1.4200 

.9080 

.66864 

2.1749 
1.8153 
1.0601 

.0634 
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obtained by mult iplying by the leading term and subtract ing the ap- 
propr ia te  product  in each matrix.  Thus 

Ai~. l  - -  a i j  al~ -- G,i~ ~ i  , 

A~j.~ "-  (aij a~ -- ai~ a~)A~.~ - A,~.~ A,2.1 , 
and 

A~.~:3 - -  [ (a~s a ~  - a~  a~j)A~:.~ - A~.~ A~.~JA~3.~_ - A3j.~2 A~3.~.  

The process of computation is easily carried out  with a modern com- 
put ing machine. The details of the solution are  given in Table 9. 
Thus 

A,s.~, - -  [ (,2000) (1.0000) - (.5000) ( .6000)] .8400 

- (.1000) (.1600) - -  - . 1 0 0 0  
and 

A , . ~  - -  { [ (1.0000) (1.0000) - (.6000) ( .6000)] .8400 

- -  (.1600) (.1600)} (.6200) - (.1000) (.1000) - - . 3 0 7 4 4 .  

The method demands the same number  of rows as method seven but  
fewer  entries are used. 

M e t h o d  T e n .  A b b r e v i a t e d  M e t h o d  o f  M u l t i p l i c a t i o n  a n d  
S u b t r a c t i o n  - -  S y m m e t r i c  

In case the mat r ix  is symmetr ic  it is only necessary to record the 
first row of each mat r ix  since the columnar entr ies  duplicate the row 
entries. Tl~e values of the first rows of each mat r ix  are  determined 
from the matrices above. The multipliers are obtained by taking the 
products  of the terms in the i ' th and ] ' th columns. These columns may  
be outlined with the use of a straight-edge, though care must  be taken 
not  to cover up the first en t ry  in the row, fo r  this is needed for  multi- 
plication. For  example, if  A43.--- is desired, then the entries, with  the 
exception of the leading items, are all in column 3 and column 4. The 
solution is given in Table 10 with the omission of  the  first row in the  
second matrix,  the insertion of which is discussed later.  

Thus 

A,,~.~, = [ ( .2000)  (1 .0000)  - ( .5000)  ( . 6 0 0 0 ) ]  ( .8400)  

- (.1000) (.1600) - - - - .1000  
and 

A . . ~  - -  { [ (1.0000) (1.0000) -- (.6000) 2] (.8400) -- (.1600) ~) 

× ( . 6 2 0 0 )  - (--.1000) ~ - ' . 3 0 7 4 4 .  



P. S. DWYER 

T A B L E  i0. A B B R E V I A T E D  METHOD O F  M U L T I P L I C A T I O N  
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General  I l lus t ra t ion  

i 
x~ == z s z ,  check x~ x~ x z x. check 

t a~ , I .4000 I 
I .6000 } 
1 .8000 I - -  

a l l  a=l a81 a,1 ael 1.0000 .4000 .5000 .6000 2.7000 
a ~  a3~ a,2 a M ~ 1.0000 .3000 .4000 2.5000 

a ~  ~,s ass aes ~ 1.0000 .2000 2.6000 
__a" . as, a6, ~ 1.000.____O0 3.0000 

ala a~l a81 a,1 I ~A: ~ AI:, 1.0000 .4000 .5000 .6000 .2000 ,2.7000 
A==~ Aaffi~ A ,~ •  .1 .~ .8400 .1000 .1600 I .3200 I 1.4200 

Ass'~ A*8"•= I .6200-.1000 I .3880 [ .9080 
As,.12s A e , . ~  .30744 .36120 .66864 

1 s~.l=, es.l~, I 1.0000 / .8153 1.8153 
1 !B5~.13' Bs=.la' [ 1.0000 i .0601 1.0601 

1 ! B.sL~s , B61.~a, 1.0000 i -.9366 .0G34 

This method has not, to my knowledge, been presented before. It 
follows logically from the method of multiplication and subtraction 
just as the Abbreviated Doolittle method follows from the method of 
single division. This method is very compact and demands but 3n - 1 
rows of which n are demanded for the statement of the problem and 
n for the statement of the solution. The technique of the method is 
easily learned. The forward solution is more compact than the Ab- 
breviated Doolittle method while the back solution is somewhat  longer 
owing to the fac t  that  a final division must  be made. However,  there 
are no divisions (though there are multiplications) in the fo rward  
solution, and the actual solution, aside f rom the n rows needed to 
express the problem and the n rows stat ing the result,  takes about 
half as much space as the Abbreviated Doolittle solution. 

For  those who use the method only occasionally it may  be bet ter  
to repeat  the first row at  the beginning of the second mat r ix  (see 
Table 10) as we did in the Abbreviated Doolittle solution. The ritual 
can then be more easily remembered for  it is necessalT only to locate 
columns i and ], to multiply ai~ by the leading element of the first 
row of the second par t  of the solution, to subtract  the product  of the 
entries in the i ' th and j ' th  columns in the row, to multiply the result 
by the leading element in the next row, to subt rac t  the product  of the 
elements of the i ' th and j ' th  columns in this row, etc. The space devot- 
ed to the solution is then divided into three equal par ts  of n rows , (1) 
the s ta tement  of the problem, (2) the details of the fo rward  solution, 
and (3) the s ta tement  of the results. For  brevi ty we shall re fer  to this 
method as the "compact"  method. 
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T H E  S O L U T I O N  O F  R E L A T E D  E Q U A T I O N S  

T h e r e  a r e  some  add i t iona l  po in ts  which  should be  m a d e  in connec-  
t ion  w i t h  t he  solut ion  of  equa t ions  by  the  m e t h o d s  he r e in  descr ibed .  
I t  should  be  no ted  f i r s t  t h a t  the  f o r w a r d  so lu t ion  of  such  equa t ions  as  

a~2 x~ + a ~  x2 + a3~ xs - -  a ~ ,  (6)  

and 
a ,~Xz  + a-~s x= -+" ass x a - -  a,~s, 

all  Xl ÷ a~l xn ~- a51, 
(7) 

a r e  p r e s e n t e d  in each  of  the  m e t h o d s  of  so lv ing  (1 ) .  I t  is neces-  
s a r y  only  to  cove r  up  the  f o u r t h  co lumn and  comple t e  t h e  b a c k  solu- 
t ion.  F o r  example ,  f r o m  the  f o r w a r d  po r t i on  of the  A b b r e v i a t e d  Doo- 
little method (Table 6), we have: 

xs - -  b s s . ~ ,  xa  " -  .6258 ,  

x~----- b~, . ,  - b s , . ,  b s . ~  ( - -  b~ , . , 3 )  , x ,  - -  . 3 0 6 5 ,  

x ,  - -  b , ,  - b ~  b s z . ~  - b , ,  b5= . ,8 ,  x ,  - -  - . 2 3 5 5 .  

S i m i l a r l y ,  f r o m  t h e  f o r w a r d  solut ion of  T a b l e  10, we  h a v e  

Asa.~ 
x ,  - -  - -  - -  Bss .~ ,  xs - -  . 6258 ,  

AS8.12 
1 

xffi-- - - [ A 5 2 . 1  - As2., B~s.12] ( - -  B52.~s), x2 -~ .3065 ,  
A22.1 

1 
xl - -  [ ~ ,  - " ~  B~s~ - ~1 B~.~3] • x~ - -  - . 2 3 5 5 .  

The solution is verified by substituting in the equations. Thus 

x~ + .4x~ + .5x3 -- 90000 x~ -- -.2355 

.4xl ÷ z= + .3x~ - -  .40004 w h e n  x~ ---- .3065 

.5x, ÷ .3x2 ÷ xs - -  .60000 x3 ----- .6258 

T h e  r e a d e r  is r e f e r r e d  to K u r t z  ( 1 2 ) f o r  a m o r e  gene ra l  d iscus-  
s ion dea l ing  w i t h  the  so lu t ion  of  r e l a t ed  equa t ions .  

T H E  S O L U T I O N  O F  G R O U P S  O F  E Q U A T I O N S  

I t  is s o m e t i m e s  des i red  to  solve g r o u p s  of  equa t ions  in wh ich  the  
v a r i a b l e s  h a v e  the  s a m e  coefficients, bu t  the  c o n s t a n t s  a r e  d i f f e r e n t  
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Thus the values of as , ,  a ~ ,  a ~ ,  as , ,  in (2) might  be: (a) .2, .4, .6, 
.8; (b) .4, .5, .6, .7, and (c) .8, .6, .4, .2. 

I t  is possible, in any of the solutions indicated above, to inser t  
additional columns and to car ry  along the solutions simultaneously. 
The check column should show the sum of the entries in the row. This 
method is advised in case a few groups of equations are involved. The 
solution which uses the Abbreviated Doolittle method is given in 
Table 11. 

The results are obtained by the more  accurate  "Compact"  method 
in Table 12. 

The Solution of Groups of Equations - -  Fisher Method 

In case the number  of groups is large, however,  i t  is be t te r  to 
use a more general method. I f  each group contains n equations in n 
unknowns,  a special colurhn can be reserved for  the coefficients of  
a ~ l a ,  one for  the coefficients of a~2.~, etc. These coefficients are  ei ther 
1 or  0 and constitute a unit  diagonal matrix.  Thus equations (1) can 
be wr i t t en  symbolically as 

a51 as~ c~s ~ 

1 0 0 0 

0 1 0 0 

0 0 1 0 

0 0 0 1 

(8) 

and the solution can be worked out in terms of as~, a52, ass, a~,, by 
the methods jus t  described. I t  is necessary only to insert  any  desired 
values of a~j to obtain the solution. 

It  appears  tha t  this method was first outlined by R. A. Fisher  
(16, p. 150). I t  can be combined wi th  any of the methods described 
above. The author  has shown how it  can be combined with the con- 
ventional Doolittle solution (17).  In Tables 13 and 14 are presented 
the Abbreviated DoolittIe solution and the "Compact"  solution of  
equations (2) fo r  any a~j. The check column, a~j is as usual the sum 
of the entries in the completed row. 
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T A B L E  13. A B B R E V I A T E D  D O O L I T T L E - F I S H E R  M E T H O D  

check 

z~ z, x~ x, % i  %2 %~ %4 % i  

1.0000 .4000 .5000 .6000 1 0 0 0 3.5000 
- -  1.0000 .3000 .4000 0 1 0 0 3.1000 
- -  - -  1.0000 .2000 0 0 1 0 3.0000 

- -  - -  1.0000 0 0 0 1 3.2000 

1.0000 .4000 .5000 .6000 1.0000 0 0 0 3.5000 
1.0000 .4000 .5000 .6000 1.0000 0 0 0 3.5000 

.3400 -1000 .1600 -.4000 1.0000 0 0 1.7000 
1.0000 .1190 .1905 -.4762 1.1905 0 0 2.0238 

.7381 -.1190 -.4524 -.1190 1.0000 0 1.0476 
1.0000 -.1612 -.6129 -.1612 1.3548 0 1.4193 

.5903 - .5966 - .2097 .1612 1.0000 .9451 

1.0000 -1.0107 .-.3552 .2731 1.6941 1.6011 
1.0000 - .7758 - .2185 1.3988 .2731 1.6774 

1.0000 - .1913 1.2842 - .2185 - .3552 1.5192 
1.0000 2-0708 - .1913 --.7759 -1.0109 1.0930 

T A B L E  14. COMPACT-FISHER METHOD 

check 

~i  x~ x s z~ a~x as~ as~ as ,  a~j 

1.0000 .4000 .5000 .6000 1 0 0 0 • 3.5000 
-- 1.0000 .3000 .4000 0 1 0 0 3.1000 
-- -- 1.0000 .2000 0 0 1 0 3.0000 
-- -- -- 1.0000 0 0 0 1 3.2000 

1.0000 .4000 .5000 .6000 1.0000 0 0 0 3.5000 
.8400 .1000 .1600 -.4000 1.0000 0 0 1.7000 

.6200 --1000 - .3800 - .1000 .8400 0 .8800 
.30744 - .3108 - . I092  .0840 .5208 .49224 

1.0000 -1.0109 - .3552 .2732 1.6940 1.6011 
1.0000 - .7759 - .2186 1.3989 .2732 1.6776 

LO000 -.1913 1.2842 -.2186 -.3552 1.5191 
1.0000 2.0710 - .1913 - .7759 -1.0109 1.0929 

W e  h a v e  t h e n  

z l  - -  2 .0710a~1 - .1913a~2 - . 7 7 5 9 a ~  - 1 .0109a5 ,  

Z, = - - . 1 9 1 3 a ~  + 1.2842a~ - .2186a~s -- .3552a~ 

x,  =- - .7759asx  -- .2186a~, + 1.3989,~a + .2732o~, 

z ,  = - -1 .Ol09a~x - -  .3552a~2 ÷ .2732a~8 + 1 . 6 9 4 0 a 5 , .  

(9) 
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The values of a~ are then inserted to obtain values of x , .  For  example, 
when ~ ---~ .2, a~ ---- .4, a~ ~ .6, a~ --- .8, we have 

x~ - -  - . 9 3 6 6 ,  x~ - -  .0601, x~ -~- .8153, x, - -  1.1749 
and these results agree with those of Tables 11 and 12. 

The  Inver se  o f  a M a t r i x  

The solutions jus t  above give a method for  finding the inverse of 
a mat r ix  since they provide the mat r ix  A -* in 

A A  -~ ~ I . 

The method above can be used whether  A is a square matrix,  or not. 
In case A is a square symmetr ic  mat r ix  it  is possible to shorten the 
Fisher  solution appreciably by omit t ing the columns on the right.  The 
mat r ix  A -1 is symmetric,  and this fact  can be used to eliminate many  
of the entries. Fur thermore ,  the intermediate equations take the 
form, in the "Compact"  method, 

a~lX~ + a~lx~ + ¢~a Xn + a4a X, ~ Yl 

Ann.~ Zs + A,s.~ z ,  - -  Cas Yl + C=s y~ + ch~ A~.~ Ys 
(lO) 

+ %1 A=.~ Ass.12 Y4 . 

I t  is possible to find formal  expressions for  the C's in terms of 
the A's, but  the method outlined below avoids this. I f  the equations 
(10) are solved for  x~, x2,  x~, x~, we get 

xl "-- D ,  y~ + D21 Y~ + Dsl Ys + D,~ y ,  

x2_~.---- D~2 y~ + D.~ y~ + D3~ Ys + D,~ y ,  
(11) 

xs - -  D~s Y~ + D~  Y2 + D ~  Ys + D ~  y ,  

x,  - -  D ~  Yl + D~, y~ + Ds4 Ys + D, ,  y , ,  

where the D's form the symmetric  mat r ix  D --  .4-~ with D~j - -  Di~. 
Now from the last  equation of (10) 

aa~ A2~.1 Ass.~ 
D,II4 

A,,.l~s 

so that,  by solving for  D,j in the third, second, and first equations of 
(10), we get 
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1 
D4,,t ~ - -  

, 4 u . ~  

1 

A2~.1 

1 
D ¢ l - - - -  

u,11 

[ -A , , .=  D . ]  

[ -A,,.I D,a - A,,.1 D,,] 

[-o~1 D,, - a~1 D,, - a,~ D . ]  . 

We next fill in the values DI, ,  D~,, D3,, since D~j = Dji and note 

1 
D,, -- - -  [a11 A~.I - A~.,2 Ds,] 

1 
D,, -- - -  [-A,,., D~, -- A,~.I D3,] 

- -  [ - ~ 1  D~ ,  - asl  Ds~ - A,I D 3 , ]  
1 

D81 
%1 

with DIs = D,,, DI, ----- D,I . 

Similarly, 

D 2 5 ~ - -  

D21 (= D~,) -- 

D11 -- 

TABLE 15 (a). 

1 

1 

[o~1 - -  A32.~ D2~ - A2,.~ D ~ , ]  

1 
- -  - -  [ 1  - a ~  D~2 - a3~ D,.~ - a,~ D ~ , ]  . 

THE INVERSE OF A SQUARE SYMMETRIC MATRIX. 
COMPACT METHOD 

LO000 

(1.0000) 
1.0000 

.4OOO 

1.0000 

.4000 

(1.oooo) 
.8400 

.5000 

.3OO0 

!l.0000 

.5000 

.1000 

(.8400) 
.6200 

.6000 

.6000 

.1600 

-.1000 

(.5208) 
.30744 

2.0710 

-.1913 

-.7759 

-1.0109 

-.1913 

1.2842 

-.2186 

-.3552 

-.7759 

-.2186 

1.3989 

.2732 

-1.0109 

-.3552 

.2732 

1.6940 
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An ill, ,stration is given in Table 15(a) where the compact method 
is used. 
The first four  columns are characteristic of the forward  solution of  
the compact method. In addition, in the diagonal of the second matr ix ,  
I have inserted in parentheses the values, 1, a~l, a~l A=.I,  a~ A=.I 
× Ass.= • I t  follows a t  once tha t  

.5208 1 
D .  --  .3074----4 N 1.6940 ; D,3 - -  .620~ [ -  ( - ' 1000)  (1.6940) ] = .2732 

1 
D ~ - - - -  [.8400 - ( - .1000)  (.2732)] , etc. 

.62O0 

The method is not a t  all difficult to apply once the formulas above 
are thoroughly understood. The type of operation is similar to t ha t  
used in the usual back solution. 

An alternative method is provided in Table 15 (b) where the  first  
two matrices agree with those of Table 15(a) .  As before, D ,  - -  

.5208 1 
- -  - -  1.6940 and D,3 - -  - -  [ -  ( - .1000)  (1.6940)] - -  .2732. 
.30744 .6200 

The value D s ,  - -  .2732 is then inserted and the value of D,~ found, 
essentially, by taking products of terms in the same columns. The 

T A B L E  1 5 ( b ) .  T H E  I N V E R S E  O F  A S Q U A R E  S Y M M E T R I C  M A T R I X .  
C O M P A C T  M E T H O D  

1.0000 .4000 .5000 

1.0000 .... .3000 

- 1.oo0o 

.6000 

.4000 

.2000 

_ _  N 1.0000 

(1.oooo) 
1.oooo .4ooo .5000 .6ooo 

(1.oooo) 
.8400 .1000 

(.8400) 
.6200 

! ::i9i3 - .7759 

.1600 

-.1000 

(.5208) 
.30744 

2.0710 -1.0109 

- .1913 1.2842 - .2186 - .3552 

- .7759 - .2185 1.3989 .2732 

-1 .0109 - .3552 .2732 1.6940 
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general  idea is to get  the higher vertical terms in each column and, 
as  soon as one is available, wr i te  it in the proper  row so tha t  the next  
element can be found. When all the elements in a given row are found, 
move on to the next  row, etc. This, too, is a simple technique once it 
is thoroughly understood. 

A similar  scheme can be worked out for  the Abbrevia ted  Doolittle 
method. In  this case the intermediate equations have the form 

I 
xa + b~a xt + b~ xs + b,~ x, = y~ 

- -  a.,_a 

1 

1 

x,  - -  E l ,  Y~ + E~, y= + E3, Y~ + - -  
1 

(~a4.123 

(12) 

y, 

so that  

1 
D44 -'- , D,s -- -b4.%m2 D4~ ~ D~ 

a ~ 4 . ~  s 

D ,  = - (bs~n D,3 + b,~.l D,,)  = D~, 

D,1 = - (b~a D,2 + b81D,s + b,i D , )  = D~, 

1 
D, -- - b,~.a~ Da,, etc. 

~33.12 

The numerical illustration is given in Table 16, where the two 

1 1 1 1 
alternative solutions are shown. The values -- -- - -  are 

~'11 ' ( ~ 2 . 1  ' (~33.12 ' (~44.12S 

inserted above a ~ ,  o~2.~, a~ .~ ,  a,,.1_~3 • The first solution on the r ight  
is s imilar  to the solution in Table 15 (a) while the second solution at 
the bot tom is similar  in method to the solution of Table 15 (b) .  

This version of the method for finding the inverse of a square 
symmetr ic  mat r ix  has been given, essentially, by Waugh (11) who 
made improvements  on the technique previously worked out  by  Hors t  
(18) (19).  Waugh used the Abbreviated Doolittle method and ap- 
plied it  to the  correlation mat r ix  and showed how to compute the large 
number  of  statistical quantities which can be computed from the in- 
verse of the correlation matrix.  Dunlap (20, pp. 119-123) has pre- 
sented a similar method which he a t t r ibutes  to Cureton. 
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TABLE 16. THE INVERSE OF A SQUARE SYMMETRIC MATRIX-- 
ABBREVIATED DOOLITTLE METHOD 

1.0000 .4000 

1.000-0 
.5000 

.3OO0 

1.0000 

1.0000 .40O0 

(1.0000) 
1.0000 .4000 

.8400 

2.0710 -.1913 

-.1913 1.2842 

-.7759 

-1.0109 

-.2185 

-.3552 

.5000 

.5060 

.IO00 

(i.i905) 
1.o00o .1190 

.6000 

.4000 

.2000 

1.0000 

.6000 

• 7381 -.1190 

(1.3548) 
1.0000 -.1612 

(1.6941) 
.5903 

-.7759 -1.0109 

-.2185 -.3552 

1.3988 .2731 

.3731 1.6941 ; 

.6000 2.0710 

.1600 

.1905 -.1913 

-.7759 

-1.0109 

- . 1913  

1.2842 

-.2185 

-.3552 

- .7759 -1 .0109  

- .2185  

1.3988 

.2731 

-.3552 

.2731 

1.6941 

Other methods of finding the inverse of a ma t r ix  have been pub- 
lished recently (9) (21).  These combine one of the methods outlined 
at  the beginning of the paper  with a scheme, which seems to be due to 
Aitken (9) ,  which carr ies  out  the back solution by " f o r w a r d "  means. 

Solution of Non-Symmetric Equations by Symmetric Methods 

Aitken has shown (9) t ha t  it is possible to reduce non-symmetr ic  
equations to equivalent symmetr ic  equations. I f  the equations are  
represented by Ax ~ B ,  then by premult iplying by A' we have the 
equivalent  

A'A x - -  A ' B ,  
with A'A a symmetr ic  matr ix .  

Conchesion 

Various known methods of solving equations have been presented 
in such a fashion as to br ing  out thei r  relations with other  methods. 
By gradual steps the method of single division leads to an abbreviated 
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ve r s ion  o f  the  Dool i t t le  m e t h o d  while,  b y  c o r r e s p o n d i n g  s teps ,  the  
m e t h o d  of mu l t i p l i ca t i on  and  s u b t r a c t i o n  leads  to a n e w  c o m p a c t  m e t h -  
od. T h e s e  m e t h o d s  a r e  app l i ed  to  such  p r o b l e m s  as  t he  so lu t ion  of  
g r o u p s  of equa t ions  and  the  e v a l u a t i o n  of  the  i nve r se  of  a m a t r i x .  
T h e  eva lua t ion  of  d e t e r m i n a n t s ,  of  mu l t i p l e  c o r r e l a t i o n  coefficients,  
o f  r e g r e s s i o n  coefficients,  o f  l i nea r  f o r m s ,  etc., wil l  be d iscussed in 
l a t e r  pape r s .  

T h e  b i b l i o g r a p h y  a t t ached ,  whi le  ex tens ive ,  does  no t  p r e t e n d  to be  
comple te -  Some  of  t he  r e f e r e n c e s  t h e m s e l v e s  p r o v i d e  ex t ens ive  bibl i -  
o g r a p h y  and,  in th i s  w a y ,  i t  is poss ib le  to  contac t ,  f r o m  the  r e f e r e n c e s  
below,  m u c h  of  the  w o r k  done  in th i s  field. 
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