
Mathematical Methods of Operations Research (1996) 44:97-113 

A Simple Load Balancing Problem with 
Decentralized Information 

DIMITRIOS G. PANDELIS 

Environmental Research Institute of Michigan, 3300 Plymouth Rd., Ann Arbor, MI 48105, USA 

DEMOSTHENIS TENEKETZIS 

Department of Electrical Engineering and Computer Science, University of Michigan, Ann Arbor, 
MI 48109-2122, USA 

Abstract: The following load balancing problem is investigated in discrete time: A service system 
consists of two service stations and two controllers, one in front of each station. The service 
stations provide the same service with identical service time distributions and identical waiting 
costs. Customers requiring service arrive at a controller's site and are routed to one of the two 
stations by the controller. The processes describing the two arrival streams are identical. Each 
controller has perfect knowledge of the workload in its own station and receives information about 
the other station's workload with one unit of delay. The controllers' routing strategies that minimize 
the customers' total flowtime are determined for a certain range of the parameters that describe the 
arrival process and the service distribution. Specifically, we prove that optimal routing strategies are 
characterized by thresholds that are either precisely specified or take one of two possible values. 

1 Introduction 

We study optimal routing strategies for a queueing network consisting of two 
identical service stations with their associated queues and two identical arrival 
streams of jobs with associated controllers that have to route the jobs to one of 
the two service stations. Each controller can only observe the length of one 
queue. Information about the length of the other queue is received from the 
other controller, but it is subject to one time unit delay. We determine routing 
strategies that minimize the finite horizon expected total waiting time for a 
certain range of the parameters that describe the arrival and service processes. 

This problem falls into the general context of decentralized control, where 
multiple decision makers, each one based on an imperfect knowledge of the 
state of the system, take actions to maximize a common performance measure. 
It is motivated by applications in communication and transportation networks 
consisting of several nodes that act individually, each one having a perfect 
knowledge of its local environment and an imperfect knowledge of the rest of 
the system. This imperfect knowledge may result either from lack of communi- 
cation among the different nodes, or, when there is exchange of information, 
from propagation and processing delays. 

0340- 9422/96/44:1/97-113 $2.50 �9 1996 Physica-Verlag, Heidelberg 



98 D.G. Pandelis and D. Teneketzis 

Optimal routing strategies with respect to various performance criteria for 
systems of parallel queues under centralized information have been studied 
extensively (see, for example, Davis (1977), Weber (1978), Ephremides et al. 
(1980), Bell and Stidham (1983), Hajek (1984), Lin and Kumar (1984), Stidham 
(1985), and Whitt (1986)). In the case of identical processors it is optimal to 
assign to each processor the same amount of work. When the queue lengths are 
available to the controller and service times are exponential it has been shown 
that the policy that assigns jobs to the shortest queue is optimal (see, for 
example, Winston (1977), Weber (1978), Ephremides et al. (1980), and Hordijk 
and Koole (1990)). A counterexample to the optimality of the "join-the-shortest- 
queue" policy when service times are not exponential is provided by Whitt 
(1986). When the queue lengths are not available to the Controller and service 
times are exponential the Round-Robin policy that alternates among queues 
has been shown to be optimal (see Ephremides et al. (1980)). A randomized 
Round-Robin policy has also been shown to be optimal (see Stamoulis and 
Tsitsiklis (199l)) when the processors are identical, there are multiple identical 
arrival streams of customers and one controller associated with each stream, 
and the queue lengths are not available to any controller (i.e., all controllers 
have exactly the same information). In the case of nonidentical processors it has 
been shown that the optimal routing strategy is of the threshold type (see, for 
example, Hajek (1984), Lin and Kumar (1984), Walrand (1984), and Xu (1992) 
for the case of perfect information, and Beutler and Teneketzis (1989) for the 
case of imperfect information). 

In contrast to problems with centralized information, work on routing 
problems with decentralized information has only concentrated on the perfor- 
mance evaluation of various strategies (see, for example, Boel and van Schuppen 
(1989), Hajek (1990), and Chang (1992)). In this paper we study optimal dynamic 
routing strategies for the simple load balancing problem with decentralized 
information presented at the beginning of this section. We prove that for a 
certain range of the parameters that describe the arrival process and the service 
distribution optimal routing strategies are characterized by thresholds. These 
thresholds are either precisely determined or take one of two possible values. 
Even though the model considered in this paper is quite restrictive, the determi- 
nation of optimal routing strategies turns out to be a challenging task, and 
the analysis provides useful insights into the subtleties that arise in routing 
problems with decentralized information. 

The paper is organized as follows. In Section 2 the formulation of a simple 
load balancing problem is presented. The problem is analyzed in Section 3, 
where an optimal routing strategy is explicitly determined for a certain range of 
the parameters that describe the arrival process and the service distribution. 
Conclusions appear in Section 4. 
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2 Problem Formulation 
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We consider in discrete time the queueing system depicted in Figure 1. We have 
two controllers C1 and C 1, and two queues Q1 and Qz. Jobs arrive to the 
two controllers in two independent arrival streams. The arrival streams are 
Bernoulli with parameter 2 (that is, at each time instant t a job arrives with 
probability a and no jobs arrive with probability 1 - 2). Each controller has to 
decide whether to send a newly-arrived job to Q~ or Qz. Each queue is served 
by an independent server. Service times in both queues are geometric with 
parameter/~. We make the following assumptions: 

(A1) 2 < # for stability; 
(A2) A job that arrives at a controller's site at time t joins the queue to which it 

is routed at time t + 1; and 
(A3) At each time epoch departures occur after routing decisions. 

Let x[, i = 1, 2, be the length of Qi at time t (including any job in service), u~, 
i = 1, 2, the control action, if any, taken by Ci at time t, and z~, i = 1, 2, the 
information available to Ci at time t. The control action u[ is equal to 1 (respec- 
tively 2) when a job is routed to Q1 (respectively Q2). In the problem we are 
considering, controller C1 (respectively C2) knows the length of Q~ (respectively 
Q2) and has a one-step delay information about the length of Q2 (respectively 
Q1) and the control actions of C2 (respectively C~). Specifically 

Z 1  X 1 1 2 2 ( ~,u~,x~,u~,s=l, 2 . . . .  , t - l , x ~ ) ,  (1) 

Z2B~. X 1 1 2 2 ( ~,u~,x~,u~,s=l, 2 , . . . , t - l , x ~ )  . (2) 

Our objective is to determine optimal routing strategies for the two control- 
lers that minimize the expected total waiting time for all jobs that arrive strictly 
before time T, i.e., 

Cl Ql 

), g 
C2 Q2 

Fig. 1 
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min Er"~'2[~l(x~+xZ)+~x~(x~+l)+21xZ(xZT+l)l , 
71 e Fl,Y2e F2 L t = l  

(3) 

where ~ ,  i = 1, 2, is the set of all measurable functions of the data of controller 
C~ taking values in {1, 2}. Without loss of optimality (see Witsenhausen (1971), 
Varaiya and Walrand (1978)) we restrict attention to routing strategies of the 
form 

i i i ut = 7t (xt, z~t) , i = l, 2 , (4) 

where x[ (the length of Q~ at time t) is the private information of controller Cg at 
t, and rct is the information common to both controllers at time t. The common 
information can be expressed as nt = (rc~, rczt), where rc[, i = 1, 2, denotes the 
probability distribution on the length of Q~, based on information up to time 
t - 1. We seek to determine optimal routing policies of the form (4). 

3 Analysis-Solution 

In this section we present the main ideas of the analysis and solution of the 
decentralized load balancing problem formulated in Section 2. All the details of 
the analysis can be found in Pandelis and Teneketzis (1993). 

When it is common knowledge that the length of Q~ at time t - 1 is zero, then, 
because of assumptions (A2), (A3), and the specification of the information 
structure of the problem, it is common knowledge that the length of Qi at time 
t is equal to some constant x~ with probability 1 since there can be no departures 
from Q~ at time t - 1. We denote this situation by 

(5) 

Depending on the number of jobs routed to Qi at time t - 1, x~ can be equal to 
0, 1, or 2. When it is common knowledge that the length of Qi at time t - 1 is 
nonzero, then, depending on the number of jobs routed to Qi at time t - 1, it is 
common knowledge that the length of Q~ at time t is some x~ with probability 
1 - / ~  and xi - 1 with probability #.1 We denote this situation by 

(xi) 
rc~= x i - 1  " (6) 

For  example, if it is c o m m o n  knowledge that the length of Qi at t - 1 is ~i > 0 and the n u mb er  
of jobs  routed to Qi at t - 1 is ill, then xl = a~ + fl~. 
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Let Vt(~, rc 2) be the minimum expected total waiting time incurred from time 
t on for all jobs when the common information at time t is (rot 1, rc~z). The opti- 
mality condition for Vt(rc~, rt~) is (see Varaiya and Walrand (1978)) 

V~(rd,, rr z) = E=1(x*, ) + E=~(x 2) + min W,+I (rot*, rc 2, 71, 72) , 
(~. ~) 

t = l ,  2 . . . .  , T - 1  , 

vT(~,  ~ )  = E /~-~T(x~ + 1) + E~ ~ ( x ~  + 1) , 
LZ# 

(7) 

(8) 

where W,+I (re,*, r~ 2, ~), 72) is the minimum expected total waiting time for all jobs 
from time t + 1 on when the common information at time t is (rt,*, r~, z) and the 
control law at time t is @, 72). 

To determine optimal routing strategies of controllers Ca and C2 we need to 
specify their optimal actions for each possible value of the information state 
(re}, rt2). We proceed in the following steps: 

Step 1: For every and each state (n~,rt~) we explicitly specify all the 
possible routing strategies @, 72) and determine analytically the form of 
W,+l(~, ~,~, #,  ~,~), 
Step 2: We conjecture properties of the minimum expected total waiting time 
function V,(Tr~, re 2) and using these properties we determine an optimal routing 
strategy (V], 7, 2) for each t. 
Step 3: We prove inductively the conjectured properties of the function 
V,(rt,*, r~ 2) using the optimal routing strategy found in Step 2. 

The properties of V,(n~, rt, z) and an optimal routing strategy are presented in 
Theorems 1 and 2 that follow. The details of the analysis of each step and the 
proofs of Theorems 1 and 2 are given in Pandelis and Teneketzis (1993). Note 
that we have only been able to prove Theorems 1 and 2 for the following regions 
of the parameters 2 and #: 

1 
(R1) ~ ~ ~, < .u , 

1 
(R2) ~. < u _< ~ .  

When 2 < �89 < # we show by example that the optimal routing strategies ex- 
plicitly depend on the specific values of 2 and/~. For this reason we have been 
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unable to derive any properties of optimal routing strategies in this case. We 
proceed by stating the properties of the minimum expected total waiting time 
function Vt(z~, n 2) in the following theorem. 

Theorem I: For �89 < 2 < # and 2 < # <_ �89 the minimum expected total waiting time 
function Vt(rclt, n 2) satisfies the following properties: 

(P1):  For any 1r 1, n 2 and for all t we have 

v,(~l, ~2) = v,(~2, ~ )  . 

(P2):  I f  n 1, 7C 2, ~1, 7~2 are such that 

E~I(x~) "~- Eg2(X 2) = E~I(x~) + E~2(X 2) , and 

~1 ~ ~ 1 , ~ 2  ~ ~ 2 ,  or 

:K2 <st .~1 ~2 <st 7~1 ' then 

Vt(nl, n2) > Vt(ffl, if2) , t = 1, 2 .... , T .2 

(P3):  I f  n 1 <_ ~1 and n 2 < 7~ 2, then 
st st 

Vt(Tg 1, 7~ 2) ~ Vt(~ 1, 7~ 2) , t = 1, 2 . . . .  , T .  

(P4): For �89 <_ 2 < # we have 

V~(2, ; ) -  Vt(1, 21)> Vt(0, 21) - Vt(1, ; ) ,  t= l ,  2 .... ,T.  

For 2 < # <_ �89 we have 

Vt(2, ~ ) -  Vt(1, ~)< V,(0, ~ ) -  V~(I, 10) , t= 1,2 .... ,T. �9 

2 7~ i ~ ~J means that a random variable X i with probability distribution rd is stochastically 

smaller than a random variable ~ i  with probability distribution ~J (see Ross (1983)) and n i, ~J are 
not identical. For the case when ~z ~, ~J can be identical we use the notation n~ < ffJ. 
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We now interpret these properties. Since (i) the two queues have probabilisti- 
cally the same service time and the same waiting cost, and (ii) the arrival 
processes at the two controllers are probabilistically the same and the two 
controllers have symmetric information, the optimal performance remains the 
same when the common beliefs about the queue lengths are interchanged. This 
is illustrated by property (P1). Property (P2) expresses the fact that the perfor- 
mance is improved when the load is balanced between the two queues. One 
would expect that if the number of jobs originally present in each queue is 
stochastically increased, then the minimum expected total waiting time would 
increase. This is expressed by property (P3). Property (P4) is more subtle and 
related to the load balancing idea. It says the following: Consider the load of the 
queues expressed by (re1, fez) before a newly-arrived job is assigned to one of the 
two queues. Then, as the load before the assignment becomes more "unbal- 
anced," the difference in performance resulting by the two possible assignments 
of the newly-arrived job increases. 

Based on these properties we prove for regions (R1) and (R2) that there exists 
an optimal routing strategy that is characterized by thresholds? We show that 
for each (x,*, re~)((x?, re?)) there exists a distribution ftl'*(x,*, re,*)(f~z'*(x?, n?)) 
such that an optimal routing strategy, denoted by (?~'*, 7~'*), t = 1, 2, . . . ,  T, is 
given by 

y~,*(x,*, re~, re?) = 1 for re? ~ 41'*(x,*, re,*), and 

7,~'*(x,*, re,*, re?) = 2 for re? < 41'*(x,*, re,*) 

2,* 2 1 (7, (x~, ret, n?) = 2 for re,* > 42'*(x?, re?) , and 

re,*, re?) = i for re,* < 42,*(x?, re?)). 

Furthermore, we show that each 4a'*(xt 1, re,*)(42'*(x 2, re?))is either precisely 
specified or it is one of two possible distributions, by explicitly determining the 
optimal routing decisions for all states except a subset where we reduce the 
search from 16 to 2 possible decisions. We proceed with the analysis of regions 
(R1) and (R2). 

First we note that it is straightforward to show that the optimal routing 
strategy is symmetric. This symmetry is expressed by the relation 

y,*'*(x, n, ~) ~ yz'*(x, ~, re) , for any x, re, ff . 

3 It is easy to show that there are more than one optimal routing strategies. All optimal strategies 
determined by our approach are characterized by the rule "keep-the-queue-lengths-as-balanced-as 
possible." However, not all optimal strategies are characterized by thresholds. 
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That is, if based on the information (x, re, if) C1 routes an incoming job to Q1 
(respectively Q2), then based on (x, ~, re) C2 routes an incoming job to Q2 
(respectively Q~). In terms of the optimal thresholds the symmetry is expressed 
by ~l'*(x, re) = 42'*(x, ~), for any x, re. 

Now we analyze regions (R1) and (R2) separately. 

Case I: �89 < )~ < ~. 
An optimal routing strategy is the following: 

( ; )  (1~)~  ,9, 1 = 1  , 71'* 0 ,0 ,  . ~'* 1, 0, 

For x > 2, 

~( x x ) 2  ~,,(x i x  x) 
= - = 1 .  ( l O )  

7 ' *  x, x _  l , x _  l ' x -  l ' x - 1  

(11~) 
7)'* '0 '  = 1 , 

1 1 ~t,(O,o,~)=l 
2 1 

~2,, 1,0, 

(11) 

For x _> 2, 

7r 1) = 2 ,  

7t2'*( x + l '  x x - l ' x + x  1) = 1 '  

#,*(x 1, x x + l )  
x - - l '  X 

( ~ x+i) x 2 = 1 ,  
7 '* X , x _  1, 

(12) 

or 

i ( x x + l ) = l ,  
'* X ' X - -  1' X 

/ x 
7t a'* | x  -- 1, x - l '  \ 

7 tz , , (x+l ,  x x + l ) =  1 
x - - l '  X 

Q x 
~ ' *  X, x _ 1, 

x + l )  = l x  ' 

x + l )  = 2 x  " 

(13) 
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Fo r  x = 1 or 2, y > x + 2, 

( ' )  ,1 = 1  ? '* x , X , y _  1 

~ t z ' * ( y - l , x ,  Y ) = i  
y - 1  " 

?t~'*(O, O, 1) = 1 , 7t2'*(1, O, 1) = 2 . 

?t*'*(O, O, 2) = 1 , ~2'*(2, O, 2) = 1 . 

D.  G. Pandel is  and D.  Teneketz is  

Y ) = 1 ,  yt z'* y , X , y _  l 

(22) 

(23) 

(24) 

For  x = 0 or 1, 

?t*'*(x, x, x) = 1 , y2'*(x, x, x) = 2 . (25) 

We conjecture that  for x > 2 the control  law given in (12) is optimal. To prove 
our  conjecture it suffices to show that  the value function Vt(n~, ~t z) satisfies the 
following property:  

(x x) 
- 2 '  - V t  - 1 '  - t x x x x 1 

> 1' - V t  , , x - -  x +  x x 
x > 2 . (26) 

Intuitively (26) can be interpreted as follows: The left-hand side of (26) repre- 
sents the incentive to route a job  to Q1 when the common  information of the 

( x  x - 1  / ) This incentive decreases when the common  two controllers is 2 '  x - 1 " 

information changes from 2 '  x - 1 to x -  1' x . Tha t  is, the im- 

por tance of making the "right routing decision" decreases as the length of 
the queues increases uniformly. We have been unable to prove (26). 

Case 2:2 < I1 < �89 
An optimal rout ing strategy is the following: 

For  x _> 1, 

'* X ' x - -  l ' x - - 1  x - l ' x - - 1  
(27) 
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For  x = 0, 1 or 2, y > x + 2, 

y - 1  

~2'*(y-l,x, Y )=1  
y - - 1  " 

7ff'*(y,x, Y )=1  
y - - 1  

(34) 

For x = 1 or 2, 

~)'*(0, 0, x) = 1 , yt2'*(x, 0, x) = 1 . (35) 

For  x = 0 or 1, 

~,)'*(x, x, x) = 2 , y2'*(x, x, x) = 1 . (36) 

We conjecture that  for x > 2 the strategy given by (28) is optimal. To prove 
the conjecture it would suffice to show that (26) is true. 

The optimal routing strategies for regions (R1) and (R2) are summarized in 
the following theorem. 

Theorem 2: For each (xt 1, ret 1) ((xt 2, rot2)) there exists a threshold distribution 
41'*(xt *, rot*) (42'*(x, 2, rot2)), where 41'*(x, re) = 42'*(x, re) for any x, rt, such that an 
optimal routing strategy is given by 

#,*(x~,, re~,, re~) = 1 

#'*(xL re~,, ~, ) = 2 

(yt2'*(x2t, n~, n2t ) = 2 

~2,.(,.2 ,rl h i ) =  1 

for ~2 t _~ 41'*(xt 1, nt 1) , and 

for =~ ~ 4*'*(xt 1, ~,~) 

for ~ ~ 4e'*(xL ~,~) , and 

fo~ ~ ~ r ~2)) . 

The optimal thresholds are the following: 

Case 1.�89 ~ 2 < lz. 
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~.(.xX)(~+,) (:+~) -~ or , --1 x + 

x - - 1  

( w e c o n j e c t u r e ( : + + 2 l ) )  , 

x= l, 2 , 

4a'*(x--l ,  x X l ) = ( x x - - ; )  or ( x X l ) ,  

(~e eC:,)) 
x=O,  1 , 41'*(x, x) = 0 , 

41'*(2, 2) = (32) �9 

Case 2. 2 < I~ <- �89 

1.(.xxl) (x+,) 4 = , x > _ l  , 
- -  X 

x - 1  or x - i ,  

(weconjecture(X--~)) , 

- -  x - - 1  ' 

x=O,  1,2 . 41'*(x'x)=( x+x 1 ) ,  

x > 2  , 

x > 4 ,  

x = 2 , 3  , 

x > _ 4 ,  

109 
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When 2 < �89 < # the optimal routing strategy explicitly depends on the values 
of 2 and #. We illustrate this point by the following example. 

Example I. Let 7or_ 1 = (Tc~-_l, •2_1)= (0, 1) be the common information of 
the two controllers at time T -  1. As defined before, the optimal control law 
(7~'-'1, 72'-*1) is the one that minimizes WT(0, 1 2 1, Yr-1, YT-1). We have 4 possible 
control laws. 

Control Law 1: 7~_x(0, 0, 1) = 1, y2_1(1, 0, 1) = 1. 

Control Law 2: 71r_1(0, O, 1) = 1, 7~_t(1, O, 1) = 2. 

+ (1 - 2)2VT(0, ~) + (1 - 2)2 Vr (0, ~ ) .  (38) 

Control Law 3: yl_l(0, 0, 1) = 2, y2_~(1, 0, 1) = 1. 

+ ( 1 -  2)2Vr(1, ~ ) +  ( 1 -  2)2Vr(O, ~) . (39) 

Control Law 4: ~r~_~(O, O, 1) = 2, 7r2_1(1, O, 1) = 2. 

Wr(O, 1, ,~--1, ,2_~) = 22Vr(O, 32) + 2(1- 2)Vr(O, 21) 

+ (1 - 2)2Vr (0, ~) + (1 - 2)2 VT(0, ~) . (40) 
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Using (8) we get 
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(~, 'o) - - -  4 ~ ,  141, 

( ~ )  4 ~ t4~, V r 1, # , 

( 1 0 ) _ _ 2 - #  , (43) Vr 1, # 

( ~ )  3 ~ _ _  t4~, Vr O, # 

VT (0, 32) - 6 - 3 #  # (45) 

Let W 1, W 2, WT 3, and W~ denote the expressions given in the right-hand sides 
of (37), (38), (39), and (40) respectively. First note that 

WT 2 = W 3 . (46) 

From (41)-(45) we get 

Wr ~ - W  2 = 2 ( 2 + # - 1 ) ,  (47) 
# 

Wr ~ - Wr 4 = -22(# - 1) < 0 , (48) 
# 

2 
Wr 2 - Wr 4 = - 2 ( #  - 2 - 1) < 0 . (49) 

# 

From (46)-(49) we conclude that at time T -  1 control law 1 is optimal for 
2 + # < 1 and control law 2 is optimal for 2 + # > 1. 

When 2 < �89 < # we have been unable to characterize optimal routing 
strategies. It is worthwhile investigating whether there exists a routing strategy 
that is optimal for all 2, # such that 2 + # < 1 (2 + # > 1). 

It is interesting to note that even for this simple problem the optimal routing 
strategies depend on the values of the service and arrival rates. This feature of 
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the optimal solution is in sharp contrast with the results of Ephremides et al. 
(1980), where the centralized version of our problem is formulated and the 
optimal routing strategy is expressed by the "join-the-shortest-queue" rule for 
any values of the arrival and service rates. The characteristics of the optimal 
decentralized routing strategy is another manifestation of the subtleties arising 
in decentralized routing problems. Since in our problem information is decen- 
tralized and there are two controllers instead of one, the optimal routing strat- 
egy is characterized by the rule "keep-the-queue-lengths-as-balanced-as-possi- 
ble." Consequently, the controllers have to coordinate their actions to satisfy the 
above rule. Coordination depends on the controllers' perception of the likeli- 
hood of the queue length that they don't observe. This likelihood depends on 
the arrival and service rates. Therefore, different arrival and service rates require 
different optimal coordination and hence different optimal routing decisions. 
The description of the optimal strategy given above and the detailed analysis 
presented in Pandelis and Teneketzis (1993) show that optimal coordination 
between the two controllers is a subtle issue. 

4 Conclusions 

The problem analyzed in this paper reveals some of the complications and 
subtleties arising in routing under decentralized information. The symmetry in 
the system and the information structure results in considerable simplification 
in the analysis of the problem and leads to an optimal routing strategy that is 
characterized by the simple rule "keep-the-queue-lengths-as-balanced-as-possi- 
ble." The challenge is to extend the analysis to deal with decentralized routing 
problems where some of the symmetry present in this paper is lost. 
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