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Abstract The purpose of this paper is to develop the understanding of modulus and
the Poincaré inequality, as defined on metric measure spaces. Various definitions
for modulus and capacity are shown to coincide for general collections of met-
ric measure spaces. Consequently, modulus is shown to be upper semi-continuous
with respect to the limit of a sequence of curve families contained in a converging
sequence of metric measure spaces. Moreover, several competing definitions for the
Poincaré inequality are shown to coincide, if the underlying measure is doubling.
One such characterization considers only continuous functions and their continuous
upper gradients, and extends work of Heinonen and Koskela. Applications include
showing that the p-Poincaré inequality (with a doubling measure), for p > 1,
persists through to the limit of a sequence of converging pointed metric measure
spaces — this extends results of Cheeger. A further application is the construction
of new doubling measures in Euclidean space which admit a 1-Poincaré inequality.
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1 Introduction

1.1 Overview

The geometric flexibility of metric measure spaces under bi-Lipschitz and quasi-
symmetric maps can be analyzed through, and sometimes characterized by, consid-
erations of curves contained within the space. For example, Heinonen and Koskela
[HK98] demonstrated that quasiconformal maps are quasisymmetric if (amongst
other conditions) the metric space on which the maps are defined contains suffi-
ciently many curves. Tyson has shown that one cannot use quasisymmetric maps
to lower the Hausdorff dimension of any Ahlfors regular metric space which con-
tains sufficiently many curves (see [HeiO1, p.122]). Bonk and Kleiner [BK02] have
shown that an Ahlfors regular space which is homeomorphic to the 2-sphere, and
which contains sufficiently many curves, is actually quasisymmetric to the 2-sphere.
This latter result is of particular interest for non-smooth uniformization procedures
in connection with Thurston’s Hyperbolization Conjecture (see [KB02, pp.24-26]).
Related examples for controlling geometry through curves can be found in [Can94,
CFP94,Sem96a, Tys00, Tys01b,BT01, TysOla].

In all of the above cases, the authors use the concept of modulus to measure the
amount of curves contained within a space. In particular, Heinonen and Koskela
[HK98] employ modulus to give the following abstraction of a property of Euclid-
ean space. They describe a metric measure space as being Loewner if the modulus
of the collection of curves connecting each pair of compactum in the given space, is
sufficiently large. Heinonen and Koskela demonstrated for Ahlfors regular metric
measure spaces, that the Loewner condition coincides with the property of admit-
ting their abstract formulation of a Poincaré inequality. This formulation expresses
a scale invariant control for the oscillation of a real-valued function, defined over
the metric space, in terms of the average integral of the infinitesimal behavior of
the function.

The Poincaré inequality is of interest in its own right. There is an abundant
collection of natural and exotic metric measure spaces which admit a Poincaré
inequality. For a list of some such spaces see [HK98,Kei]. Moreover, a surpris-
ingly rich structure can be deduced for a metric measure space, by merely knowing
that it admits a Poincaré inequality with a doubling measure. This has been exten-
sively studied, see [HKM93,HK95a, HK96, HK98, HK99, BMS01,HSTO1, Sha01,
HKSTO01,KSTO01,Kei02]. In particular, Cheeger [Che99] demonstrated that spaces
which admit a Poincaré inequality with a doubling measure, admit a sort of measur-
able differentiable structure similar to rectifiability. A consequence of Cheeger’s
work [Che99, Theorem 14.2] is that Ahlfors regular metric spaces which admit
a Poincaré inequality and which admit a bi-Lipschitz embedding into Euclidean
space, are actually rectifiable. This readily rules out the existence of bi-Lipschitz
embeddings into Euclidean space for metric measure spaces which are not rectifi-
able (in the sense of Kirchheim [Kir94]), if they also admit a Poincaré inequality
and are Ahlfors regular (see [Che99, p.504]). By the above mentioned work of
Heinonen and Koskela, the same conclusion holds for metric measure spaces that
are Loewner.
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Again the property of a metric space containing sufficiently many curves im-
poses restrictive behavior on the (now not quasisymmetric, but rather this time
bi-Lipschitz) maps defined on the space. The purpose of this paper is to further de-
velop this understanding of the properties of, and interplay between, the Poincaré
inequality, modulus, and the geometric flexibility of metric measure spaces under
bi-Lipschitz and quasi-symmetric maps.

1.2 Statement of results

The main results of this paper will now be stated. We begin by showing for proper
metric measure spaces with finite total mass, that modulus is equivalently defined
regardless of whether an infimum is taken over all measurable functions, or whether
an infimum is taken over all compactly supported Lipschitz functions. The rigorous
version of this statement is technical and will be delayed until Proposition 6. This
equivalence for competing definitions of modulus is used to prove the following
upper semi-continuity property of modulus. See Section 4.1 and Section 2 for a
description of the terminology.

Theorem 1. Let p > 1, let {(X,,, dyy, un)} T MM be a sequence of compact met-
ric measure spaces which converges to a compact metric measure space (X, d, [L)
with (X) < oo, and let T';, be a family of rectifiable curves contained in X, for
eachn € N. Then

mod,, (lim sup Fn> > lim sup mod, (I",). (1)
n— oo n—0o0

Remark 1. Notice that the statement of the above theorem is vacuous if ' =

limsup,,_, o, ', contains a degenerate curve. In this case there are no functions

p admissible for I, and so mod, (I") = oo.

The equivalence for competing definitions of modulus is also used to prove
Proposition 7. Loosely speaking, Proposition 7 claims for metric measure spaces
which are proper, geodesic and have finite total mass, that the capacity of a pair
of compacta defined by taking an infimum over Lipschitz functions, is equal to
the modulus of the curves connecting the given compacta. Similar conclusions
have been obtained by other authors in a variety of differing circumstances. In
Euclidean space equipped with Lebesgue measure, the connection between the
conformal capacity of a ring and extremal length was given by Gehring [Geh61].
Ziemer [Zie69] generalized this equivalence to a statement, similar to Proposition
7, concerning capacity and modulus of pairs of compacta, again in Euclidean space
equipped with Lebesgue measure. In the more abstract setting, for locally quasicon-
vex and compact metric measure spaces, Heinonen and Koskela [HK98, Proposition
2.17] demonstrated that modulus is equal to the capacity defined by taking an inf-
imum over locally Lipschitz functions. Whereas Kallunki and Shanmugalingam
[KSO1] established the same conclusion for any domain of any complete metric
measure space which admits a Poincaré inequality with a doubling measure. The
difference between these results for metric measure spaces and Proposition 7 is that
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Kallunki and Shanmugalingam [KS01] do not restrict their attention to metric mea-
sure spaces with finite total mass, but instead consider metric measure spaces which
admit a Poincaré inequality. Also, Heinonen and Koskela [HK98, Proposition 2.17]
consider more general metric measure spaces than those considered here, but then
restrict their attention to capacity defined in a compact ball.

Proposition 7 is applied here to prove that various definitions of the Poincaré
inequality coincide. Before stating this theorem, two competing definitions for the
Poincaré inequality will now be given. Both definitions are based on the work
of Heinonen and Koskela. See Section 2 and Section 7 for an explanation of the
terminology used in the following definition and theorem.

Definition 1 (The Poincaré inequality). Ler p > 1. A metric measure space
(X, d, 1) is said to admit a p-Poincaré inequality for all measurable functions
(respectively, a p-Poincaré inequality for all compactly supported Lipschitz func-
tions and their compactly supported Lipschitz upper gradients) with constants
C, . = 1 if the following holds: Every ball contained in X has measure in (0, 00),

and we have
1/p
][ |u—u3|d,u§CdiamB<][ p”du) , 2)
B LB

whenever B is a ball in X, and for every pair of functions u : X — R and
p : X —> [0, 00] where u is measurable, and p is an upper gradient for u
(respectively, for every pair u, p € LIPo(X) with p an upper gradient for u).

Theorem 2. Let p > 1, and let (X, d, ) be a complete metric measure space with
w doubling, and such that every ball in X has measure in (0, 00). Then the following
are quantitatively equivalent:

1. (X, d, ) admits the p-Poincaré inequality for all measurable functions,

2. (X,d, u) admits the p-Poincaré inequality for all compactly supported
Lipschitz functions and their compactly supported Lipschitz upper gradients,

3. there exists constants C, . > 1 such that

1/p
][ |u—u3|d,u§CdiamB<][ (Lipu)Pd/L) , 3)
B AB

for every u € LIPo(X) and for every ball B in X,
4. there exists a constant C > 1 such that

d(x, y)' 77 < Cmod, (x, y; u$)).

for every pair of distinct points x,y € X.

Further suppose (X, d) admits a bi-Lipschitz embedding t into some Euclidean
space RN, with N € N, equipped with the standard Euclidean metric. Then each
of the above conditions is equivalent to the following:
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5. There exists constants C, . > 1 such that

1/p
][ Iu—usld(t*M)SCdiamB(][ IWI”d(t*u)) ,
B AB

for every u € C®°RN), and for every ball B in RY that is centered in 1 X.

Remark 2. If Condition (2) holds, Condition (1) and (3) then hold with exactly the
same constants C, A > 1. This is a consequence of Theorem 2, and the fact estab-
lished by Cheeger (see [Che99, Section 5] and the proof of [Che99, Theorem 9.6])
that Condition (1) implies the set of compactly supported Lipschitz functions with
continuous (or even compactly supported Lipschitz) upper gradients is suitably
dense (in a Sobolev sense) within the class of functions relevant to Condition (1).

Remark 3. Hajtasz and Koskela have shown if a metric measure space is geodesic
and the given measure is doubling, Condition (1) then implies Condition (1) with
A = 1 and a possibly inflated constant C (see [HeiOl, Theorem 4.18]).

Remark 4. Each of Condition (1), (2), (3) and (4) is also equivalent to the require-
ment that Condition (4) hold almost everywhere, that is, that there exists a constant
C > 1 such that

d(x, )™ < Cmod,(x, y; puS)).

for p almost every pair of distinct points x, y € X. This is discussed further in
Remark 10.

Consider a metric measure space which satisfies all the hypotheses of Theorem
2, excluding the assumption that the given metric measure space is complete. If
Condition (3) holds, with the assumption u € LIPy(X) replaced by u € LIP (X),
or if instead we assume the stronger assumption that the metric measure space
admits a Poincaré inequality for all Lipschitz functions and their Lipschitz upper
gradients, each of Conditions (1) to (5) then hold in the completion of the metric
measure space equipped with the push forward measure. Indeed, both the left-hand
and right-hand side of (3) are not affected by passing to the completion. This simple
consequence of Theorem 2 demonstrates the robust nature of the Poincaré inequal-
ity. For example, the completion of a totally disconnected metric measure space
which observes Condition (3), and for which the given measure is doubling, admits
a Poincaré inequality and is therefore quasiconvex [Che99, Appendix]. (A trivial
example which demonstrates that this line of thinking is non-vacuous is given by
Euclidean space less an appropriately chosen countable collection of hyperplanes.)
Such statements are generally not true if the Poincaré inequality is formulated for
a smaller class of functions. Koskela [Kos99] gave an example of a non-complete
metric measure space for which the measure is doubling, which admits a Poincaré
inequality for all Lipschitz functions but does not admit a Poincaré inequality for
all measurable functions. By Theorem 2 and the above comments, such a space
does not generally admit a Poincaré inequality for Lipschitz functions and their
Lipschitz upper gradients.

Condition (5) of Theorem 2 gives a new criteria for establishing rectifiability,
at least for Ahlfors regular subsets of Euclidean space. To see this, take an Ahlfors
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regular subset X of some Euclidean space, and suppose X satisfies the hypotheses
of Condition (5), for some p > 1, with ¢ (the map in the hypotheses of Theorem 2)
given by the identity map. Theorem 2 then implies X admits a p-Poincaré inequality
for all measurable functions. This together with the fact that X is Ahlfors regular,
implies X is rectifiable (this latter assertion is a consequence of [Che99, Theorem
14.2]).

The implication that Condition (2) implies Condition (1) is a significant part of
Theorem 2. It extends a result of Heinonen and Koskela [HK99] which says that
if a complete metric measure space with a doubling measure satisfies (2) for all
Lipschitz functions and all their upper gradients, then the metric measure space
admits a Poincaré inequality for all measurable functions and their upper gradients.
The implication that Condition (2) implies Condition (1) is useful for showing
a space admits a Poincaré inequality. It has been applied by Rajala to show that
Alexandrov spaces with curvature bounded from below, admit a (local) Poincaré
inequality [Raj]. The implication has also been used by Rajala and the author to
show for complete metric measure spaces equipped with a doubling measure, that
the definition of admitting a p-Poincaré inequality, for p > 1, due to Heinonen and
Koskela (Definition 1 for all measurable functions) is equivalent to the definition of
admitting p-Poincaré inequalities due to Semmes [SemO1, p.16]. The implication
that Condition (2) implies Condition (1) is used in this paper to prove the following
theorem concerning the persistence of the Poincaré inequality under converging
metric measure spaces. See Section 2 for a description of the terminology.

Theorem 3. Let p > 1, let {(X,,, dn, gn, n)} be a sequence of complete pointed
metric measure spaces, with i, a doubling measure for each n € N with uniformly
bounded doubling constant, which converges to the complete metric measure space
(X,d, q, ). Further suppose for each n € N, that (X, dy, it,) admits a p-Poin-
caré, and does this with uniformly bounded constants. Then (X, d, i) admits the
p-Poincaré inequality with (1 a doubling measure, and does this with constants
which depend only on the previous uniform bounds.

Remark 5. The proof of Theorem 3 also serves to establish the following alternate
statement, useful for construction purposes. Let p > 1,andlet{(X,,, d»,, gn, Un)} C
MM be asequence of complete pointed metric measure spaces which converges to
the quasiconvex and complete pointed metric measure space (X,d,q, u)
with w doubling. Further suppose for each n € N, that (X,,, d,, 1,) admits a
p-Poincaré with uniform constants. Then (X, d, 1) admits the p-Poincaré inequal-
ity, with constants depending only on the uniform constants, the quasiconvexity
constant of (X, d), and the doubling constant of ©. The point here is that the mea-
sures in (1,,) are not necessarily doubling. Further generalizations of Theorem 3
are pursued in Remark 11.

Theorem 3 extends a result of Cheeger [Che99, Theorem 9.6] which states that
under the assumptions of Theorem 3, and with the further assumption that p > 1,
the space (X, d, 1) admits a g-Poincaré inequality for every ¢ > p. Since proving
Theorem 3 it has become apparent that both Koskela and Cheeger have also sepa-
rately established Theorem 3. As far as I know, their proofs are unpublished, and
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are different to the proof presented here. Even the proof of [Che99, Theorem 9.6]
is substantially different to the proof presented here, and in particular, unlike the
proof here, does not rely on a result like Theorem 2 and Proposition 7.

Condition (4) of Theorem 2 is probably the condition with the most mysterious
appearance. It says that the modulus of curves between every pair of distinct points
of the space, is sufficiently large. Here modulus is taken with respect to the measure
,ufy, which is itself much like a restricted Riesz kernel of u, see [HeiOl, p.34]. In
particular ufy blows up at the points x and y.

Condition (4) thus has some similarity to the Loewner property introduced by
Heinonen and Koskela. Both properties are quantitative statements concerning the
amount of curves connecting pairs of compactum in the space. However, the Loew-
ner property specifies that there are many curves between every pair of compactum
in the space, whereas Condition (4) only says that there are many curves between
each pair of distinct points. Moreover, Heinonen and Koskela demonstrated for
Ahlfors regular spaces that admitting a Poincaré inequality is equivalent to being
Loewner [HeiOl, Theorem 9.10]. Whereas here, not only does Theorem 2 make
different claims, but it also assumes only the weaker assumption that the given
measure is doubling.

Condition (4) of Theorem 1 is a key feature of this paper. It provides an essen-
tial stepping stone in the proof that Condition (2) implies Condition (1). Moreover,
the equivalence of Condition (4) and Condition (1) in Theorem 2, together with
Theorem 1, can be used to give an alternate proof (to the one presented here)
of Theorem 3. This proof is left to the reader. Condition (4) can also be used
to give new examples of doubling measures in Euclidean space which admit a
1-Poincaré inequality; one such collection of examples is presented in the follow-
ing theorem. Such measures have been extensively studied (see [HKM93,Bjo 01])
and bear relation to strong A, geometry, which consists of conformal deformations
of Euclidean space [DS90,HK95b, Sem96b]. Observe that a 1-Poincaré inequality
is the strongest inequality in that it implies the p-Poincaré inequality for every
p > 1. For the following, let n € N, and given @ C R” and « > 0, define a
measure Lo o on R” by

Hara(A) = / d(x, 9 dL(Y),
ANQ

for every Borel set A C Q. Here £ denotes Lebesgue measure, we write d for the
standard Euclidean metric in R”, and €2 is the topological boundary of 2. See
Section 2 and Section 9 for a further description of the terminology employed in
the following theorem.

Theorem 4. Let « > 0, and let @ C R”" be a uniform domain, for some n €
N. Then (Q,d, j1q.o) admits a 1-Poincaré inequality and g . is doubling as a
measure on this space. Both the constants of the 1-Poincaré inequality and the
doubling measure depend only on n, a, and the uniform domain constant of Q2.

One striking feature of Theorem 4 is that it applies to measures given by weights
against Lebesgue measure which can vanish on large well-behaved sets. For exam-
ple, take Q to be R less a circle (say, an isometrically embedded copy of the
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1-sphere). In this case pq o is given by a weight which vanishes along the given
circle. In contrast, strong A, weights do not vanish on rectifiable curves [Sem93,
Proposition 3.12(a)]. As far as I understand, certain products and positive powers of
strong A, weights were previously the largest known collection of doubling mea-
sures on Euclidean space which admit a 1-Poincaré inequality (see [DS90, HK95b,
Bjo6 01]). Consequently, Theorem 4 provides new examples of doubling measures
which admit a 1-Poincaré inequality.

1.3 Outline of Approach

Section 2 Section 2.1 recalls standard definitions, and Section 2.2 introduces def-
initions of convergence for curve families, (pointed) metric spaces, and (pointed)
metric measure spaces. The latter definitions are equivalent up to a subsequence, to
(pointed) Gromov-Hausdorff convergence and measured (pointed) Gromov-Haus-
dorff convergence, respectively. The reason for introducing these new definitions
is that they are easy to work with, at least in the context of this paper.

Section 3 This section establishes a useful property of curves (Proposition 4), and
useful extension results for continuous functions and their continuous upper gra-
dients (Lemma 3, Lemma 4, and Proposition 5). Proposition 4 is applied in the
proof of the equivalence for competing definitions of modulus (Proposition 6),
and also in the proof of the upper semi-continuity of modulus (Theorem 1). Prop-
osition 5 is applied in the proof of the equivalence for competing definitions of
capacity (Proposition 7), and the proof of the persistence of the Poincaré inequality
under converging metric measure spaces (Theorem 3). Lemma 3 is also applied
in Proposition 7. Lemma 4 is applied to prove that metric measure spaces which
admit any sort of Poincaré inequality with a doubling measure are then quasiconvex
(Proposition 8).

Section 4 1In this section the equivalence for competing definitions of capacity
and modulus is proven, at least for certain collections of metric measure spaces.
Specifically, Definition 10 and Definition 11 give several possible definitions for
modulus and capacity, respectively. The alternate definitions for modulus are shown
to coincide for metric measure spaces which are proper and have finite total mass
(Proposition 6). The alternate definitions for capacity are shown to coincide for
metric measure spaces which are geodesic, proper and which have finite total mass.
Moreover, for such spaces, arelation is given between modulus and capacity (Propo-
sition 7). The proof of Proposition 7 uses Proposition 6. In particular, the competing
definitions for capacity are shown to coincide by trapping them between the (now
known to be) equivalent definitions for modulus.

Section 5 This section establishes that modulus is upper semi-continuous with
respect to the limit of a sequence of curve families contained in a converging
sequence of metric measure spaces (Theorem 1). The precise statement utilizes
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the definitions for convergence of pointed metric measure spaces, and the conver-
gence of families of curves, as presented in Section 2.2. The proof relies on the
equivalence of alternate definitions of modulus (Proposition 6).

Section 6 In this section it is shown that metric measure spaces which admit any
sort of Poincaré inequality with a doubling measure are then quasiconvex. To be
precise, it is shown under the hypotheses of Theorem 2, that each of Conditions
(1), (2), (3) and (5) guarantee that the given metric measure space is quasiconvex
(Proposition 8). The argument that Condition (1) implies quasiconvexity is due
to Semmes (see [Che99, Appendix]), and the corresponding argument for Condi-
tion (2) and (3) is similar and so left to the reader’s discretion. The argument that
Condition (5) implies quasiconvexity is new, but still draws upon ideas of the above
mentioned proof of Semmes.

Section 7 This section gives a proof of the equivalence for several a priori different
definitions of the Poincaré inequality (Theorem 2). The proof incorporates results
of Heinonen and Koskela, and also uses the equivalence for competing definitions
of capacity (Proposition 7). In order to apply Proposition 7, Proposition 8 is applied
to guarantee that the given metric measure space is quasiconvex.

Section 8 In this section a proof for Theorem 3 is presented. That is, it is shown that
the property of admitting a Poincaré inequality with a doubling measure persists
under limits, if the associated constants are uniformly bounded. The statement of
this theorem requires the definitions of convergence from Section 2.2. The proof
relies on the assertion of Theorem 2 that in order to establish a metric measure space
admits a Poincaré inequality, one need only consider continuous functions and their
continuous upper gradients (that is, the proof relies on the fact that Condition (2)
of Theorem 2 implies Condition (1)). The proof also applies the extension property
for continuous functions and their continuous upper gradients (Proposition 5).

Section 9 In this section Theorem 4 is proven. To do this we verify both Condition
(4) and the hypotheses of Theorem 2.

2 Preliminary definitions

2.1 Standard terminology

In this subsection we recall standard terminology. A ball in a metric space (X, d)
centered at xo € X and with radius » > 0, is a set of the form

B(xg,r) ={x € X :d(x,x9) <r}.

For A > 0 we define
AB(xg,r) = B(xg, Ar).
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A metric space (X, d) is said to be proper if the closure of every ball in (X, d) is
compact. Given € > 0, the e-neighborhood of a subset A of a metric space (X, d)
is the set

Ne(A)={xe X :d(x,A) <e€}.

A pointed metric space (X, d, x) consists of a metric space (X, d) and a point
x € X.

A metric measure space (X, d, ) consists of a set X, a metric d on X, and a
Borel regular measure p supported on X. For arbitrary A C X with0 < pu(A) < oo
and a measurable function f : X — [0, oo], we write

'fAf=;R%i/fdu and f4=fAfdu

The measure w is said to be doubling if ( is non-trivial and there exists C > 0 such
that

u(B(x,2r)) < Cu(B(x,r)),

whenever x € X and r > 0. A pointed metric measure space (X, d, |1, x) consists
of a metric measure space (X, d, ) and a point x € X.

A function f : X — Y where (X, d) and (Y, p) are metric spaces is Lipschitz
if there exists C > 0 such that

p(fx), f(y)) = Cd(x,y),

for every x, y € X. In this case LIP f is defined to be the infimum of the values of
C > 0 for which the above equation is true. A function is said to be bi-Lipschitz if
it is Lipschitz and admits a Lipschitz inverse. An isometry is a 1-bi-Lipschitz map.
The space of all real-valued Lipschitz functions on X is written LIP(X), whereas
LIPy(X) is the subspace of LIP(X) consisting of functions with compact support.
For a real valued Lipschitz function f defined on a metric space (X, d), define

Lip f(x) = limsup 1L &) =/ O
y;))( d(x’y)
YFX

for every x € X. Itis easy to see that Lip f is a Borel function (see [Kei]).

A curve in a metric space (X, d) is a continuous map y of an interval / C R
into X, and is said to be rectifiable if it has finite length, which we denote by £(y).
A non-negative Borel function p : X — [0, 0o] is said to be an upper gradient
of a functionu : X — R if

) ~ul < [ pds

Y

whenever y is a rectifiable curve in X joining two points x, y € X. A metric space
(X, d) is said to be A-quasiconvex, for A > 1, if every pair of points in x, y € X
can be joined by a curve y such that £(y) < Ad(x,y). A 1-quasiconvex metric
space is said to be geodesic. We refer the reader to [HeiOl, Chapter 7] for a more
full discussion of the above topics.
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Givensets X, Y, Z,afunctiong : X — Z and aninjective function f : X —>
Y, the pushforward f.g : f(X) —> Z of gby fisdefinedby fig(y) = gof~'(y)
for every y € f(X). Given a function f : X —> Y where (X, i) is a measure
space and Y is a set, the push forward of 1 by f is defined by fiu(A) = u(f~1(A))
forevery A C X.If I is a family of curves in X, then fT is the family consisting
of all the curves f o y, for every y € I'. Given an injective function f : X — Y
where (X, d) is a metric space and Y is a set, the push forward of d by f is a metric
on f(X) defined by fid(x,y) =d(f~'(x), f~1(y)) forevery x, y € f(X).

2.2 Limit supremum of families of rectifiable curves, (pointed) metric spaces,
and (pointed) metric measure spaces

In this section we introduce several notions of convergence. The reason for intro-
ducing new definitions for the latter two concepts is that they are easy to work with,
at least in the context of this paper. The definitions for (pointed) Gromov-Hausdorff
convergence and measured (pointed) Gromov-Hausdorff convergence are equiva-
lent up to a subsequence, to the corresponding definitions presented here. Some of
this is covered in [Gro81,Gro99,Pet93,BS94,Pet98, CY98], and the rest is left to
the reader. Consequently, the new notions of convergence inherit the usual prop-
erties concerning uniqueness of limits and compactness. This is stated formally
below.

Givene, R > 0and acomplete pointed metric space (X, d, x),define N (e, R, X)
as the maximal number of disjoint closed balls of radius € which are contained in
B(x, R). Given a function 7 : R2 — R we let M,, be the collection of pointed
metric spaces (X, d, x) such that N(e, R, X) < n(e, R) for every €, R > 0. Fur-
ther let MM, be the collection of all complete pointed metric measure spaces
whose underlying pointed metric space is contained in M. In the following we
omit mention of 1, writing M and MM for M,, and MM, respectively. In this
case it is understood that some 7 is given and fixed. As an example, observe that a
collection of complete metric measure spaces whose measures are doubling with
the same doubling constant, all belong to the same family MM.

When discussing compact pointed metric spaces (X, d, p) € M, we shall often
omit mention of the point p, writing (X, d) € M. Similarly, we shall often refer to
a compact pointed metric measure spaces as just compact metric measure spaces,
writing (X, d, n) € MM. We do this to avoid introducing new notation. In these
cases the point p will be superfluous.

Definition 2 (Convergence of subspaces of a metric space). A sequence (F,) of
nonempty closed subsets of a metric space (Z, p) is said to converge to another
nonempty closed subset F of Z if

lim sup dist(z, F) =0,
=00 < F,NB(q,R)

and

lim sup  dist(z, Fy) =0,
= cFNB(q,R)
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forallqg € Z and R > 0. These suprema are interpreted to vanish when the relevant
sets of competitors F, N B(z, R), and F N B(z, R) are empty.

Definition 3 (Convergence of rectifiable curves of a metric space). A sequence
of rectifiable curves (y,) on a metric space (Z, p) is said to converge to another
curve y contained in Z, if there exists uniformly Lipschitz parameterizations of
the given curves, all with the same domain, so that when viewed as functions the
sequence (yy,) converges uniformly to y.

We shall describe a family of rectifiable curves as being closed if the limit of
every sequence of converging rectifiable curves in the family, is a member of the
given family.

Definition 4 (Limit supremum of families of rectifiable curves of a metric
space). Given a sequence (I'y,) of families of rectifiable curves in a metric space
(X, p), we define the limit supremum of (I',;) (which we write as lim sup,_, ., I'n)
to be the family of all curves y such that there exists a sequence of rectifiable curves
(¥n), where y, € Ty, for each n € N, with the property that a subsequence of (yy)
converges to y as curves.

Notice that the limit supremum of a sequence of families of rectifiable curves
is closed.

Definition 5 (Convergence of compact metric spaces). A sequence of compact
metric spaces {(X,,d,)} C M is said to converge to another compact metric
space (X, d) if the following holds: There exists a compact metric space (Z, p)
and isometric embeddings 1 : X —> Z and 1, : X,, —> Z for each n € N, such
that (1,(X,)) converges to 1(X) as subspaces of Z.

We say a sequence of measures (u,) defined on a metric space X converges
weakly to some measure u if for every continuous function f : X —> R with

bounded support, we have
[ rauw— [ ran
X X

Definition 6 (Convergence of compact metric measure spaces). A sequence of
compact metric measure spaces {(Xp, dp, un)} € MM is said to converge to
another compact metric measure space (X, d, i) if the following holds: There
exists a compact metric space (Z, p) and isometric embeddings 1 : X —> Z and
tn » X, —> Z foreach n € N, such that (1,(X,)) converges to 1(X) as subspaces
of Z, and such that (1)« Ln converges to Ly in the weak sense.

asn — oQ.

Definition 7 (Convergence of pointed metric spaces). A sequence of pointed met-
ric spaces {(Xp, dy, pn)} C M is said to converge to another complete pointed
metric space (X, d, p) if the following holds: There exists a proper pointed metric
space (Z, p, q) and isometric embeddings t : X — Z and v, : X, — Z for
each n € N, such that «(p) = t,(pn) = q, and such that (1,,(X,)) converges to
1(X) as subspaces of Z.
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Definition 8 (Convergence of pointed metric measure spaces). A sequence of
pointed metric measure spaces {(X,, dy, tin, pn)} C MM is said to converge to
another complete pointed metric measure space (X, d, |, p) if the following holds:
There exists a proper pointed metric space (Z, p, q) and isometric embeddings
t: X — Zandu, : X, — Z for each n € N such that 1(p) = t,(pn) = q,
such that (1,(X,)) converges to 1(X) as subspaces of Z, and such that (t,,)n
converges to L4 in the weak sense.

Definition 9 (Generalized limit supremum of families of rectifiable curves). Let
Iy be afamily of rectifiable curves contained in a pointed metric space (X, dn, pn)
for each n € N, let " be a curve family contained in a pointed metric space
(X, d, p), and further suppose {(X,, dy, pn)} converges to (X, d, p) as pointed
metric spaces. The family T" is said to be the limit supremum of (I',) (which we
write as I = lim sup,,_, o I',,) if the following holds: There exists a proper metric
space (Z, p) and isometric embeddings 1 : X — Z andi, : X, —> Z forn € N,
that satisfy the conditions of Definition 8, and are such that.I" = lim sup,,_, . (¢I').

As mentioned in the introduction of this section, the proofs of the following
lemmas and propositions have been omitted.

Lemma 1 (Uniqueness of limits, pointed metric spaces). Let {(X,,, d,, pn)} C
M be a sequence of complete pointed metric spaces which converges to both the
complete pointed metric spaces (X, d, p) and (Y, p, q). Then there exists an isom-
etry between (X, d) and (Y, p) which maps p to q.

Lemma 2 (Uniqueness of limits, pointed metric measure spaces). Let {(X,,, d;,,
DPns n)} C MM be a sequence of complete pointed metric measure spaces which
converges to both the complete pointed metric measure spaces (X, d, p, ) and
(Y, p, p, v). Then there exists an isometry between (X, d) and (Y, p) which maps
p to q and is such that v is the push forward of .

Proposition 1 (Existence of limits, pointed metric spaces). Let {(X,, d,, pn)} C
M be a sequence of complete pointed metric spaces. Then there exists complete
pointed metric space (X, d, p) € M such that a subsequence of {(X,, d,, pn)}
converges to (X, d, p).

Proposition 2 (Existence of limits, pointed metric measure spaces). Let {(X,,, d,,
DPns W)} C MM be a sequence of complete pointed metric spaces such that

sup un (B(pn, 1)) < 00,
n

foreveryr > 0. Then there exists complete pointed metric measure space (X, d, p, L)
€ MM such that a subsequence of {(X,, dy, pn, n)} converges to (X, d, p, ).

Remark 6. The following statement simplifies matters in the proof of Theo-
rem 3. The statement is a consequence of the above propositions and lemmas,
and is left to the reader. Let {(X,, dy, pn» in)}s {(Yn, Ons Gns vi)} C MM be
sequences of complete pointed metric measure spaces and let¢, : X,, — Y, bea



268 S. Keith

A-bi-Lipschitz map with ¢, (p,) = g, and ¢, = vy, for some fixed A > 1 and for
every n € N. Then after passing to a subsequence, there exists complete pointed
metric measure spaces (X, d, p, ) and (Y, d, g, v) such that {(X,, dy, pn, Un)}
and {(Yy, o, qn, vn)} converge to (X, d, p, n) and (Y, d, q, v), respectively, and
there exists a A-bi-Lipschitz map ¢ : X — Y with «(p) = g and t, 0 = v.

The following statement is needed in the proof of Theorem 3.

Proposition 3 (Persistence of doubling measures under limits). Let {(X,,, d,, (5,
Pn)} C MM be a sequence of complete pointed metric measure spaces which
converges to the complete pointed metric measure space (X, d, i, p). Suppose
that there exists C > 0 such that u, is doubling with doubling constant C, for
every n € N. Then . is doubling with doubling constant C*.

Proof. Adopt the notation of Definition 8, and let x € X and r > 0. Since (X,)
converges to X as subspaces in Z, there exists a sequence of points (x,) C Z
converging to x, such that x, € X, for every n € N. Thus there exists N > 0
such that n > N implies B(x,,r/4) C B(x,r/2) and B(x,3r) C B(x,,4r), and
therefore that

1n(B(x,3)) < pta(B(xp, 4r)) < C*un(B(xn, 1/4)) < C*pn(B(x, 7/2)).
Since (u,) weak converges to u, we have that

(B(x,2r)) < liminf u, (B(x,3r)) <liminf C*u,(B(x,7/2)) < C*u(B(x,r)).
n—00 n—00

This completes the proof. O

3 Properties of curves and upper gradients

This section establishes a useful property of curves (Proposition 4), and the exis-
tence of a useful extension for continuous functions and their continuous upper
gradients when defined on quasiconvex spaces (Proposition 5).

3.1 A useful property for sequences of curves

The following proposition uses compactness arguments to ascertain the existence
of a limiting curve which satisfies desirable limiting properties.

Proposition 4. Let (y,) be a sequence of curves with uniformly bounded length
in a compact metric space (X, d), and let (p,) be an increasing sequence of real
valued continuous functions defined on X with pointwise limit p. Then there exists
a (possibly degenerate) curve y in X, a subsequence of (y,) that converges to y
as curves, and we have

/,ods gliminf/ on ds. “)
y n— 00

n
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Remark 7. A consequence of the above proposition is that the limit of a sequence
of geodesic, proper and complete metric spaces is itself geodesic. More generally,
the limit of a sequence of A-quasiconvex, proper and complete metric spaces, for
A > 1,is itself A-quasiconvex. To see this, appeal to Definition 7 for pointed metric
space convergence, and let p,, of Proposition 4 be defined by p,(z) = 1 for every
z € Z and n € N. Here Z is the metric space described in Definition 7.

Proof. First pass to a subsequence of (y;,) so that the liminf in (4) is achieved
as a finite limit; if this is not possible there is nothing to prove. By hypothesis
there exists [ > O which bounds the length of each curve of (3;,). Represent each
curve y, by the parameterization y;, : [0, /] —> X so that y;|(0,¢(;,)] is the length
parameterization and y;, |[¢(y,),/] 1S a constant function. Since (X, d) is compact, the
Ascoli-Arzela theorem implies there exists a 1-Lipschitz function y : [0,]] — X,
such that after passing to a subsequence, the sequence of functions (y,) converges
uniformly to y. By passing to yet another subsequence of (y;,) it can be arranged
so that £(y,) — lso for some [, < 1.
Since y is 1-Lipschitz it follows that

loo
/pdsf/ poy(t)dt.
y 0

A consequence of the parameterization of y,, is that

L(yn)
/ pnoyn(t)dt:/ Pnds,
0 n

for each n € N. Thus to prove (4), it remains to demonstrate that

lso £(yn)
f poy()di < lim / pn o ya(t) dt. 5)
O n—oo 0

Fix € > 0. Recall (p,) is an increasing sequence of functions. Therefore, the
Monotone Convergence Theorem implies there exists N € N such that

Ioo I
/ poy(t)dtﬁf pon o y(t)dt +e.
0 0

Since py is continuous and because (y;,) converges uniformly to y, and (£(y;,))
converge to /o, there exists M € N such that m > M implies

loo £(Ym)
/ pNoy(t)S/ PN © Y (t) dt + €.
0 0

Again using the fact that (p,) is an increasing sequence of functions gives for
m > M, N, that

£(Ym) £(Ym)
f P © Ym(D) di < / P © V(D) d.
0 0

Bringing the three previous inequalities together, reveals for m > N, M, that

ZOO Z(y)?l)
/ poy(t)dt§/ Pm © Vm () dt + 2€.
0 0

Since € > 0 is arbitrary, this proves (5) and so completes the proof. O
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3.2 An extension for functions and their upper gradients

The next lemma demonstrates a well known extension method for continuous func-
tions with continuous upper gradients. Further extension methods are also given in
the following lemma and proposition.

Lemma 3. Let u be a real-valued continuous function defined on a nonempty
subset E of a geodesic metric space (Z,d), such that infgpu > —oo. Let p
be a non-negative continuous function defined on Z such that

() — u(y)| < f pds ©)
Y

whenever y is a rectifiable curve in Z joining two points x,y € E. Then there
exists a continuous extension u of u to Z such that p is an upper gradient for u.

Proof. Define a function u on Z by
ux) = inf/ pds+u(e),
14

where the infimum is taken over all e € E, and over all rectifiable curves y connect-
ing e to x. A consequence of this definition is that « is an extension of u. Moreover,
since Z is geodesic, p is continuous, and infz u > —oo, the function u is well
defined as a real-valued function.

We now show that p is an upper gradient of u. Fix x, y € Z. Without loss of
generality suppose i(x) < u(y). The definition of & then implies

u(y) Sﬁ(X)+/pds,

14

where y is any curve from x to y. Thus

i) il =)~ i) = [ pds
Y
and so p is an upper gradient for u. Since p is continuous, and therefore locally
bounded, and since Z is geodesic, we then conclude that u is continuous. This
completes the proof. O

We denote the oscillation of a real-valued function f defined on a set E by

osc f = sup |f(x)— f(yI
E x,yeE
Lemma 4. Let E be a subset of a geodesic metric space (Z,d), let u be a con-
tinuous real-valued function defined on E such that osc pu < oo, and let p be
a bounded, continuous, and non-negative function defined on the neighborhood
Nao (E) for some a > 0, such that p and u satisfy (6) whenever y is a curve in
N4y (E) connecting two points x,y € E. Then there exists continuous extensions
iwand p of ulg and p|n,(E) to Z, respectively, such that p is an upper gradient of
u, and such that p is bounded.
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Proof. Since p is a bounded, continuous and non-negative function defined on
the closure of N3y (k). we can extend p|ns,, to a bounded, continuous and non-
negative function p defined on Z. Define p = p + G, where G is taken to be
some fixed continuous non-negative function on Z, which vanishes on N, (E), and
which achieves its maximum osc gu/« on all of Z \ Ny, (E). Thus p is a bounded
extension of p|y, (k).

Let y be a curve in Z which connects two points x, y € Ny (E). Due to Lemma
3, to complete the proof it suffices to show that (6) holds with p replaced by p. If y C
N3q (E), this inequality follows from the hypotheses. Otherwise if y \ N3, (E) # 9,
we have that

HYU(y N (Z\ Naw(E)) > a.

Here ' denotes 1-Hausdorff measure. The construction of 5 guarantees that

o1
min > —lu(x) —u .
oin Pz @) —u(y)]

These last two equations together imply (6). This completes the proof. O

Proposition 5. Let § > 0, let X be a A-quasiconvex subset of a metric space (Z, d)
forsome A > 1, and letu, p € LIP (X) be bounded functions such that infx p > 0,
such that osc xu < oo, and such that p is an upper gradient for u in the sub-met-
ric space (X, d). Then there exists continuous extensions u and p of u and p to
Z, respectively, such that (. + §)p is an upper gradient for u, and such that p is
bounded.

Assume the hypotheses of Proposition 5. Itis well known that every metric space
can be isometrically embedded into a Banach space, see [DS97, p.21]. Therefore,
in addition to the hypotheses of Proposition 5, we may as well assume that the
metric space (Z, d) is actually a Banach space (Z, | - |).

Fix 0 < o0 < 1 such that

A1 +0)2 < (A +9). (7)

Let p be a Lipschitz extension of p to Z such that infx p < p < supy p. This
can be achieved by an appropriate truncation of the McShane extension of p (see
[HeiO1, pp.43—-44]). Since infx p > 0 and p is Lipschitz, there exists a positive
number € < o such that for every x, y € Z, we have

o(y) < (14+0)p(x) whenever |x — y| < 5Xe. 8)
Set 7 < € (for example, T = €2 /2).
Sublemma 5. We have

() — u(y)| < (x+s>f pds. ©)
Y

whenever y is a rectifiable curve in N (X) connecting two points x,y € X.
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Proof. To prove the lemma, it suffices to show there is a curve § in X connecting
X to y with the property that

/pds <l +a)2/ pds. (10)
B 2

Sublemma 5 then follows from the fact that p is an upper gradient for # in X, and
the fact that (7) holds.

Consider the case when y is short, that is, when £(y) < 2¢. Since X is
A-quasiconvex, there exists a curve 8 in X that connects x and y, and is such
that £(8) < A|lx — y|. Therefore 8 C B(x, 2A€), and so

f pds <XAx—y| sup p(2).
B z€B(x,2A¢€)

We also have y C B(x, 2¢), and so

X — inf p(z) < [ pds.
| ylzeB(X’ZS)p(z) _/yp

These last two inequalities together with (7) and (8) imply (10).

A similar method also works when y is long, that is, when £(y) > 2¢. In this
case, decompose y into a union of consecutively connected subcurves {y’ }zN= | With
N € N, sothate < E(yi) <2e.Forl <i <N,let zli and zé be the endpoints of
y'. A curve 8 which lies in X, and is very close to y, will now be constructed. To
do this use the fact that y’ C N (X), and so choose xi € X with |xi - Zi1| <r,
for2 <i < N. Setxl1 =x andxév =y, andletxé =xiJrl forl <i <N —1.As
before, since X is A-quasiconvex, there is a curve A’ in X connecting xi to xé such
that £(B") < Alxi — x§|. Define the curve § to be the union of the consecutively
intersecting curves ', for 1 <i < N.

The closeness of the curve 8 to y will now be used to establish (10). Fix
1 <i < N. Observe that

/_ pds < Alx| —xi|  sup  p(2).
B ZEB(xi,ZAe)
The tiny choice for T guarantees that
x] — xil < (1 + )2} — 2.
We also have yi C B(xi, 3)€), and so
i —d) it A < f 5 ds.
zeB(x’l,3Ae) yl

The last three inequalities together with (8) imply that
/ pds <x(1+4+0o)( —i—e)/ pds.
B yi

Since the choice for 1 <i < N was arbitrary, we have (10) then follows from (7).
This completes the proof. O

Proposition 5 follows by applying the above sublemma, and then applying
Lemma 4 with « = t/4 and E = X. This completes the proof of Proposition 5.
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4 Equivalent notions of modulus and capacity

In this section several definitions for capacity and modulus are presented and then
analyzed.

4.1 Equivalent definitions of modulus

We now present alternate definitions for modulus, and then show that several of
these definitions coincide on proper metric measure spaces that have finite total
mass.

Definition 10. For a given curve family T" in a metric measure space (X, d, ), a
collection F(X) of Borel functions p : X —> [0, 00], and p > 1, we define the
p-modulus of I' in (X, d, u) over F(X) by

mody (I F(X). ) = inf [ o
X
where the infimum is taken over all functions p € F(X) satisfying
/psz (11)
Y

for all locally rectifiable curves y € TI'. Functions p which satisfy (11) are called
admissible functions for I'. If E and F are disjoint subsets of X, we define

mod, (E, F'; F(X), u) = mod,(I'; F(X), n),

where T is the collection of all curves contained in X which connects E to F.
For the sake of neatness, we omit the mention of w if this choice is contextually
obvious. If F(X) is the set of all the Borel functions p : X —> [0, 0o], then
mod, (I'; F (X)) will be abbreviated as mod,(I'), and mod, (E, F; F (X)) will be
abbreviated as mod, (E, F). We shall often write mod, (x, y) when it is clear that
we mean mod, ({x}, {y}), for x, y € X.

Proposition 6. Let p > 1, and let T be a closed family of curves contained in a
proper metric measure space (X, d, i) with uw(X) < oo, such that there exists a
bounded subset of X that meets every curve in y. Then

mod, (I") = mod,, (T"; LIPy(X)). (12)

Further suppose (X, d) admits an isometric embedding t into some Euclidean space
RY, for some N € N, equipped with the standard Euclidean metric. Then

mod, (') = mod, (tT'; C®(RY), t.p). (13)

To prove the above theorem we shall employ ideas of the classical proof by
Ziemer [Zie69] that capacity equals modulus (see also [Ric93, p.54]). We need the
following well known fact, provided without proof, concerning approximation of
lower semi-continuous functions by Lipschitz functions.
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Lemma 5. Let p be a non-negative lower semi-continuous function defined on a
metric space (X, d). Then there exists an increasing sequence (p,) of non-negative
valued Lipschitz functions defined on (X, d), which converges to p pointwise.

Proof of Proposition 6. To prove (12) it suffice to show “>", since the converse
inequality is trivial. Assume mod,(I") < oo, and fix € > 0. The definition of
p-modulus asserts the existence of a Borel function p : X — [0, oo] admissible
for I', such that

/ pP dp < mod,(T) +e. (14)
X

Since u(X) < oo, it can be assumed without loss of generality, that p > § for
some § > 0. In addition, the Vitali-Carathéodory theorem (see [Fol99, pp.209—
213]) asserts that

/ fdu = inf {/ gdu : g is lower semi-continuous and g > f} ,
X X

and therefore it can be further assumed without loss of generality that p is lower
semi-continuous.

Apply Lemma 5 to get an increasing sequence (o) of real valued Lipschitz
functions which converges to p pointwise, and which satisfies p, > § for each
n € N. The Monotone Convergence Theorem implies

lim oldu = / oPdu. (15)
X X

n—0o0

By hypotheses there exists some ball By C X such that every curve in I" inter-
sects By. If X is bounded let B = X, otherwise define B to be the closure of a large
ball such that d(Bg, X \ B) > 1/§. Define ¢ : X — R by

¢(x) = max{0, 1 — d(x, B)}.

We claim that (¢py,) is admissible for I' in a limiting sense. That is, we claim that

1 < limsup inf / Cpnds. (16)
Y

n—oo YET

It then follows from the claim and (15), that we have
mod, (T"; LIPy (X)) < / ol du.
X

This with (14) and the fact that the choice for € was arbitrary, implies “>" in (12),
and so will complete the proof.

It remains to verify the claim (16). Fix a curve y, € I', for each n € N, such
that

lim ¢pnds < limsup inf / Cpnds. a7
n—oo y

Yn n—oo Y€l
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After passing to a subsequence it can be assumed that f Cpnds < 1 for each
n € N, otherwise (16) holds trivially. This with the fact that' Zpn = 8 on B, implies
L(yy) < 1/8,forn € N.Therefore y,, C B foralln € N. The hypothesis that (X, d)
is proper implies that B is compact. It follows from Proposition 4 that there exists
acurve y contained in B, that a subsequence of (y,) converges to y as curves, and
that

/pds:/g“,odsfliminf/ Lpp ds. (18)
y y n— oo Yu

Since I' is closed, we have y € I', and so p is admissible for y. This together with
(17) and (18) implies (16). This completes the proof of (12).

To prove (13) it suffices to replace the Lipschitz functions exhibited in Lemma
5 by compactly supported smooth functions, and then use these functions in the
above proof. This completes the proof of Proposition 6. O

4.2 Equivalent definitions of capacity, and equivalence with modulus

Alternate definitions for capacity will now be presented. It will then be shown that
several of these definitions coincide on metric measure spaces which are geodesic
and proper. For such spaces, the capacity and modulus of a pair of compacta will
be shown to coincide.

Definition 11. Fortwo disjoint subsets E and F of ametric measure space (X, d, |v),

a collection F (X) of Borel functions p : X —> [0, 00], and p > 1, we define the
p-capacity of the pair (E, F) in (X, d, n) and over F(X) by

X

where the infimum is taken over all upper gradients in F(X), of each real valued
function u € F(X) that satisfies u|g < 0 and u|r > 1. For the sake of neatness,
we omit mention of w if this choice is contextually obvious. If F(X) is the set of
all the Borel functions p : X — [0, o0}, then cap,(E, F'; (X)) will be abbre-
viated by cap,(E, F). We shall often write cap,(x, y) when it is clear we mean
capp({x}, {y}), for x, y € X.

The following proposition generalizes a similar result of Ziemer [Zie69] con-
cerning the equality of the capacity and the modulus for condensers in Euclidean
space (see [Ric93, p.54]).

Proposition 7. Let E and F be disjoint compact subsets of a geodesic and proper
metric measure space (X, d, u) with u(X) < oo. Then

mod, (E, F) = cap,(E, F) = cap, (E, F; LIPy(X)). (19)

Further suppose (X, d) admits a A-bi-Lipschitz embedding 1 into some Euclidean
space RN equipped with the standard Euclidean metric, for some % > 1. Then each
of the quantities in (19) is comparable to

cap, (LE, LF; C°(RY)),

with comparability constant \*P.
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Remark 8. The above assumption of geodesicity can be replaced by quasiconvexity
to get a weaker conclusion. That is, let £ and F be disjoint compact subsets of a
A-quasiconvex and proper metric measure space (X, d, u) with u(X) < oo, for
some A > 1. Then each of the quantities in (19) is comparable with comparability
constant A2. This is seen by passing to the length space metric, which is necessarily
geodesic (see [HeiOl, pp.70-71]), and observing that this A-bi-Lipschitz change of
metric preserves each of the quantities from (19) up to a multiple of A.

The equality
mod, (E, F) = cap,(E, F)

holds for any sets E and F contained in a metric space (see [HeiOl, Theorem 7.31]).
The inequality
cap,(E, F) < cap,(E, F; LIPy(X)),

is trivially true. Thus to prove (19) holds under the hypothesis of Proposition 7, it
remains to demonstrate that

cap,(E, F'; LIPy(X)) < mod,(E, F).
This inequality is a consequence of the following two lemmas.

Lemma 6. Let E and F be disjoint subsets of a proper metric measure space
(X,d, n) with u(X) < oo. Then

cap, (E, F; LIPy(X)) = cap,(E, F; LIP (X)). (20)

Proof. To prove the lemma it suffices to establish “<” in (20), since the converse
inequality is trivial. Let u#, p € LIP (X) be such that p an upper gradient for «, and
suchthatu|r = Oand u|r = 1. Fix § > 0 and let B be a large open ball with radius
greater than 1, which contains F, and is such that (X \ B) < §. Define cut-off
functions ¢; : X — [0, 00) by

¢j(x) = max{0, 1 —d(x, jB)},
forx € Xand j =1, 2,3. Define u : X — [0, 1] by
u = & max{0, min{l, u}}.

Observe that because X is proper, we have u € LIPy(X). Moreover, we have
ulg =0and u|r = 1,and that p = p&y + {3 — ¢ is an element of LIPy(X). Notice
also that p is an upper gradient for u. This can be seen by applying the product rule
and observing that {3 — {7 is an upper gradient for ¢, and that |u| < 1. Also

f ﬁpdu=f(p§z+§3—€1)”dus f pPdu+ u(X \ B) < / pPdu +34.
X X X X
Since the choice for § > 0 was arbitrary this completes the proof. O

Lemma 7. Let E and F be disjoint compact subsets of a geodesic and proper metric
measure space (X, d, () with u(X) < oo. Then

cap,(E, F; LIP (X)) < mod,(E, F).
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Proof. Fix a function p € LIPy(X) which is admissible with respect to the family
I" of all curves which connect E to F. The sets E and F are compact, and therefore
I" is closed. Thus due to Proposition 6, to complete the proof, it suffices to show
that

cap,(E, F;LIP (X)) < f ol du. 20
X

Define a functionu : EUF — {0, 1}byu =0on E,andu = 1 on F. Since
p is admissible for I", we have

) —u)l < [ pds 22)
Y

for every x,y € E U F, and every curve y contained in X which connects x and

y. Lemma 3 asserts the existence of a continuous extension i of u such that p

is an upper gradient of i. Since p is bounded and (X, d) is geodesic, we have

u € LIP (X). This verifies (21) and so completes the proof. |

It remains to verify the second statement of Proposition 7 concerning the bi-
Lipschitz embedding of the given metric space into Euclidean space, in order to
complete the proof of Proposition 7. We begin by recalling a standard mollification
procedure, and then prove a useful property of this mollification. For f € L!(R"),
use Lebesgue measure to define the mollification f,,, = f * n,,, form € N, where
Nm(x) = n(xm)m”, and n : R* — R is a smooth compactly supported bump
function with fR,, ndL = 1. Here the convolution is taken with respect to the
Lebesgue measure £ on R”.

Lemma 8. Let f and g be continuous real-valued functions defined on R" with g
an upper gradient for f. Then there exist sequences of mollified functions (g,,),
(fin) C C®(R") such that (fy,) and (g,) converge to f and g locally uniformly,
respectively, and such that g, is an upper gradient for f,, for every m € N.

Proof. We shall use the mollified functions defined above. It is a standard fact that
(fm) and (g,,) converge to f and g locally uniformly, respectively. Then use the
fact that g is an upper gradient for f, that g is continuous, and the Dominated
Convergence Theorem to conclude

Lip fm(x) = lim sup M

r=>00<|x—y|<r lx — yl
<lim  sup / |77m(Z)||f(X—Z)—f(y—Z)|dﬁ(z)
r=00<|x—y|<r JR" lx — yl

y—z
<lim sup f (@) gdsdL(z)
’""00<|x—y|<r Rt X — Yl x—z

< / (@~ 9 dLE)

= gm(x),
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for every x € R". Here [ g dss is the line integral of g from x to y, forx, y € R".
Since Lip f;, is an upper gradient for f,, the above inequality verifies that g, is
an upper gradient for f;,. This completes the proof. O

Due to Lemma 7 and Lemma 6, to complete the proof of Proposition 7, it
suffices to show that

cap,(LE, tLF; C®(R") < A*Pcap,(E, F; LIPy(X)). (23)

Let u, p € LIPg(X) be such that p an upper gradient for u, and such that u|g = 0
and u|r = 1. Fix § > 0. Proposition 5 asserts the existence of continuous exten-
sions p and u# of t,p + 8 and t,u to RV, respectively, such that (A + §) p is an upper
gradient for i, and such that p is bounded. Lemma 8 provides sequences of smooth
mollified functions (i,,) and (p,,) of i and p, respectively, such that (u,,) and (u,,)
converge locally uniformly to u and p, respectively, and such that (A + §) o, is an
upper gradient for u,, for every m € N. Moreover, since p is bounded, we have
(om) is collection of uniformly bounded functions.
Since E and F are compact, we have

lim sup max u,, <0,
m—>oo XE€E

lim inf min u,,, > 1.
m—oo xeF

Since 14 (R™) < 00, we have

im [ A2 () = / P () = / (p+8)Pdp < / pP du + Cs,
R” X X

m—>o0 Jpn

where C > 0 is a constant which is independent of §. This implies (23) and so
completes the proof of Proposition 7.

5 The upper semi-continuity of modulus

We now prove Theorem 1, which claims that modulus is upper semi-continuous
with respect to the limit of a sequence of curve families contained in a converging
sequence of metric measure spaces. See Section 2.2 for the associated definitions.

Proof of Theorem 1. Assume the hypothesis of Theorem 1, let I be the limit su-
premum of (I',) (see Definition 9), and further assume that mod , (T") is finite (and
therefore that I" contains no degenerate curves); otherwise there is nothing to prove.
The definition of convergence for compact metric measure spaces implies there
exists a compact metric space (Z, /) and isometric embeddings ¢ : X — Z and
ty : Xpn —> Z for each n € N, such that (¢,(X,)) converges to ¢(X) as subspaces
of Z, and such that (¢,,) 4, converges to i, in the weak sense. Identify (X, u,)
and (X, p) with (¢ X, t44pn) and (X, 1, 0), respectively.
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Fix § > 0. The limit supremum of a sequence of rectifiable curves is always
closed. Therefore, Proposition 6 asserts the existence of a non-negative function
p € LIP (X) admissible for I', such that

/ p? dp < mod,(T) + 5. 24)
X

Since u(X) < oo, it can be assumed without loss of generality that p is
strictly positive. Use the McShane extension (see [HeiOl, p.43]) and a truncation
argument to extend p to be a Lipschitz function defined on Z with the property
that m = inf ez p(y) > 0.

The weak convergence of the sequence (u,) to u implies

lim [ pPdu, = / pPdu.
z z

n—oo

Thus to complete the proof it suffices to show that
lim mod,(I',) < lim / oPdu,. (25)
n—o00 n—oo Jz7
To prove (25) it suffices to show that

lim sup inf /pds > 1. (26)
Y

n—oo V€l

Suppose that (26) does not hold, in order to get a contradiction. Then there
exists € > 0 and N € N such that foreachn > N,

/ pds <1—g¢, (27)

for some curve y;,, € I';,. This with the factthat p > m > Oimpliesthatl(y,,) < 1/m
for n > N. Since Z is compact, Proposition 4 asserts that there exists a (possibly
degenerate) curve y contained in Z, that a subsequence of (y,,) converges to y, and
that

fpds < liminf/ pds. 28)
Y n

n—o0

Since a subsequence of (y;,) converges to y, the definition of I implies y € I. Esti-
mates (27) and (28) together contradict the admissability of p for I". This completes
the proof. O
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6 Quasiconvexity and the Poincaré inequality

In this section it is shown under the hypotheses of Theorem 2, that each of Conditions
(1), (2), (3) and (5) guarantee that the given metric measure space is quasiconvex.
This proof'is based loosely on the argument due to Semmes (see [Che99, Appendix])
of the fact that under the hypothesis of Theorem 2, Condition (1) implies the given
metric space is quasiconvex.

Proposition 8. Under the assumptions of Theorem 2, each of the conditions (1),
(2),(3) and (5) of Theorem 2 imply (X, d) admits a bi-Lipschitz map onto a geodesic
metric space. Here the bi-Lipschitz constant of the map depends on the constants
of the assumed condition and hypotheses of Theorem 2.

Proposition 8 will be shown to be a consequence of the following lemma.

Lemma 9. Under the assumptions of Theorem 2, each of the conditions (1), (2),
(3) and (5) of Theorem 2 imply (X, d) is quasiconvex with the quasiconvexity con-
stant depending only on the constants of the assumed condition and hypotheses of
Theorem 2.

To see Proposition 8 follows from Lemma 9, assume the hypotheses of Prop-
osition 8. Due to Lemma 9, we have (X, d) is quasiconvex with quasiconvexity
constant depending only on the implicit constants of Theorem 2. Also, since u is
doubling, we have (X, d) is totally bounded. This with the fact that (X, d) is com-
plete implies (X, d) is proper. A proper and quasiconvex metric space is bi-Lipschitz
to a geodesic metric space with the constant for the bi-Lipschitz map depending
only on the quasiconvexity constant, see [HeiOl, pp.70-71]. This completes the
proof that Proposition 8 follows from Lemma 9.

The argument that conditions (1), (2) and (3) of Theorem 2 implies the con-
clusion of Lemma 9 is essentially contained in [Che99, Appendix] and will not be
reproduced here. To complete the proof of Lemma 9 it remains to consider the case
when Condition (5) of Theorem 2 holds. Let p > 1, and let (X, d, i) be a complete
metric measure space such that  is doubling, such that every ball in X has measure
in (0, 00), such that (X, d) admits a bi-Lipschitz embedding ¢ into some Euclidean
space RV, with N € N, equipped with the standard Euclidean metric, and such that
condition (5) of Theorem 2 holds. Since the assumptions on (X, d, u) are invariant
under bi-Lipschitz maps, it can be further assumed without loss of generality that
¢ is an isometry. Identify X and p with their images ¢ X and ¢, i, respectively, and
let d denote the standard Euclidean metric on RV,

Let x,y € A C RV. We say (x;,)!_, C A, forn € N, is an e-chain in A
connecting x to y if |x; —xj 41| < efori =0,...,n—1,andifxo = xand x,, = y.
Two points x, y € X are said to lie in the same e-component of A if there exists an
€-chain in A connecting x to y. Observe that lying in the same e-component is an
equivalence relation, and that each e-component is open.

Sublemma 6. For every € > 0, we have X consists of only one €-component.

Proof. Any two e-components have at least a distance of € from one another. Con-
sequently, the characteristic function # : X — {0, 1} of one such e-component
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can be extended as a smooth function to RV with the property that |Vu| = 0 on
X. Since every ball B in R which is centered in X has measure in (0, co), this
contradicts condition (5) of Theorem 2. |

Due to Sublemma 6, we can define a function u¢ , : Ne(X) — R by

n—1

e (y) =1inf Y d(wi, wit1),
i=0

fore > Oand x € X. Here the infimum is taken over all e-chains (w;)_, in Ne(X)
which connect x to y. For the rest of this section, we let C denote a positive variable
whose value varies in each usage, but depends only on the constants of Condition
(5) and the hypotheses of Theorem 2.

Sublemma 7. Let e, r > 0, and x € X. Then (ue x)px,r) < Cr.

To prove the above sublemma we use the following proposition which is essen-
tially due to Heinonen and Koskela [HK98], and can be found in the working of
[HeiOl, pp.68-73].

Proposition 9. Let p > 1, let (X, d, 1) be a metric measure space with u doubling
such that every ball contained in X has measure in (0, 00), and let u be a real-val-
ued continuous function and p be a real-valued Borel function, both defined on X,
which satisfy (2) with C, . > 1, for every ball B in X. Then there exists L > 1
depending only on C, A and p, such that

I/p
|u(x) —up(,n| < Lr sup <][ oP du) ;
B(x,s)

O<s<Lr

foreveryx € X andr > 0.

Proof of Sublemma 7. Observe that

ltte x (¥) —ue x ()| <y —zl,

whenever y, z € Nc(X) with |y — z| < €. Therefore u. , is continuous, and more-
over the constant function w — 1 (which we write as 1) is an upper gradient for
Uex on Ne(X).

Lemma 4 asserts the existence of continuous extensions i and p to RN of u|g
and 1|k, respectively, such that / is an upper gradient for iz on RY. Here we let
K = B(x,Ar)N X. (Observe that in order to make this extension we used the
fact that 1 is an upper gradient for u over N¢(X), and not just X.) Lemma 8 then
provides sequences of mollified functions (u,), (p,) C C*(RY) which converge
uniformly on K to u and p, respectively, such that p, is an upper gradient for u,
for every n € N. In particular, the sequences (u,) and (p,) converge uniformly on
K to u and 1, respectively.
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By hypotheses, Condition (5) of Theorem 2 holds, and therefore (2) holds for
the pair (u,, |Vuy|). Since u is a doubling measure on X and x € X, Proposition
9 then asserts that

O<s<Cr

1/p
1y (x) — (un)B(x,r)l <Cr sup (f: |Vun|p dﬂ) ,
B(x,s)

for n € N. Since p, is a continuous upper gradient of u,, we have |Vu,| < p,
for n € N. Thus the proof is completed by letting n — oo, and observing that
Uex(x) =0. O

Sublemma 8. Let x, y € X. Then there exists a curve y with £(y) < Clx — y|
contained in X which connects x to some point z € B(y, |x — y|/2).

Proof. Letr = |x — y|/5 and fix € > 0. It follows from Sublemma 7 and from the
fact that w is doubling that

][ Uexdp < Cr.
B(y,r)

Thus there exists ze € B(y, r) such that u¢ y(z¢) < Cr. By definition this implies
there exists an e-chain in N.(X) connecting x to z.. This is true for every € > 0.
Use the fact that X is proper to attain a curve y as a limit of a subsequence of this
collection of e-chains. By passing to another subsequence, attain the point z as the
corresponding limit of a subsequence of {z}¢~0. The curve y and point z clearly
have the desired properties and so the proof is complete. O

Sublemma 9. Let x, y € X. Then there exists a curve y contained in X which
connects x to 'y and satisfies £(y) < Clx — y|.

Proof. By applying the Sublemma 8 inductively, starting with x, we attain a
sequence of points (x;) converging to y, and curves (y;), such that y; connects
X; to xj+1 and has £(y;) < C2_i|x — y|. Thus the curve y = U;y; lies in X,
connects x to y, and has £(y) < C|x — y|. This completes the proof. |

The above sublemma directly verifies the claim of Lemma 9, and so completes
the proof of Proposition 8.

7 Equivalent characterizations of the Poincaré inequality

This section verifies Theorem 2, which claims that if the given metric measure
space is complete and the given measure is doubling, several competing definitions
of the Poincaré inequality coincide. We begin by defining a variant of the Riesz
kernel used in the statement of Theorem 2.

Definition 12 (Symmetric Riesz kernels). Given C > 0 and two distinct points
x and y contained in a metric measure space (X, d, 1), we define the symmetric
Riesz kernel of u at x and y to be the measure va given by

S, (A) =
AnB,, W(B(x,d(x,2)))  n(B(y,d(y,2)))

du(@), (29
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for every Borel A C X. Here we have Byy = B(x,2Cd(x, y)) U B(y,2Cd(x, y)).
If C = 1, we shall abbreviate ,ufy by ixy.

Remark 9. Observe that ,ufy is absolutely continuous with respect to u, and that if
w is doubling, we have ,u,fy (X) < oo. This can be seen by applying the standard

method of decomposing the integral in (29) over annuli centered at x and y, see
[HeiOl, pp.71-72].

We need the following two propositions in order to prove Theorem 2. The first
proposition is essentially due to Heinonen and Koskela [HK98] and can be found
in the working of [HeiO1, pp.68—73].

Proposition 10. Let p > 1, let (Y, [, v) be a geodesic metric measure space with
v doubling such that every ball contained in Y has measure in (0, 00), and let u
be a real-valued continuous function and p be a real-valued Borel function, both
defined on Y, which satisfy (2) with C, . > 1, for every ball B in Y. Then there
exists L > 1 depending only on C, A, p, and the doubling constant of v, such that

u(x) —u(y)|” < Li(x, y)P~! / p? dvy,, (30)
Y

for every pair of distinct points x,y € Y.

Proposition 11. Let p > 1 and let (Y, I, v) be a metric measure space with v dou-
bling such that every ball contained in Y has measure in (0, 00). Further suppose
that there exists L > 1 which satisfies the following property: For every pair of
functions u : Y —> [0,00) and p : Y —> [0, oo], where u is measurable, and
where p is an upper gradient for u, we have Equation (30) holds for v almost every
pair of distinct points x,y € Y. Then (Y, 1, v) admits a p-Poincaré inequality for
all measurable functions, with constants depending only on L, p, and the doubling
constant of v.

Proposition 11 follows from a combination of results due to Heinonen and
Koskela, and Semmes. To see this, assume the hypotheses of Proposition 11. It
follows from [HeiO1, Theorem 9.5] that (2) holds with C, A > 1 depending only
on L and p, for every ball B contained in Y and all functions u : ¥ — [0, 00),
p Y —> [0, oo], where u is continuous, and where p is an upper gradient for u.
By an argument of Semmes [Che99, Appendix], we have (Y, /) is quasiconvex (see
also Proposition 8). Therefore [HeiOl, Theorem 9.22] implies that the conclusion
of Proposition 11 holds. This completes the proof of Proposition 11. Another more
direct way to verify Proposition 11 would be to apply the arguments in [HK99] for
proving [HeiOl, Theorem 9.22] directly to each given pair of functions u, p in the
hypotheses of Proposition 11.

Theorem 2 is directly verified by the following three lemmas.
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Lemma 10. Under the hypotheses of Theorem 2, Condition (4) —> Condition (1).

Proof. Let u be a real-valued measurable function defined on X, and let p be an
upper gradient for u. For distinct points x, y € X with u(x) # u(y), define the
function u by

i) = u(z) —ulx)
Cu) —u@y) |’
for every z € X, and define p by
S p(2)
PO = —uol

for every z € X. By applying the triangle inequality, we see that p is an upper
gradient for u. Observe that u(x) = 0 and u(y) = 1.
Condition (4) together with the discussion following Theorem 7 implies that

d(x,y)' 7P < Ccapp(x, y; u,).

Here and after C > 1 is a constant depending only on the constants of Condition
(4) and the hypotheses of Theorem 2. It therefore follows from the definition of
capacity that

dx,y)' ™" < C/ pr . (31)
X

Rewriting this equation in terms of u and p yields (30). This with Proposition 11
proves the result. O

Lemma 11. Under the hypotheses of Theorem 2, Condition (1) =—> Condition
(3) = Condition (2) — Condition (4).

Proof. Proposition 8 asserts that if (X, d, ) admits Conditions (1), (2) or (3) of
Theorem 2 then (X, d) admits a bi-Lipschitz mapping onto a geodesic and proper
metric space. Moreover, the bi-Lipschitz constant of the map depends on the con-
stants of the assumed Condition and hypotheses of Theorem 2. Conditions (1), (2),
(3) and (4) of Theorem 2 are quantitatively preserved under a bi-Lipschitz maps.
Thus it can be assumed without loss of generality that (X, d) is geodesic and proper.

The implication that Condition (1) implies Condition (3) follows from the fact
that if u € LIP (X), we have Lip u is an upper gradient for u.

Suppose Condition (3) holds and let u, p € LIP (X) with p an upper gradient
for u. To prove Condition (2) it suffices to show Lipu < p. Let y be a geodesic in
X connecting two distinct points x, y € X. Then since p is an upper gradient of u,

lu(x) —u(y)l <][ pds
d(x,y) “Jy .

Let x — y and use the fact that p is continuous to see that Lipu(x) < p(x).
Finally suppose Condition (2) holds. Condition (2) together with Proposition
10 implies

d(x,y)' " < cf pP dps,,
X
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whenever x, y € X are distinct points, and whenever u, p € LIPy(X) are such that
p is an upper gradient for u, and u(x) = O and u(y) = 1. Here C > 1 is a constant
depending only on the constants of Condition (2) and the hypothesis of Theorem
2. Thus, we have

d(x,y)' P < Ccapp(x, y; LIPy(X), u).
Condition (4) then follows from Proposition 7 and the fact that /L%,(X ) <oo. O

Lemma 12. Under the hypotheses of Theorem 2, suppose (X,d) admits a bi-
Lipschitz embedding 1 into some Euclidean space RN, where N € N, equipped
with the standard Euclidean metric. Then Condition (1) —> Condition (5) —
Condition (4).

Proof. Condition (1) of Theorem 2 implies Condition (5) because Lipu o <
C|Vu| for every u € C®(RN). Here C > 1 denotes the bi-Lipschitz constant
for «.

Suppose Condition (5) holds. With a similar argument to the proof of Lemma
11, and again due to Proposition 8, it can be assumed without loss of generality
that (X, d) is geodesic and proper. Condition (5) together with Proposition 10 then
implies

d(x. )17 < C / IVl daw .
| ,

whenever x, y € X are distinct points, and whenever u € C °°(RN ) is such that
u(x) = 0and u(y) = 1. Here and below C > 1 is a varying constant whose value
depends on the constants of Condition (5) and the doubling constant of u. Therefore

d(x,1y)' P < Ceapp(x, y; CPRY), (1u0)§ )

C
Lx,Ly

Since ¢ is bi-Lipschitz and p is doubling, we have (1) is comparable to

Ly (/Lfy) with comparability constant C. Condition (5) of Theorem 2 then follows
from Proposition 7 and the fact that ufy (X) < oo (see Remark 9). |

Remark 10. To establish Remark 4 we need only make a small change to the proof
of Lemma 10. The proof of Lemma 10 demonstrates that under the hypothesis of
Theorem 2, Condition (4) implies that (31) holds for every pair of distinct points
x,y € X. The same argument shows again that under the hypothesis of Theorem
2, the condition presented in Remark 4 implies that (31) holds for almost every
(and a priori not every) pair of distinct points x, y € X. Fortunately, this is all
that Proposition 11 requires. Therefore Condition (1) holds. This completes the
verification of Remark 4.

8 The persistence of the Poincaré inequality under converging metric
measure spaces

In this section we prove Theorem 3, which claims that if the associated measures
are doubling with uniformly bounded constants, the Poincaré inequality persists
under the convergence of pointed metric measure spaces. Remark 5 can also be
readily deduced from the following proof.
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Proof of Theorem 3. We begin the proof by recalling some facts. A complete met-
ric measure space which admits a Poincaré inequality with a doubling measure
is bi-Lipschitz to a geodesic space (see Proposition 8). Moreover the bi-Lipschitz
constant of the map depends on the constants of the Poincaré inequality and the
doubling measure. The property of admitting a Poincaré inequality and of a measure
being doubling are both invariant under bi-Lipschitz maps. The limit of a sequence
of geodesic metric spaces, is itself geodesic (see Remark 7). Bi-Lipschitz maps
pass to the limit (see Remark 6). Therefore, in addition to assuming the hypotheses
of Theorem 3, we can further assume without loss of generality that {(X,,, d,)} is
a sequence of geodesic spaces, and consequently that (X, d) is geodesic.

The definition of convergence of pointed metric measure spaces implies there
exists a proper pointed metric space (Z, p, [) and isometric embeddings ¢ : X —
Z and 1, : X, —> Z for each n € N, such that ((g) = t,(gn) = [, such that
(tn(Xp)) converges to ¢(X) as subspaces of Z, and such that (¢;).u, converges to
1y in the weak sense. Identify (X, gn, 1n) and (X, g, ) with (0X,,, tqn, tetin)
and (¢ X, tq, t4 1), respectively.

We wish to show that (X, d, ) admits a p-Poincaré inequality. Due to Theo-
rem 2, it suffices to show that (2) holds whenever B is a ball in X, and whenever
u, p € LIPy(X) with p an upper-gradient for u. Fix such a pair of functions, let B
be a ball with center x € X andradiusr > 0,andlet§ > 0. Proposition 5 asserts the
existence of continuous extensions i and p of u and p + § to Z, respectively, such
that (14-8)p is an upper gradient for i. It follows from the fact that (X,,) converges
to X as subspaces of Z that there exists a sequence of points (x,) converging to x in
Z, with the property that x,, € X,, for each n € N. Write B,, = B(x,, r). Observe
that there exists N € N such that 2B C 4B, C 6B and 2CB C 4CB, C 6CB,
whenever n > N. Here and after C > 10 denotes a large positive constant whose
value does not vary with each usage, and depends only on the constants of the
p-Poincaré inequalities admitted by each element of {(X,, d,, 1,)} and the dou-
bling constant for each element of (u,). Thus our hypotheses that (X, dy, t,)
admits a p-Poincaré inequality implies that

Un(4By)
tn(2B)
1/p
_ 2 (6B)
C 1+8)P57du, ) Y
< r(][mBn( o M) 70 (2B)

1/p 1/p
— n(6B) (1, (6CB)
c 1+8)757du, ) Y ( )
= r(][6CB( ToTe “) /n(2B) \ 11, (4CB)
(32)

][ |ﬁ—ﬁ43,,|dunsc][ it — i, | dlin
2B 4B,

forn > N.

Recall (u;) is a sequence of doubling measures with uniformly bounded dou-
bling constants, and that (u,) weak converges to . Therefore u is doubling with
doubling constant depending only on the uniform bound (see Proposition 3). With
arguments similar to the proof of Proposition 3, the following statement can be
easily deduced from the definition of weak convergence and the fact that u is dou-
bling: For every § > 0, there exists M € N such that for m > M, the values
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Un(BB) and w(B) are comparable, with comparability constant depending only
on B and the doubling constant of & (and therefore depending only on the previ-
ous uniform bound for the doubling constants of (u,)). Also, after passing to a
subsequence of (u,) we can arrange for {(it,)p,} to converge to some o € R.
These properties of the sequence (i,) together with (32) imply that

1/p
][ |ﬁ—a|du§Cr<][ (1+b‘)pﬁpdu) )
B 8CB

Since u is supported on X, then

1/p
][ IM—MBldMS(l—i-S)Cr(][ (p+8)”du> .
B 8CB

This completes the proof. O

Remark 11. Remark 5 stated that if we knew more information about the limit met-
ric space, the doubling hypothesis for the measures in Theorem 3 could be relaxed
without sacrificing the conclusion of the theorem. We can also relax the assumption
that each of {(X}, d,, u,)} admits a Poincaré inequality. For example, instead of
assuming the Poincaré inequality, we can ask that for each continuous function
and its upper gradient, that the given sequence of metric measure spaces eventually
observes equations like (2). This reversal of the quantifiers can be practical if we
know, for example, that each of the given metric measure spaces admit a Poincaré
inequality when viewed at a big enough resolution. And that this resolution con-
verges to zero, as the sequence of spaces converges to the limit space. By resolution,
we mean the precision with which we view the metric space, akin to the notion of
approximating a metric space by epsilon nets (see [Gro99]).

This view of the Poincaré inequality is nicely expressed by the definition for
admitting Poincaré inequalities due to Semmes [SemO1, pp.15-16]. Recall as stated
in the introduction, Rajala and the author have shown for complete metric mea-
sure spaces equipped with a doubling measure, that this definition of Semmes is
equivalent to Definition 1.

9 New doubling measures on Euclidean space which admit a 1-Poincaré
inequality

In this section we prove Theorem 4, which claims that certain measures supported on
uniform domains in Euclidean space, are doubling and admit a 1-Poincaré inequal-
ity. To do this we verify Condition (4) and the hypotheses of Theorem 2. This is
achieved by using the fact that every two distinct points contained in a uniform
domain is connected by a large collection of curves each of which satisfies the fol-
lowing: The curve has length comparable to the distance between the two points,
and most of the curve does not pass too close to the boundary of the domain. We
begin by recalling the definition of uniform domains.
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Definition 13 (Uniform domains). A domain Q@ C R”", for n > 2, is said to be
uniform if there is a constant C > 1 such that every pair of distinct points x, y € Q
can be joined by a curve y in 2 whose length does not exceed C|x — y|, and is
such that

d(z,99) > C ' min{|x — z|, |y — z|},
foreveryz € y.

To prove Theorem 4 we use the following rephrased theorem of Martin. Recall
that a function f : R” — R”, forn € N, is said to be L-conformally bi-Lipschitz
with scale factor A, for L > 1 and A > 0, if

L™ =yl < 1f () = fOI < Lalx =y,
for all x, y € R". We denote the standard orthonormal basis of R" by {e;}!_;.

Theorem 10 ([Mar85, Theorem 5.1]). Let x and y be distinct points in contained
in the closure of a uniform domain Q@ C R", withn € N. Then there exits By, C Q,
and there exists a surjective L-conformally bi-Lipschitz map ¢ : B(0, 1) —> Byy,
such that 1(—e1) = x and t(e1) = y, and such that

d(z,R" \ Byxy) = min{|lx —z|, |y —z[}/L,

for every z € Byy. Here L > 1 is a constant that depends only on the uniform
domain constant of 2.

Assume the hypotheses of Theorem 4. The following lemma verifies that the
hypotheses of Theorem 2 is satisfied by (€2, d, ). Here we abbreviate g o by 1.
For the remainder of this section C > 0 denotes a constant whose value varies in
each usage, but depends only on n, «, and the uniform domain constant of 2.

Lemma 13. The measure 1 is doubling with doubling constant depending only on
C.

Proof. Take x € Q and r > 0. It needs to be shown that
w(B(x,2r)) < Cu(B(x,r)). (33)

Consider the case when B(x,3r) \  # @. Then w(B(x,r)) < Cr%™. Fix
y € B(x,2r)\ B(x, r); if there are no such points then (33) is trivially true. Let By,
be defined as in Theorem 10, and observe that there exists aball B C By, N B(x, 1)
with radius at least Cr, and such that d(B, 02) > Cr. Therefore w(B(x,r)) >
Cr%t and so (33) holds. Now consider the case when B(x,3r) C €. Then
d(B(x,r),0R2) > Cd(x, dR2), and therefore w(B(x,r)) > Cr'd(x, 02)*. How-
ever,wehaved(B(x, 2r), 9Q2) < Cd(x, Q) andso w(B(x, 2r)) < Cr'*d(x, 02)%,
proving (33). This completes the proof. O
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The following two lemmas will be used to show that (2, d, ) admits a 1-
Poincaré inequality. Recall that for Radon measures v and t on R”, the derivative
of v with respect to t at z € R” is given by

Dv . v(B(z,r))
— (@) = lim —————,
Dt r—0 T(B(z, 1))

and exists for T almost every z. In the following we denote Lebesgue measure on
R" by L.

Lemma 14. We have

Dpiyy
7 > C’
DL, (x) =

for every pair of distinct points x, y € Q, and for Lebesgue almost every z € Byy.
(Here ixy and Ly are the symmetric Riesz kernels given by Definition 12.)

Proof. Write r = d(x, y), let z belong to the interior of By, \ {x, y}, and fix a ball
B centered at z, which is sufficiently small so that B C Byy and

diam B < min{|x — z|, |y — z|}/(2L). (34)
Recall L is defined in Theorem 10. To prove the lemma it suffices to show that

L(B) <C w(B)
LB, |x—z) ~  w(Bx, |x —z)

Consider the case when B(x, 2r) \  # (. Then

(35)

w(B(x, |x —z])) < Cr*L(B(x, |x — z)).

A consequence of (34) and the definition of B, is that £ (B) > Cr%L(B). Theselast
two equations together establish (35). Now consider the case when B(x, 2r) C 2.
Then d(B, 02) > Cd(x, 052), and thus

w(B(x,r)) > CLB)d(x, dQ)*.
However d(B(x,r), 0Q) < Cd(x, 92), and so
w(B(x, |x —z|)) < CL(B(x, |x —z|)) d(x, 9Q)*.
These last two equations together prove (35). This completes the proof. O

In the following, the restriction of a measure u to a set A will be denoted by
ULA.

Lemma 15. We have
mod; (x, y; LyyLByy) > C,

for every pair of distinct points x, y € Q.
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Proof. Lett: B(0,1) —> By, be the surjective L-conformally bi-Lipschitz map
provided by Theorem 10, and let A > 0 be the scale factor of ¢. Let p : R” — R
be a Borel function that is admissible for the collection of curves connecting x
to y in R”. Then ALp o ¢ is admissible for the collection of curves contained in
B(0, 1) which connect —ej to ey. In particular ALp o is admissible for each curve
vx : [0,2] — B(0, 1) given by

yx(t) = —ey +teg + min{z, 2 — t}y,
whenever ¢ € [0, 2] and y € Y, and where
Y={yeB@O,1):<y, e >=0}.

Since {yy}yey is acollection of essentially disjoint curves, it follows by applying
polar coordinates and Fubini’s Theorem, that

/ Ao o t(w) (min{|w—el|,|w+el|})l_” dL(w) > C.
B(0,1)

The area formula together with the fact that ¢ is L-conformally bi-Lipschitz with
scale factor A, implies that

f Ao(2) min{lz — x|/, |z — y|/A)' " dLE)/A" > C.
B

Xy

Since A cancels, this completes the proof. m]

It follows from Lemma 14, Lemma 15, the definition of modulus, and the
Radon-Nikodym theorem for Radon measures, that

mody (x, y; fhxyLBxy) = C,
for every pair of distinct points x, y € Q. Therefore
mod; (x, y; pxy) = C,

for every pair of distinct points x, y € Q. The metric space (2, d, i) thus satisfies
Condition (4) of Theorem 2. This completes the proof of Theorem 4.
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