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Abstract. The structure of hadronic events from Z° decay
is studied by measuring event shape variables, factorial
moments, and the energy flow distribution. The distri-
butions, after correction for detector effects and initial
and final state radiation, are compared with the predic-
tions of different QCD Monte Carlo programs with op-
timized parameter values. These Monte Carlo programs
use either the second order matrix element or the parton
shower evolution for the perturbative QCD calculations
and use the string, the cluster, or the independent frag-
mentation model for hadronization. Both parton shower
and O («?) matrix element based models with string frag-
mentation describe the data well. The predictions of the
model based on parton shower and cluster fragmentation
are also in good agreement with the data. The model with
independent fragmentation gives a poor description of
the energy flow distribution. The predicted energy evo-
Iutions for the mean values of thrust, sphericity, aplan-
arity, and charge multiplicity are compared with the data
measured at different center-of-mass energies. The parton
shower based models with string or cluster fragmentation
are found to describe the energy dependences well while
the model based on the O (a?) calculation fails to repro-
duce the energy dependences of these mean values.

1 Introduction

Hadronic final states produced in e e~ annihilation have
been studied in great detail at PEP/PETRA [1], and
TRISTAN |[2]. Recently, it has been shown at LEP that
perturbative quantum chromodynamics (QCD) success-
fully accounts for many aspects of the hadronic decays
of the Z°[3]. It is believed that the primary quarks from
Z° decays first radiate gluons, which in turn may split
into quark or gluon pairs. These quarks and gluons then
fragment into observable hadrons. This process, however,
is not yet completely understood. Perturbative QCD itself
does not describe the fragmentation process. Instead, sev-
eral phenomenological models have been developed to
bridge partons and final state hadrons. These models pro-
vide a way to unravel the effects of fragmentation in the
experimental data, which can then be compared with the
perturbative QCD calculations directly.

Several Monte Carlo programs have been developed
to give a general description of the process
e” e~ —hadrons, incorporating different approaches of
perturbative QCD with different fragmentation models.
Each program has its own parameters. Tests of QCD thus
depend on these parameters, and the optimization of these
parameter values is the first step for testing QCD.

Among the experimental measurements sensitive to
model parameters, the event shape variables which char-
acterize the global structure of hadronic events are the
simplest. They are sensitive to the parameters of pertur-
bative QCD as well as to those of the fragmentation
models. In this paper, we report on studies of hadronic
event properties, specifically the measurements of global
event shape variables, factorial moments, and the energy
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flow distribution from a large sample of hadronic decays
of the Z° recorded by the L3 detector at LEP. The meas-
ured distributions are corrected for detector effects and
initial and final state radiation. Out of sixteen event shape
variables studied, three are used to optimize the param-
eter values in the Monte Carlo programs. With these
optimized parameter values, the Monte Carlo predictions
for the event shape variables, the factorial moments, and
the energy flow distribution are then compared with data.
The energy dependence of the models is compared with
eTe” data at center-of-mass energies between 10 and
91 GeV.

2 The L3 detector

The L3 detector [4] covers 99% of 4. It consists of a
central tracking chamber (TEC), a high resolution elec~
tromagnetic calorimeter composed of bismuth germa-
nium oxide (BGO) crystals, a ring of scintillation coun-
ters, a uranium and brass hadron calorimeter with pro-
portional wire chamber readout, and a high precision
muon spectrometer. These detectors are located ina 12 m
diameter magnet which provides a uniform field of 0.5 T
along the beam direction. Forward BGO arrays, on either
side of the detector, measure the luminosity by detecting
small angle Bhabha events.

For the present analysis, we use data collected in the
following ranges of polar angle:

central tracking chamber: 40° < 0 < 140¢,
electromagnetic calorimeter: 11° <6 £169°,
hadron calorimeter: 50 <0 L1759,
muon spectrometer: 36° <0 < 144°,

where @ is defined with respect to the beam axis.

3 Event selection

The events used in this study were collected at the center-
of-mass energy l/;" =91.2 GeV during the 1991 LEP run-
ning period. The corresponding integrated luminosity is
8.3pb~ L

The primary trigger for hadronic events requires a
total energy of about 15 GeV in the calorimeters. This
trigger is in logical OR with a trigger using the barrel
scintilliation counters and with a charged track trigger.
The combined trigger efficiency for the selected hadronic
events exceeds 99.9%.

Events of the type e* e~ —hadrons are selected by two
independent methods: one is based on the energy meas-
ured in the electromagnetic and hadronic calorimeters;
the other employs charged tracks measured in the track-
ing chamber. For the calorimeter based selection, we re-
quire:

® Nepuseer > 12

0 06<ES)/s<14
o |EC|/EC<04
e EC/E€<04
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where E € is the total energy observed in the calorimeters,
E ”C is the energy imbalance along the beam direction, and
E € is the energy imbalance in the plane perpendicular to
the beam direction. The cut on the number of calorimetric
clusters with energy greater than 100 MeV rejects low
multiplicity events such as v "7~ (y) final states. These
cuts select 248 100 hadronic events.
For the charged track based selection, we require:

® Ntrack _>—._ 5

e ET>0.15)s

o |EJ|/ET<0.75
e ET/ET<0.75

® ¢, < 170°

® [c080 ] <0.7

N, ae is the number of selected tracks. E7, Ef, and E]
are, respectively, the absolute momentum sum, the lon-
gitudinal and the transverse momentum imbalances com-
puted from charged tracks. ¢, is the second largest angle
in the R — ¢ plane between two neighboring tracks. This
last requirement removes the remaining 2 x 3-prong t "7~
events. Each track is required to have at least 40 R —¢
hits (out of 62 wires), a distance of closest approach to
the interaction point of less than 5 mm in the plane per-
pendicular to the beam axis, and a measured transverse
momentum with respect to the beam direction of greater
than 100 MeV. In addition, each track is required to have
at least one hit in the five outermost R—¢ wires. The
track polar angles are taken from matched calorimetric
clusters. The cut on |cos 0. | sclects events which are
well contained in the tracking chamber. A total of 169 700
events is selected.

Monte Carlo studies show that the efficiencies for the
above two selections are 98.5% and 66.9% respectively.
The low efficiency for the second method is due to limited
coverage of the tracking chamber. The main background
sources are events from 7 "7~ and e *e” + hadrons final
states. Applying the same cuts to background Monte
Carlo events, the contaminations in the final
e’ e~ —hadrons sample are estimated to be less than 0.2%
for the first selection, and to be less than 0.1% for the
second selection. Therefore, they are negligible.

We measure the event shape distributions from the
calorimetric clusters and the charged tracks separately.
Direct comparisons between these independent methods
allow one to verity the self-consistency of the data and,
in turn, provide a way to check the potential systematic
bias in the detector simulation.

4 Perturbative QCD, fragmentation models,
and Monte Carlo programs

The e* e~ —hadrons process is simulated by Monte Carlo
programs according to four different phases:

(1) production of ¢g(y) (electroweak),

(2) gluon radiation (perturbative QCD),

(3) hadronization of quarks and gluons (non-perturba-
tive QCD),

(4) decays of unstable particles.

Two approaches to the modeling of perturbative QCD
exist [5]. One is the matrix element method, in which
Feynman diagrams are calculated exactly, order by order.
Because of the technical difficulties in the calculation,
only the second order matrix element is presently avail-
able. Therefore, a maximum of four partons in the final
state can be produced.

The other approach is the parton shower method. In
this method, an arbitrary number of partons are branched
in order to yield a description of multijet events, with no
explicit upper limit on the number of partons involved.
It is based on the approximation of the full matrix clement
expression. The parton shower picture is derived either
within the framework of the leading logarithmic approx-
imation (LLA) [6], in which only the leading terms in
the perturbative expansion are kept, or within the frame-
work of the next-to-leading logarithmic approximation
{NLLA) [7], in which leading corrections to the LLA are
also included. There are many ambiguities in the LLA
description, especially in the renormalization scheme.
Therefore, the parton shower scale parameters extracted
from the LLA models through comparisons with data do
not correspond exactly to the QCD scale parameter
Asz7s. The NLLA includes three body parton splitting in
addition to the two body parton splitting in the LLA.
Therefore it improves the LLA by taking into account
a2 terms in the splitting function.

Because QCD is not well understood at low energy
scales, the fragmentation of colored quarks and gluons
into colorless hadrons cannot be calculated by pertur-
bative QCD. One needs to rely on phenomenological
models. The separation between perturbative and frag-
mentation phases is generally characterized by an energy
scale (Q,) with a typical value of a few GeV. Three dif-
ferent fragmentation models [5] have been developed : the
string (SF) [8], the cluster (CF) [9], and the independent
(IF) [10, 11] fragmentation models.

The string model is derived from the QCD inspired
idea that a color flux tube (string) is stretched between
quark and anti-quark pairs, with gluons corresponding
to kinks in the string. Particles are generated in the for-
malism of string breaking.

In the cluster model, gluons from the perturbative
phase are first split into quark and anti-quark pairs. The
quark and anti-quark pairs then form colorless clusters
which, depending on their masses, decay either into lower
mass clusters or directly into particles.

The independent fragmentation model assumes that
partons fragment in isolation from each other. In this
scheme, high momentum quarks evolve separately, split-
ting into colorless particles and other quarks. It has been
shown that the independent fragmentation model fails to
describe some experimental data [12,13].

These different perturbative QCD approaches and
fragmentation models have been incorporated into many
Monte Carlo programs [5]. For the current analysis, we
choose JETSET 7.3 PS [14], ARIADNE 3.3 [15],
NLLJET 2.0 [16], JETSET 7.3 ME [14], HERWIG 54
[17], and COJETS 6.22 [18]. This set of Monte Carlo
programs reflects wide differences in the application of
perturbative QCD approaches and fragmentation pro-
cesses.



Table 1. The modified string fragmentation parameters in JETSET
7.3 Monte Carlo program. Z° parameters are set to those published
in reference [20]

Parameters Description L3 setting
MSTJ(11) | choice of fragmentation functions 3
MSTJ(46) non-azimuthal gluon decay 3
MSTJ(51) | flag for Bose-Einstein correlation 1
PARJ(54) | c quark fragmentation parameter ¢, -0.07
PARJ(55) | b quark fragmentation parameter ¢, -0.008
PARJ(92) | Bose-Einstein correlation parameter 2.5

(1) JETSET 7.3 PS. The JETSET parton shower Monte
Carlo program simulates e "¢~ annihilation into partons
and the subsequent quark and gluon branchings. It is
based on the improved leading logarithmic approxima-
tion with angular ordering and with the first gluon
branching modified using an O (x,) matrix element dis-
tribution to reproduce the 3-jet rate. Initial state radiation
is included using the lowest order calculation, following
the approach presented in [19]. The JETSET program
provides both the string and the independent fragmen-
tation options. Here we study the string fragmentation
only. Table 1 lists the parameters which are different from
their default values in our application. The Z° parameters
are set to those presented in [20]. For ¢ and b quarks,
the Peterson fragmentation function [21] is used with the
input parameters described in [22]. The light quarks are
fragmented according to the Lund symmetric function
[5] along the jet axis,

F et (- 2rexp (—lﬂ)
A zZ

where z is the fraction of E+p, taken away by the re-
sulting hadron, m, is the transverse mass of the system,
and a and b are the fragmentation parameters. The trans-
verse momentum spectrum, p,, of the hadron is de-
scribed by the Gaussian function

S (ps)ocexp <_2_p;2>

with o, being a free parameter. The parameters that affect
hadronic event structure most are the parton shower scale
Ay, the parton shower cutoff parameter Q,, and the
fragmentation parameters a,b, and o .

(2) ARIADNE 3.3. ARTIADNE is a parton shower based
Monte Carlo program. The perturbative QCD cascade
in ARIADNE is formed in terms of two-parton systems
named color dipoles. When a gluon is emitted from a
dipole, the dipole is then converted into two independent
dipoles. This formulation naturally incorporates some in-
terference phenomena of perturbative QCD. ARIADNE
itself does not provide functions for fragmentation and
decay processes. Instead, it is interfaced to the JETSET
7.3 fragmentation and decay routines. In addition,
ARIADNE uses JETSET 7.3 routines to generate the
initial ¢4 system, using the same correction for initial state
radiation. The changes to the JETSET 7.3 fragmentation
parameters are shown in Table 1. Only the string frag-
mentation is studied here. In the ARIADNE perturbative
phase, there are two main parameters that affect the par-
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ton configuration most: the parton shower scale param-
eter A, and the parton shower cutoff parameter PR,
The relevant fragmentation parameters are the same as
those in the JETSET 7.3 PS model.

(3) NLLJET 2.0. NLLJET is a parton shower Monte
Carlo program based on the next-to-leading logarithmic
approximation. The initial ggg production is included
according to the O(«?) calculations for the phase space
away from the singularities. The radiative correction for
e*e” initial state radiation is included based on a formula
similar to that in [19]. NLLJET itself only generates par-
ton systems. As in ARIADNE, the fragmentation and
decay processes are carried out using JETSET string frag-
mentation routines with the modified parameters shown
in Table 1. Like the other parton shower Monte Carlo
programs, NLLJET has two parameters, A, and Q,,
to control the parton shower evolution, apart from the
string fragmentation parameters.

(4) JETSET 7.3 ME. Besides the parton shower option,
JETSET 7.3 also provides for a full O («?) matrix element
[23] treatment of perturbative QCD. In our application,
we use ‘optimized perturbation theory’ [24] with the re-
normalization scale f being 0.003 and the minimum scaled
invariant mass squared of any two partons in 3- or 4-jet
events, y,..., being 0.01. The scale f is chosen so that Q°
is above the b quark mass while y, ;. is close to the min-
imum allowed value that still gives a positive 2-jet pro-
duction cross section. It has been shown that a small scale
f gives significantly improved agreement with the data
[25-27]. In addition, we apply the parametrization given
in [28] for the second order corrections to the 3-jet rate.
The generated partons are subsequently fragmented using
the string fragmentation model. The Peterson function
[21] is used for heavy quark fragmentation*, while the
Lund function [5] is used for light quark fragmentation.
The relevant parameters for our study are the QCD scale
parameter A, and the fragmentation parameters o, a
and b of the string model.

(5) HERWIG 5.4. HERWIG is a Monte Carlo program
based on parton shower simulation within the framework
of the leading logarithmic approximation. It incorporates
a very detailed simulation of QCD interference pheno-
mena [29] and treatment of parton shower development.
In addition to the parton shower, hard gluon emission is
included for certain phase space regions using an O (a,)
matrix element calculation. The fragmentation is per-
formed by a cluster model. HERWIG does not contain
a mechanism for initial state photon radiation. Compared
with JETSET, HERWIG has fewer parameters. The event
shape variables are most sensitive to the parton shower
scale parameter Ay, , the effective gluon mass m,, and
the cluster mass M, ., which is a threshold parameter
determining whether the clusters decay into hadrons or
into lower mass clusters. We keep the HERWIG param-
eters at their default values unless otherwise specified.

* The parameters ¢, and ¢, in the Peterson function are set to 0.010
and 0.18 respectively, so that the mean energies of b and ¢ hadrons,
predicted by the parton shower model with the parameter values
given in Table 1, are reproduced by the JETSET 7.3 ME model
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(6) COJETS 6.22. COJETS is a Monte Carlo program
which simulates the multiple gluon radiations in the lead-
ing logarithmic approximation with incoherent branch-
ing. The parton shower algorithm is corrected for the
single hard gluon emission using an O(a,) calculation.
This simulation is integrated with the independent jet
fragmentation according to the modified version of the
Field-Feynman model [11]. COJETS has four free pa-
rameters in its longitudinal fragmentation function and
one free parameter to control the transverse momentum
spectra in the fragmentation cascade. Since quarks and
gluons fragment independently, these parameters can have
different values for quark and gluon jets. As in other
parton shower programs, there are also the parton shower
scale parameter A ; and the parton shower termination
parameter Q.

5 Definition of the observables

The jet structure of hadronic events can be analyzed using
the global event shape variables. There are a large number
of variables available with both linear and quadratic de-
pendences on particle momenta. In this paper, we limit
our study to the following global event shape variables:

(1) Thrust (T), major (T,
[31] is defined as:

2|p.m|

a

2.Ip.]

where p, is the momentum vector of particle a. The )

), and minor (T, ). Thrust

ajor

T=max

a
runs over all final state particles. The direction n, which
is called the thrust axis (n,,,), i chosen to maximize
the above expression. Major is defined in the same way
as thrust but is maximized in a plane perpendicular to
the thrust axis. The resulting direction is called the major
axis, Ny,,;,,. The minor axis, 0., is defined to give an
orthonormal system. The minor value is the normalized
sum of momenta projected onto n

minor *

(2) Oblateness (0). Oblateness [32] is the difference of
the major and minor values, i.e.,

o=T1,

major

T, minor *

(3) Minor of the narrow side (M,,). After dividing an
event into two hemispheres by a plane perpendicular to
the thrust axis, the transverse momentum fraction

leaxnthrustl
f =e
T 2R

is calculated for each hemisphere. The hemisphere with
the smaller f; is called the narrow side, while the minor
derived from the particles in this hemisphere is defined
as the minor of the narrow side [33].

(4) 3-jet resolution parameters, y33°F and y%y . Jets are

reconstructed using invariant mass (‘TADE’ version [34])
and scaled transverse momentum (k, version [35]) jet
algorithms. For each pair of particles a and b, the scaled
invariant mass squared

yg?DE =2E,E,-(1—cos8,,)/s
for JADE, and the scaled transverse momentum
yir =2min(E;, E}) (1—cos8,,)/s

for k, are evaluated. E, and E, are the energies of the
particles and @, is the angle between them. The particle
pair with the lowest y24PE (y%+) is replaced by a pseudo-
particle with four momentum p, + p,. This procedure is
repeated until all p!2PF (y%+) exceed the jet resolution
parameter y .. The remaining pseudo-particles are called
jets. The 3-jet resolution parameter y35PF (y5;) is defined
as the maximum jet resolution parameter (y,,,) for which

the event still has 3-jet structure.

(5) The 3" (H,), and the 4™ (H,) Fox-Wolfram moments.
The /™ order of the Fox-Wolfram moment [36] is given
by (the P, are the Legendre polynomials):

H=y [PalIP] |s| Pl p(cosd,,)

a,b

where p, and p, are the momenta of particle a and b,
respectively, and 6, is the angle between the two parti-
cles. The sums run over all particles in the events. In this
paper, we consider only /=3,4.

(6) Sphericity (S) and aplanarity (A). Sphericity and
aplanarity are defined using the eigenvalues of the mo-
mentum tensor [37]:

N
sV = "ZP2 i, j=1,2,3;

where p! is the i"® component of the momentum vector
p,. Let Q,,0,, and O, be the eigenvalues of s¥ with
0, <0, 0;. The sphericity and aplanarity are then
given by:

S:%(Q1+Q2)§ A:%Ql'

(7) C and D parameters. The C and D parameters are
derived from the eigenvalues of the spherocity tensor [38]:

2 piplp.l
“ *l,]:1,2,3,
201pa

They are defined in terms of the eigenvalues of 67, 1, 1,,
and 4,, as:

911/‘:

C=3(A Ayt Ards+A54,); D=274,A,4,.

(8) Scaled heavy (p ) and light (p) jet masses. An event
is divided into two hemispheres by a plane perpendicular



to the thrust axis. The invariant masses, M and M7, of
all particles in each hemisphere are calculated separately.
The scaled heavy (M} ,/s) and light (M £../s) jet masses
[39] are defined as:

pu=Mp, [s=max (M2, M?)/s
pL=M? [s=min(M}, M})/s.

(9) Charge multiplicity n,. We define charge multiplicity
n,, as the number of stable charged particles that are
either produced in the fragmentation or are the decay
products of other unstable particles. A particle is called
stable if its mean life time is longer than 3.3-107'%s.
The above variables characterize the event structure in
different ways. Events with a narrow two jet structure
have T,,,;,,~0, y,3~0, S~0, C~0, and p ,~0. Isotropic
events result in 7~0.5, S~1, and O~0, while planar
events have T, . ~0, M ~0, A~0, and D~0. The D
parameter, aplanarity 4, and light jet mass p, predom-
inantly receive contributions from events with four or
more jets. More information on some of these parameters
can be obtained in [40].

In the calculations of event shape variables, the word
‘particle’ has different meanings for different measure-
ments. For the calorimetric measurements, the recon-
structed clusters (massless) are called particles, while par-
ticles include only selected tracks (massless) for the mea-
surements based on tracking chamber information. In the
case of Monte Carlo predictions (particle level) before
detector simulation, all stable charged and neutral par-
ticles, including neutrons and neutrinos, are taken into
account. In the calculations from calorimetric clusters

. and charged tracks, the center-of-mass energy ]/; is re-
placed by the total visible energies E€ and E7 in the
event, respectively.

In addition to the above event shape variables, we also
study the local particle density fluctuations (‘intermit-
tency’) and the energy flow distribution. The intermit-
tency, first reported by JACEE and NA22 [41], is meas-
ured via factorial moments [42] which can be defined in
one or more dimensions. In this paper, we consider only
the one dimensional case. For a given phase space vari-
able, the interval @ of this variable is divided into M bins,
each with size d¢p = @/ M. For each event, we count the
number of particles per bin (n,,m=1,...,M) and the

M

total number of particles N= >’ n,. The factorial

moment of rank / is then defined as:

Ml*l M
F(op)= o nm(nm—1)...(nm—l-|—1)>

<N>I m=1

where the symbol ¢...»> represents the average over all
events. Only those bins with the number of particles equal
to or greater than / contribute to the factorial moments
of rank /. In the presence of local particle density fluc-
tuation, the factorial moments are expected to rise with
decreasing bin size d¢p, while they tend to take constant
values when there is no correlation between particles. In

45

this paper, we calculate the factorial moments from the
measured tracks for the events passing the track based
selection. The azimuthal angle ¢ of the track, defined in
the plane perpendicular to the beam axis, is chosen to be
the phase space variable for this study.

To study the energy flow distribution, we use the JADE
jet finding algorithm, with y,_,, = 0.04, to select 3-jet events
from the sample selected by the calorimeter based criteria.
The jets are reconstructed from the calorimetric clusters.
For every 3-jet event, we determine the event plane using
the jet axes of the two most energetic jets. The momentum
vectors of the calorimetric clusters are projected onto this
plane. We then divide the plane azimuthally into 36 angle
bins of 10°. The angle runs from the most energetic jet
toward the second most and, finally, the least energetic
jet. The energy flow [12] is then defined as a histogram
with the value of the i-th bin:

F(i):Cnor i Em(l)

N
where the summation ' runs over all selected 3-jet

m=1
events. E_ (i) is the projected energy in bin i of the event
m and C,,, is the normalization constant. It has been

suggested that the energy flow is a useful tool to study
interjet phenomena [43].

6 Corrections to the observables

The procedures to derive the particle level distributions
from the observed data distributions are described in this
section. As examples, the distributions measured using
calorimetric clusters, for thrust and the 3-jet resolution
parameter y33PF are compared with the JETSET 7.3 PS
predictions after detector simulation in Fig. 1. Similar
comparisons are shown in Fig. 2 for the charged track
measurements. The Monte Carlo parameters used are
those described in Sect. 4. Apart from the tail of T and
M, the data are well described by the JETSET 7.3 PS
Monte Carlo using the default values of the parton shower
scale parameter A,, and the fragmentation parameters
g,,a, and b. The response of the L3 detector is modeled
with the GEANT3 [44] detector simulation program
which includes the effects of energy loss, particle decay,
multiple scattering and showering in the detector mate-
rials and in the beam pipe. The decays of unstable par-
ticles in the detector are also taken into account by the
GEANT program. Hadronic showers in the calorimeters
are simulated with the GHEISHA [45] program. The sim-
ulated events are reconstructed by the same program that
is used to reconstruct the data and subjected to the same
selection criteria as described above.

6.1 Corrections to the event shape variables

For the Monte Carlo events, the global event shape
variables are calculated before (particle level) and after
(detector level) detector simulation. The calculation be-
fore the simulation takes into account all stable particles
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Fig. 1a, b. Comparisons between data and the JETSET 7.3 PS Monte
Carlo with detector simulation using the calorimetric measurements
for a the thrust 7 and b the 3-jet rcsolution parameter of the JADE

algorithm y2}"”*. Both histograms are normalized to the total num-

ber of events in the sample. The JETSET 7.3 PS parameter valucs
differing from their defaults are shown in Table 1. Only the statis-
tical errors are shown

(charged and neutral) while the measured distributions
employ all calorimetric clusters or charged tracks. The
measured distributions at detector level differ from the
true distributions at the particle level because of the de-
tector effects, limited acceptance and finite resolution.
The input distribution f (x), measured distribution g (x),
and the detector response function 4 (y, x) are related by
the convolution integral

gN=[ A4y, f(x)dx.

The detector effects are unfolded for global event shape
variables using the regularized unfolding method as im-
plemented in the RUN program [46]. The detector re-
sponse function A4 (y, x) is given implicitly by ~ 300000
fully simulated Monte Carlo events, each of them con-
sisting of an input value and a measured value of the
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Fig. 2a, b. Comparisons between data and JETSET 7.3 PS Monte
Carlo with detector simulation using the charged track measure-
ments for a the probability distribution for n,, observed charge
tracks and b the minor of narrow side M, distribution normalized
to the total number of cvents in the sample. The JETSET 7.3 PS
parameter values differing from their defaults are shown in Table 1.
Only the statistical errors are shown

variable. These Monte Carlo events are generated using
the JETSET 7.3 parton shower option together with string
fragmentation and including initial and final state radi-
ation. Apart from the parameters and flags listed in
Table 1, all other parameters are set to their default val-
ues. The above convolution equation is first discretized
using the spline technique [46], replacing the continuous
function by a set of coefficients. It results in an equation
of the form

&=24;1,
J

where g,, 4,,, and f; are discretized coefficients for g (y),
A (y, x), and f(x), respectively. The unfolding procedure
is essentially a fit to find the solution f,. In practice,
unfolding by a straight-forward fit without a cut-off often



produces an unstable result due to statistical errors in the
measured distribution g (). The possible spurious oscil-
lations in the unfolding components are suppressed here
by using certain a priori information on the degree of
smoothness of the true distributions. The a priori infor-
mation is determined by statistical methods to minimize
possible biases. The acceptance corrections are naturally
included in the factors. With this method, the depen-
dences of the unfolded distributions on the Monte Carlo
input distributions are small. The unfolded results are
represented by a set of histograms. The bin sizes are cho-
sen to be typically twice the detector resultions while
requiring at least 100 events in the bin. For most of the
bins, the differences between the unfolded and the detec-
tor level distributions are smaller than 10%.

We next generate two Monte Carlo samples with the
same statistics, one with and the other without initial and
final state photon emission, using the JETSET 7.3 parton
shower option without detector simulation. The event
shape variables are calculated for these two samples
separately. We correct for radiative effect bin by bin

C;ad — N;)ff/Nl-on .

Here N°" and N are the number of events in bin i for
histograms with and without initial and final state photon
radiation, respectively. The typical correction factors are
smaller than 5%.

To estimate the systematic error on each unfolded data
point, we consider the following sources: (a) the uncer-
tainty in the detector simulation, and (b) the bias from
the Monte Carlo program used for the unfolding.

Imperfections in the simulation of the calorimeters are
reflected in the uncertainty of their Monte Carlo simu-
lated energy response. To study the effects on the meas-
ured distributions, we vary the energy responses in the
Monte Carlo simulation in different detector components
so that the energy resolution changes by up to 10%. The
variations in the measured variables are typically 2%.
These differences are assigned as the systematic errors on
the calorimetric measurements. ’

For charged track measurements, we study track re-
construction efficiency and momentum resolution along
with their uncertainties, using Z°— /" /'~ (y) events for
both data and Monte Carlo. The reference di-lepton data
sample is selected from the data recorded at the same
LEP running period based on the information from the
electro-magnetic calorimeter, the muon chambers and the
scintillation counters. The differences between the data
and the Monte Carlo are then taken into account in the
subsequent simulation of e”e” —hadrons events. The
uncertainties in the measured distributions due to the
uncertainties in the simulation are taken as the systematic
errors and are, on average, about 3%.

To account for the possible bias towards Monte Carlo
input distributions in the corrections, we use a sample of
50000 fully simulated HERWIG Monte Carlo events™.
The HERWIG events are reweighted so that the detector
level distributions are the same as those of the data. The

* The events are generated using the HERWIG 5.3 Monte Carlo
program with its default parameter values
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tained from calorimeteric clusters and from charged tracks for a
sphericity S and b aplanarity 4. The errors on the unfolded data
points from the charged tracks are not shown

reweighted HERWIG Monte Carlo events are then used
as a fake data sample and unfolded by the procedure
described above. We then calculate the differences be-
tween the unfolded HERWIG distributions and the re-
weighted HERWIG input distributions. We assign a sys-
tematic error for each unfolded data point equal to the
difference for that bin. On average, the difference is 3%
for both calorimetric and charged track measurements.
Finally, we compare the results from the calorimetric
clusters and the charged tracks. The corrected distribu-
tions for both measurements are shown in Fig. 3 for sphe-
ricity S and aplanarity 4. The two measurements agree
within their errors. Similar agreement is obtained for the
other variables. The good agreement demonstrates that
there is no significant systematic bias from the detector
simulation, in particular from calorimeter simulation. To
take advantage of the small acceptance corrections for
the 4 m calorimeters, the unfolded distributions from the
calorimetric measurements are used in the following anal-
ysis (see Tables 2-16). The charged track measurements,
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Table 2. The unfolded thrust distribution. The first error is statis-
ical, and the second one is systematic. The statistical error includes
the statistical uncertainties of the data as well as of the unfolding
Monte Carlo sample. The systematic error combines the uncertain-
ties of the measurements and of the unfolding procedure

Bin Thrust T 1/Niot - AN/dT
1 0.580 - 0.630 0.005 + 0.001 + 0.002
2 0.630 - 0.670 0.037 £+ 0.002 £ 0.015
3 0.670 - 0.710 0.184 £ 0.009 £ 0.025
4 0.710 - 0.750 0.313 £+ 0.011 £ 0.039
5 0.750 - 0.790 0.463 £ 0.017 £ 0.059
6 0.790 - 0.825 0.812 + 0.032 % 0.090
7 0.825 — 0.855 1.126 + 0.032 + 0.105
8 0.855 — 0.885 1.746 4+ 0.043 + 0.126
9 0.885 - 0.915 2.707 £ 0.067 £ 0.156
10 0.915 - 0.935 4.475 + 0.068 £ 0.299
11 0.935 —- 0.955 7.235 + 0.117 £+ 0.498
12 0.955 - 0.975 13.264 £+ 0.213 + 0.774
13 0.975 - 1.000 10.584 + 0.092 + 0.739
Mean Value | 0.500 - 1.000 | 0.9364 + 0.0003 + 0.0021

Table 3. The unfolded major distribution

Bin Major Tonajor 1/Nyo - AN/dT najor
1 0.000 - 0.070 1.203 £+ 0.035 & 0.481
2 0.070 - 0.105 6.472 + 0.048 + 0.404
3 0.105 — 0.140 5.251 + 0.044 £ 0.334
4 0.140 - 0.175 3.556 + 0.034 + 0.194
5 0.175 - 0.210 2.695 £ 0.031 + 0.122
6 0.210 - 0.245 1.999 + 0.022 + 0.088
7 0.245 - 0.280 1.544 £ 0.021 + 0.073
8 0.280 ~ 0.315 1.240 £+ 0.018 + 0.076
9 0.315 - 0.357 0.860 + 0.016 + 0.057
10 0.357 — 0.406 0.630 £ 0.010 + 0.034
11 0.406 - 0.462 0.465 £+ 0.010 + 0.025
12 0.462 - 0.525 0.276 £ 0.006 + 0.028
13 0.525 ~ 0.595 0.112 + 0.003 £ 0.016
14 0.595 - 0.700 0.010 + 0.001 +£ 0.002

Mean Value | 0.000 - 0.700 | 0.1749 £+ 0.0005 £+ 0.0050

Table 4. The unfolded minor distribution

Bin Minor Thinor 1/Neot - AN/ AT rminor
1 0.000 - 0.040 0.591 + 0.014 £ 0.177
2 0.040 - 0.060 8.918 + 0.124 + 0.750
3 0.060 — 0.080 | 13.219 =+ 0.094 4 0.903
4 0.080 - 0.100 10.148 + 0.081 + 0.661
5 0.100 - 0.125 6.167 £+ 0.049 + 0.425
6 0.125 - 0.155 3.021 + 0.030 + 0.237
7 0.155 - 0.190 1.313 + 0.014 + 0.121
8 0.190 - 0.230 0.550 £ 0.008 & 0.068
9 0.230 - 0.280 0.232 £ 0.005 £ 0.035
10 0.280 - 0.340 0.077 £ 0.002 + 0.013
11 0.340 — 0.410 0.019 + 0.001 + 0.003
12 0.410 - 0.500 0.005 + 0.001 £ 0.001
Mean Value | 0.000 - 0.500 | 0.0938 + 0.0002 + 0.0022

Table 5. The unfolded oblateness distribution

Bin Oblateness O 1/Niot - dN/dO
1 0.000 - 0.015 7.550 £ 0.107 4+ 0.568
2 0.015 - 0.030 13.228 + 0.067 £ 0.227
3 0.030 - 0.045 10.013 + 0.088 + 0.294
4 0.045 — 0.065 6.327 + 0.093 + 0.247
5 0.065 - 0.090 4.248 + 0.044 £ 0.154
6 0.090 - 0.125 2.924 + 0.052 + 0.124
7 0.125 ~ 0.160 1.759 + 0.048 3 0.083
8 0.160 - 0.200 1.230 £ 0.027 £ 0.058
9 0.200 - 0.250 0.798 + 0.020 + 0.042
10 0.250 — 0.310 0.480 + 0.015 + 0.030
11 0.310 - 0.390 0.222 4 0.008 + 0.044
12 0.390 - 0.500 0.053 £+ 0.002 + 0.021
Mean Value | 0.000 — 0.500 | 0.0806 + 0.0004 + 0.0018

Table 6. The unfolded distribution for minor narrow side

Bin M, 1/New - dNJdM,,,
1 0.000 — 0.030 | 1.923 & 0.169 = 0.769
2 0.030 — 0.044 | 12.999 £ 0.175 + 1.469
3 0.044 — 0.058 | 16.917 £ 0.449 + 2.038
4 0.058 - 0.072 | 13.836 & 0.225 + 2.078
5 0.072 - 0.086 | 8.731 + 0.218 & 1.817
6 0.086 — 0.100 | 5.133 £ 0.211 + 1.152
7 0.100 - 0.120 | 3.137 + 0.075 + 0.553
8 0.120 - 0.150 | 1.504 + 0.070 + 0.232
9 0.150 - 0.190 | 0.449 & 0.033 £ 0.070
10 0.190 - 0.240 | 0.144 + 0.010 % 0.029
11 0.240 - 0.310 | 0.034 & 0.003 + 0.007
12 0.310 - 0.400 | 0.004 + 0.001 + 0.001
Mean Value | 0.000 — 0.400 | 0.0670 £ 0.0004 + 0.0019

Table 7. The unfolded distribution for 3-jet resolution parameter

of JADE algorithm

Bin v oY 1/Neot - AN/ dy1PF
1 0.000 - 0.012 | 26.512 + 0.373 + 0.745
2 0.012 - 0.021 | 16.885 £ 0.254 + 0.694
3 0.021 - 0.030 | 11.121 + 0.258 + 0.664
4 0.030 - 0.039 7.633 £ 0.134 £ 0.506
5 0.039 - 0.048 | 5.685 + 0.111 + 0.358
6 0.048 -~ 0.057 | 4.737 £ 0.164 + 0.321
7 0.057 - 0.066 | 3.998 + 0.142 + 0.257
8 0.066 - 0.078 | 3.430 £+ 0.092 + 0.224
9 0.078 - 0.093 | 2.739 £ 0.106 £ 0.201
10 0.093 - 0.111 2.030 £+ 0.079 + 0.173
11 0.111 - 0.132 1.327 £ 0.069 + 0.132
12 0.132 - 0.156 1.065 + 0.051 + 0.114
13 0.156 - 0.183 0.856 £+ 0.047 + 0.097
14 0.183 - 0.213 | 0.553 £ 0.034 £ 0.072
15 0.213 - 0.255 { 0.290 £ 0.023 + 0.042
16 0.255 - 0.300 | 0.160 + 0.010 + 0.047
Mean Value | 0.000 - 0.300 | 0.0453 + 0.0004 + 0.0010

0.2 Corrections to the factorial moments
and energy flow

on the other hand, are used to perform consistency checks
except for the charge multiplicity distribution which is
listed in Table 17. The mean charge multiplicity and the
y33PF distributions are in good agreement with our pre-
viously published results [47,48]. The unfolded distri-
butions, listed in Tables 2-17, are consistent with those
reported by other LEP experiments [26, 49, 50].

Unlike our treatment of the event shape variables, we
adopt a bin-by-bin correction method to correct for de-
tector effects in the measured factorial moments and en-
ergy flow. Let N be the number of entries in bin-i of
the input distribution at the particle level, and N,° be the
number of entries in bin-/ of the measured distribution



Table 8. The unfolded distribution for 3-jet resolution parameter

of k, algorithm

Bin vii 1/Npot - AN/ dyss
1 0.000 - 0.012 | 55.881 + 0.147 £ 0.838
2 0.012 - 0.021 | 10.355 + 0.149 + 0.337
3 0.021 - 0.030 | 5.795 + 0.105 + 0.214
4 0.030 - 0.039 | 3.941 + 0.057 =+ 0.134
5 0.039 - 0.048 | 2.706 & 0.031 -+ 0.089
6 0.048 - 0.057 | 2.197 4 0.046 + 0.103
7 0.057 - 0.066 | 1.787 £ 0.053 £ 0.100
8 0.066 - 0.078 | 1.436 + 0.041 + 0.089
9 0.078 - 0.093 | 0.966 + 0.026 + 0.071
10 0.093 - 0.111 | 0.744 + 0.032 + 0.066
11 0.111-0.132 | 0.577 £ 0.025 + 0.055
12 0.132 - 0.156 | 0.424 4 0.020 + 0.045
13 0.156 — 0.183 |  0.313 £ 0.019 =+ 0.039
14 0.183 - 0.213 | 0.184 + 0.013 + 0.041
15 0.213 - 0.255 | 0.103 + 0.010 =+ 0.032
16 0.255 - 0.300 | 0.061 £ 0.006 + 0.024
Mean Value | 0.000 - 0.300 | 0.0223 £ 0.0002 4 0.0007

Table 9. The unfolded distribution for the third Fox-Wolfram mo-

ment
Bin H; 1/Nio - AN/dH,
1 0.000 - 0.012 | 45.364 + 0.292 + 2.334
2 0.012 - 0.024 9.709 £ 0.061 £ 0.644
3 0.024 - 0.036 5.538 + 0.094 + 0.523
4 0.036 - 0.051 3.632 £ 0.095 + 0.531
5 0.051 - 0.075 2.288 + 0.060 + 0.371
6 0.075 - 0.105 1.418 4+ 0.023 + 0.232
7 0.105 - 0.147 0.912 £ 0.029 £ 0.142
8 0.147 - 0.201 0.610 + 0.015 + 0.096
9 0.201 - 0.267 0.384 £ 0.016 £ 0.060
10 0.267 — 0.345 0.208 £ 0.009 £ 0.044
11 0.345 - 0.435 0.076*+ 0.004 + 0.022
12 0.435 - 0.540 0.011 + 0.001 + 0.004
Mean Value | 0.000 — 0.540 | 0.0417 £ 0.0004 + 0.0022

Table 10. The unfolded distribution for the fourth Fox-Wolfram

moment

Bin Hy 1/Nyo - dN/dH,4

1 0.000 - 0.100 0.203 + 0.007 £ 0.053
2 0.100 - 0.160 0.595 + 0.009 + 0.034
3 0.160 — 0.220 0.656 + 0.012 + 0.030
4 0.220 - 0.300 0.695 + 0.013 £ 0.041
5 0.300 - 0.380 0.764 + 0.016 £ 0.047
6 0.380 — 0.460 0.876 + 0.015 & 0.047
7 0.460 — 0.540 1.105 + 0.016 £ 0.078
8 0.540 — 0.620 1.314 £ 0.026 + 0.091
9 0.620 - 0.700 1.720 £ 0.040 + 0.119
10 0.700 - 0.780 2.400 + 0.048 £ 0.216
11 0.780 — 0.880 1.779 4+ 0.025 £+ 0.179
12 0.880 - 1.000 0.139 + 0.001 4 0.014

Mean Value | 0.000 — 1.000 | 0.5793 £+ 0.0012 + 0.0064

Table 11. The unfolded sphericity distribution

[ Bin Sphericity S 1/Niot - AN/dS

1 0.000 — 0.024 | 17.589 + 0.268 + 0.536
2 0.024 - 0.048 8.552 + 0.072 £ 0.332
3 0.048 - 0.072 4.226 -+ 0.115 £+ 0.220
4 0.072 - 0.100 2.542 4 0.080 + 0.138
5 0.100 - 0.128 1.542 + 0.023 + 0.088
6 0.128 - 0.160 1.025 + 0.035 + 0.076
7 0.160 - 0.200 0.706 + 0.035 + 0.056
8 0.200 - 0.244 0.525 £ 0.017 £ 0.043
9 0.244 - 0.300 0.392 + 0.020 + 0.038
10 0.300 — 0.360 0.279 + 0.015 £ 0.031
11 0.360 — 0.440 0.187 £ 0.013 £ 0.025
12 0.440 - 0.540 0.103 £ 0.008 + 0.019
13 0.540 — 0.660 0.054 + 0.006 £ 0.012
14 0.660 —~ 0.800 0.016 + 0.001 £ 0.003

Mean Value | 0.000 — 0.800 { 0.0726 + 0.0008 & 0.0018

Table 12. The

unfolded aplanarity distribution

Bin Aplanarity A 1/Niot - dNJ/dA
1 0.000 - 0.005 | 74.886 + 1.153 + 3.034
2 0.005 - 0.010 | 56.015 + 0.416 + 2.097
3 0.010 - 0.015 | 27.090 & 0.097 + 1.422
4 0.015 - 0.020 14.596 + 0.186 £ 1.082
5 0.020 - 0.025 8.057 + 0.179 + 0.616
6 0.025 - 0.035 4.048 + 0.137 £+ 0.320
7 0.035 - 0.050 1.704 £+ 0.072 £+ 0.121
8 0.050 - 0.070 0.769 + 0.019 + 0.075
9 0.070 - 0.095 0.321 + 0.013 £ 0.041
10 0.095 - 0.125 0.139 4+ 0.008 + 0.019
11 0.125 - 0.160 0.063 +.0.003 + 0.019
12 0.160 — 0.200 0.025 + 0.002 £+ 0.010
Mean Value | 0.000 - 0.200 | 0.0117 £ 0.0001 & 0.0004

Table 13. The

unfolded C parameter distribution

Bin C Parameter 1/Nio - dNJdC
1 0.000 - 0.100 1.557 + 0.015 + 0.236
2 0.100 - 0.160 3.916 + 0.013 £ 0.131
3 0.160 - 0.220 2.589 + 0.013 + 0.094
4 0.220 - 0.280 1.818 £+ 0.008 + 0.062
5 0.280 - 0.340 1.312 4+ 0.008 + 0.054
6 0.340 - 0.400 0.982 + 0.007 £ 0.048
7 0.400 - 0.460 0.804 £ 0.005 + 0.042
8 0.460 — 0.520 0.650 + 0.005 + 0.029
9 0.520 — 0.580 0.550 + 0.005 + 0.022
10 0.580 - 0.640 0.449 + 0.003 + 0.024
11 0.640 — 0.700 0.398 + 0.004 £ 0.025
12 0.700 - 0.780 0.288 + 0.003 + 0.023
13 0.780 - 0.880 0.113 + 0.001 £ 0.023
14 0.880 — 1.000 0.015 + 0.001 =+ 0.004
Mean Value | 0.000 - 1.000 | 0.2599 + 0.0004 + 0.0053

Table 14. The

unfolded D parameter distribution

Bin D Parameter 1/Niot - AN/dD

1 0.000 — 0.016 | 25.739 + 0.575 + 1.471
2 0.016 - 0.044 8.556 + 0.178 £ 0.465
3 0.044 - 0.088 3.166 + 0.102 £ 0.155
4 0.088 - 0.136 1.702 £+ 0.016 + 0.094
5 0.136 - 0.188 0.931 + 0.016 + 0.079
6 0.188 — 0.248 0.511 + 0.009 + 0.041
7 0.248 - 0.320 0.278 £ 0.005 £ 0.021
8 0.320 - 0.400 0.171 4+ 0.005 £ 0.014
9 0.400 - 0.500 0.082 + 0.003 £ 0.010
10 0.500 - 0.620 0.030 + 0.001 £ 0.005
11 0.620 — 0.800 0.017 + 0.001 + 0.005

Mean Value | 0.000 - 0.800 | 0.0618 4 0.0006 + 0.0023
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Table 15. The unfolded distribution for the scaled heavy jet mass

=
=]

PH l/Ntot'dN/de
1 0.000 - 0.015 6.487 + 0.133 £+ 1.540
2 0.015 - 0.027 | 21.892 + 0.073 £+ 1.095
3 0.027 - 0.039 | 14.446 £ 0.145 £ 0.442
4 0.039 - 0.051 9.391 £+ 0.090 £ 0.300
5 0.051 - 0.066 6.248 £+ 0.041 £ 0.197
6 0.066 — 0.084 4.130 + 0.051 £ 0.134
7 0.084 — 0.102 2.710 £ 0.040 + 0.115
8 0.102 - 0.126 1.951 + 0.028 £+ 0.097
9 0.126 - 0.153 1.299 4+ 0.027 4 0.062
10 0.153 — 0.183 0.792 + 0.021 £ 0.043
11 0.183 - 0.216 0.460 + 0.015 £ 0.032
12 0.216 —- 0.252 0.286 £+ 0.010 £ 0.057
13 0.252 - 0.300 0.124°%+ 0.005 £ 0.038
Mean Value | 0.000 - 0.300 | 0.0539 &+ 0.0002 £ 0.0014

Table 16. The

unfolded distribution for the scaled light jet mass

Bin PL 1/Ny, - dN/dpy,

1 0.000 - 0.006 9.943 + 0.375 £ 3.343
2 0.006 — 0.012 | 43.375 + 0.596 + 3.142
3 0.012 - 0.018 | 43.335 £ 0.203 + 2.951
4 0.018 - 0.024 | 26.997 + 0.318 + 2.234
5 0.024 - 0.030 | 15.514 + 0.167 £ 1.177
6 0.030 — 0.036 8.709 + 0.064 £ 0.592
7 0.036 — 0.045 4.896 + 0.102 £ 0.348
8 0.045 - 0.060 2.356 £ 0.048 £ 0.214
9 0.060 - 0.078 1.192 £ 0.042 + 0.144
10 0.078 - 0.096 0.481 + 0.018 £ 0.064
11 0.096 - 0.120 0.135 + 0.009 £ 0.024

Mean Value | 0.000 - 0.120 | 0.0203 £ 0.0001 £ 0.0007

Table 17. The

unfolded charge multiplicity distribution

nep Pa(%)
6 0.18 £ 0.01 £ 0.06
8 0.86 + 0.03 + 0.26
10 2.69 £+ 0.09 + 0.41
12 5.84 + 0.19 + 0.58
14 9.55 + 0.29 + 0.92
16 12.13 4+ 0.35 + 1.01
18 12.99 + 6.35 + 1.04
20 12.10 £ 0.30 + 0.97
22 10.69 + 0.24 £ 0.85
24 8.78 &£ 0.17 £ 0.70
26 6.82 + 0.11 £ 0.55
28 5.38 & 0.07 & 0.57
30 4.08 + 0.04 + 0.56
32 3.03 4+ 0.03 £+ 0.53
34 1.92 £ 0.02 + 0.44
36 1.31 + 0.01 £ 0.38
38 0.76 4+ 0.01 £+ 0.28
40 0.46 + 0.01 + 0.17
42 0.22 + 0.01 + 0.09
44 0.10 & 0.01 £ 0.06
46 0.043 + 0.005 £ 0.023
48 0.025 + 0.002 £ 0.015
50 0.010 + 0.001 + 0.008
Mean Value 20.79 + 0.03 + 0.52

at detector level after detector simulation and event se-
lection. The correction factor for bin-i is:

Cdct_ NiP/NP
i NiD/ND

where N”=>" NFand N” =} N/, The initial and final

state radiati(;n effects are corrected in the same way as
for the global event shape variables. Multiplying C{** and
C4 by the measured factorial moments or by the energy
flow in bin-i (D,), we get the corrected result in bin-i (U;):

Uy=Cr-C8. D,

The correction factors C* are obtained from the fully
simulated JETSET 7.3 PS Monte Carlo events. As with
the event shape variables, the errors on the corrected
distributions are estimated from the uncertainties in the
calorimeter and tracking chamber simulations as well as
from the bias towards the input distributions of the Monte
Carlo models used for calculating corrections.

7 Optimization of Monte Carlo programs

Before the direct comparisons between the data and the
Monte Carlo predictions can be made, one needs to op-
timize parameter values of the Monte Carlo programs.
We first study the dependences of the global event shape
variables on the relevant parameters of the programs.
Among the distributions described above, we find that
the variables:

(a) the minor of the narrow side M,
(b) the 4" Fox-Wolfram moment H,,
(¢) the 3-jet resolution paramecter. of JADE algorithm
23t
together form one set of distibutions which are sensitive
to all main parameters of the Monte Carlo programs. For
example, in the JETSET 7.3 PS Monte Carlo, M, is
sensitive to the fragmentation parameter o, H, depends
on the fragmentation parameter b, and y35°F is strongly
affected by A, . In addition, these variables represent
different algorithms in the calculations. This set of un-
folded distributions is fitted to the Monte Carlo predic-
tions to determine the ‘best’ values of the parameters. We
note that fitting these three variables together does not
eliminate the predictive capability of the programs. The
comparisons between the data and the Monte Carlo dis-
tributions after optimization, for those variables not used
in the optimization, provide consistency tests of the pro-
grams.

For each fit paramecter, we generate Monte Catlo
events, with no initial and final state photon emission
and no detector simulation, for three different values
around the parameter’s default setting. This results in 9
Monte Carlo points for 2 fit parameters, and 27 points
for 3 fit parameters. We typically generate 20000 events

at W=91.2 GeV for each parameter point, with other
parameters fixed either at their default values or at those



described in Sect. 4. Then we employ the linear interpo-
lation method to calculate Monte Carlo predictions for
other points in the multi-dimensional parameter space.
We define a x> as a measure of the agreement between
the unfolded experimental distributions and the Monte
Carlo predictions:

U,— M;(x))
X‘ZZ( +J(X))

/ stat J.syst

U, and M,(x) are the values of the unfolded data and the
Monte Carlo prediction in bin j after being normalized
to the same number of events. g, ,, and g, are sta-
tistical and systematic errors on the unfolded data for
bin j, respectively. D sums over three input distributions,

while > runs over all bins of the distribution. Only those

bins cojntaining more than 1% of the data events are used
in the fit. The symbol x represents the set of parameters
for a given Monte Carlo program. The correlations be-
tween variables and bins are not taken into account in
the y? calculations. The x? is then minimized using the
MINUIT [51] program by varying the parameters to find
their ‘best’ values. Since all fit parameters are varied si-
multaneously, this procedure takes into account the cor-
relations among the various parameters.

We use the JETSET 7.3 PS program as an example to
illustrate the fit procedure in detail. The parameters that
we choose to optimize are the parton shower scale pa-
rameter 4,; and the fragmentation parameters o, and b
for various values of the parton shower termination pa-
rameter (,. Because of the strong correlation between
parameters a and b, we vary b while keeping a at its
default where. We calculate predicted JETSET 7.3 PS
distributions for M, H,, and y33"%, with A, varying
from 0.1 GeV to 0.5GeV, g, from 0 1 GeV to 0.9 GeV,
and b from 0.3 GeV 2 to 1.0 GeV 2. A total of 27 com-
binations in 3-dimensional parameter space are gener-
ated.- For a given point (A, o, b) in the parameter
space within the above ranges, the x? is calculated for
the Monte Carlo predictions interpolated from the neigh-
boring parameter points. The ‘best’ parameter values are
those values which give the smallest x> In the case of
0,=1GeV, the optimized parameter values are
A, =030GeV,0,=0.39 GeV,and b=10.76 GeV "> The
fitted parameter values and their errors are shown in
Table 18 together with parameter values for Q, =2 GeV.
The uncertainties are estimated by repeating the fits re-

Table 18. The optimized parameter values for JETSET 7.3 PS Monte
Carlo program with different values of the parton shower termi-
nation parameter Q, (PARIJ(82)). The fragmentation parameter a
(PARIJ (41)) is set to its default value (0.5). Other modified param-
eter values are listed in Table 1. Also shown is the x? from the fit

Parameter Name in the Program || Qo = 1 GeV | Qg = 2 GeV |
Arg (GeV) PARJ(81) 0.30 £0.03 | 0.29 £0.03
o, (GeV) PARJ(21) 0.39 £0.03 | 0.48 +0.05
b (GeV~?) PARJ(42) 0.76 +0.08 | 0.82+0.10
x?/(Data Points) 19.4/36 24.7/36
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Table 19. The optimized parameter values for ARIADNE 3.3 Monte
Carlo program with the string fragmentation. Other modified pa-
rameter values in the string fragmentation are listed in Table 1

Parameter Name in the Program || PF*"* = 1 GeV

Azz (GeV) VAR(1) 0.22 + 0.02

7, (GeV) PARJ(21) 0.50 & 0.04

b (GeV?) PARJ(42) 0.65 + 0.07
x*/(Data Points) 21.1/36

Table 20. The optimized parameter values for NLLIJET 2.0 Monte
Carlo program with the string fragmentation. Other modified pa-
rameter values in the string fragmentation are listed in Table 1

Parameter Name in the Program || Qo = 1 GeV

Anpi (GeV) LAMBDA 0.29 4 0.03

oy (GeV) PARJ(21) 0.40 £+ 0.05

b (GeV~?) PARJ(42) 0.70 £+ 0.10
x?/(Data Points) 41.3/36

Table 21. The optimized parameter values for JETSET 7.3 ME
Monte Carlo program with the string fragmentation. The scale f
(PARIJ (129)) is chosen to be 0.003, and the recombination param-
eter y.., (PARJ(125)) in 3- or 4-jet events is set to be 0.01. Other
modified parameter values in the string fragmentation are listed in
Table 1

Parameter Name in the Program | f = 0.003

Amz (GeV) PARJ(122) 0.17 £0.02

74 (GeV) PARIJ(21) 0.50 £ 0.05

b (Gev-?) PARJ(42) 0.42 + 0.06
x*/(Data Points) 47.6/36

Table 22. The optimized parameter values for HERWIG 5.4 Monte
Carlo program with the cluster fragmentation. The effective gluon
mass m, (RMASS (13)) is set to be 0.75 GeV (default value)

Parameter Name in the Program || my = 0.75 GeV
ALL (GeV) QCDLAM 0.17 + 0.02
Moz (GeV) CLMAX 3.0+£05

x%/(Data Point) 32.1/36

Table 23. The optimized parameter values for COJETS 6.22 Monte
Carlo program with the independent fragmentation. Other param-
eters in the model are kept to their default values. Parameters d,
and d, are kept to the same value in the optimization

Parameter Name in the Program || Optimized Values |
b, (GeV1) FRALOQ(2) 43.0£5.0
by (GeV™1) FRALOG(2) 100.0 + 20.0
d, (GeV) FRALOQ(4) 21405
d, (GeV) FRALOG(4) 214£05
x?/(Data Points) 56.4/36

moving up to five bins of the three input distributions.
The optimized parameters are consistent with our pre-
vious results in [52]. They are also consistent with the
default values. As can be seen in the table, the effects of
early termination of the parton shower are compensated
by the changes in the fragmentation paramters ¢, and b.
For the optimizations of other Monte Carlo programs,
we do not consider varying the parton shower termina-
tion parameter.

The ARIADNE and NLLJET programs have very
similar parameters, which are also similar to those of the
JETSET 7.3 PS Monte Carlo program. The parameters
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we optimize are the parton shower scale parameter and
two string fragmentation parameters o, and b. The op-
timized values of these parameters as well as the total
x”’s from the fits are listed in Tables 19-20. The parton
shower termination parameters and the fragmentation
parameter a are set to their default values.

The JETSET 7.3 ME program is tuned using the re-
normalization scale f=0.003 and the recombination pa-
rameter y,_, = 0.01. The parameters adjusted are the QCD
scale parameter A,z and the string fragmentation pa-
rameters o, and b. The results are shown in Table 21.

For the HERWIG 5.4 program, the gluon mass m,,
which serves as the parton shower termination parameter,
is fixed at 0.75 GeV. We vary the parton shower scale
parameter A;; and the maximum cluster mass M, to
fit the unfolded data while keeping other parameters and
options to their defaults. Table 22 shows the x> from the
fit as well as the resulting parameter values.

The COJETS 6.22 model has a large number of free
parameters involved in the fragmentation process. How-
ever, these parameters are generally correlated. To treat
the program on the same footing as the others, we select
only three parameters to vary in the optimization [53]
while keeping other parameters at their default values.
All three parameters are related to the longitudinal frag-
mentation. The optimized parameters, as well as their
values, are shown in Table 23.

Similar optimizations have been reported by the OPAL
Collaboration [49] for the JETSET 7.2 PS, HERWIG
3.4, and ARIADNE 3.1 Monte Carlo programs.

8 Comparison of the data with the models

In this section, we compare the unfolded data with the
predictions of the Monte Carlo programs after optimi-
zation. This allows us to make consistent tests of the
programs by comparing those distributions not used in
the optimizations. For each program, we generate 100 000

events at lﬁ=91.2 GeV with the parameter values op-
timized above. The JETSET 7.3 PS Monte Carlo events
are generated with the parameter values adjusted for
0,=1GeV. The x*’s between the unfolded global event
shape distributions and those predicted by the Monte
Carlo programs with their optimized parameters are listed
in Table 24. The general structure of the events shape
variables are well described by all the Monte Carlo
models under study. In the following, we discuss the dif-
ferences between the data and the predictions as well as
the differences between predictions of the different mod-
els. In Fig. 4a-p, the unfolded event shape variables are
compared with the predictions of the JETSET 7.3 PS,
HERWIG 5.4, COJETS 6.22, and JETSET 7.3 ME mod-
els. These four Monte Carlo programs have wide differ-
ences in their applications of perturbative QCD and of
the fragmentation process.

The predictions of JETSET 7.3 PS and ARIADNE
3.3 are generally very similar for most of the distributions.
In the four or more jet dominated regions, for example
at the tails of the T, .. and D parameter distributions,
the predictions of these two models are systematically
below the data. The predicted distributions before had-
ronization are already very similar. However, there is an
important difference in the predicted average number
of partons, with JETSET 7.3 PS predicting 9.7 while
ARIADNE 3.3 predicting 5.6. In conjunction with
this difference, the production rates of ARTADNE 3.3
at parton level are significantly higher than those of
JETSET 7.3 PS in the narrow 2-jet regions, for example
the T~1, y,,~0 regions. As indicated by the x?
ARIADNE 3.3 with the optimized parameter values, ob-
tained independently of the charge multiplicity infor-
mation, gives a poor description of the measured n, dis-
tribution. The predicted average charge multiplicity {n, »
is 19.1 for ARIADNE 3.3 and 21.0 for JETSET 7.3 PS,
to be compared with the measured {n, > =20.79 +0.52.
For most of the event shape variables, the parton level
differences in the narrow 2-jet regions are washed out by
the fragmentation effects to some extent.

Variables | Nr of || JETSET | ARIADNE | NLLJET | HERWIG | JETSET | COJETS
Bins 7.3 PS 3.3 2.0 5.4 7.3 ME 6.22
T 13 5.4 21.9 16.7 15.5 30.2 11.2
Trmajor 14 3.5 9.7 8.7 9.8 12.8 30.2
Tminor 12 22.6 24.5 54.4 21.7 23.0 26.0
) 12 15.7 13.3 21.8 3.6 37.7 107.3
M,, 12 10.4 20.6 18.5 11.0 41.6 8.8
yI{PF 16 9.7 6.9 21.5 9.5 17.2 40.4
y;’:,* 16 7.9 8.7 7.4 9.2 11.5 18.5 Table 24. x* values between the unfolded data
H, 12 4.9 4.1 11.2 6.6 4.3 14.4 and the Monte Carlo predictions with their
H, 12 11.6 17.1 13.0 25.9 11.4 16.0 optimized parameter values. The statistical
M 14 7.7 9.3 5.8 8.2 6.5 9.0 and systematic errors are added in quadrature
A 12 6.1 12.5 22.9 12.4 37.1 24.8 in the x? calculations. In the case of charge
C 14 6.8 19.3 10.2 11.2 96.9 341 multiplicity distribution, only the data in the
D 11 26.3 46.2 479 19.6 468 219 | range 6=n,, =44 are compared. The data in
oH 13 198 212 10 19.4 13.8 147 this range amounts to 99.9”0 of the total
oL 11 18.5 13.0 16.5 14.2 333 g0.6 | sample. For n,, outside this range, the low
statistics makes the unfolding procedure less
Tich 20 205 782 34.9 278 102.5 88 reliable. For each Monte Carlo program,
1 Total [ 214 ” 197.4 326.5 315.4 218.6 476.6 506.7 100 000 events are generated
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Fig. 4a-p. Comparisons between the unfolded data and the pre-
dictions of the JETSET 7.3 PS, HERWIG 5.4, COJETS 6.22, and
JETSET 7.3 ME Monte Carlo programs with their optimized pa-
rameter values. The dots represent the data while the lines are the
predictions of the Monte Carlo models. The statistical and system-
atic errors are added in quadrature. The top plot shows the devi-
ations between the data and the predictions in units of errors on
the unfolded data points. All histograms are normalized to the total
number of events in the sample
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The predicted distributions of the event shape varia-
bles by NLLJET 2.0 are very close to those of JETSET
7.3 PS and ARIADNE 3.3 in the regions associated with
2- or 3-jet production. In the regions predominantly de-
termined by multi-jet production, the NLLJET 2.0 pre-
dictions are lower than those of JETSET 7.3 PS and
ARIADNE 3.3, and they do not agree with the data well.
In fact, the disagreements between the data and the pre-
dictions in these regions contribute most of the total x2.
NLLJET 2.0 produces 6.5 partons on average and its
distributions before hadronization have the same char-
acteristics as those of ARIADNE 3.3. NLLJET 2.0, how-
ever, predicts {n_ > to be 21.8 after fragmentation.

The JETSET 7.3 ME overestimates the narrow 2-jet
production rate while it systematically underestimates the
rates for production of four or more jets. It does not
reproduce the measured s, distribution. The predicted
{ngy is 18.9. The deficits in the multi-jet production rate
are expected since the O(a?) calculations used by the
model can produce no more than four partons, with 3.6
partons on average. There is, therefore, no mechanism
for production of five or more jets or for soft gluon ra-
diation. The discrepancies in the 2-jet regions can be at-
tributed to the fact that collinear gluon radiation is absent
in the model due to the finite recombination parameter
Vmin- Instead, the JETSET 7.3 ME program relies on the
fragmentation process to compensate for the low multi-
jet rate and for the effects of gluon radiation in the soft
as well as in the hard and collinear regions. As a result,
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the hadronization effects are quite large for most of the
variables under study. For example, the predicted M,
distribution is determined completely by hadronization
since M, is always zero with a maximum of four partons
before the hadronization.

The JETSET 7.3 PS, ARIADNE 3.3, NLLJET 2.0,
and JETSET 7.3 ME programs all use the string frag-
mentation model. As evident in the minor T, .., aplan-
arity 4, and other distributions, the predictions of these
programs follow the same trend. Therefore, it is essential
to compare the predictions between Monte Carlo pro-
grams using different fragmentation models. The HER-
WIG 5.4 Monte Carlo program employs the cluster frag-
mentation model. In the multi-jet regions of the variables
M, , A, D, and p,,the HERWIG predictions are in better
agreement with the data than are JETSET 7.3 PS,
ARIADNE 3.3 and NLLJET 2.0. These differences in
the predictions are likely caused by the differences in the
approaches of the parton shower formalisms in the Monte
Carlo programs since similar differences already exist at
the parton level. Like ARIADNE 3.3 and NLLJET 2.0,
the predicted distributions of HERWIG 5.4 in the narrow
2-jet regions are higher than those of JETSET 7.3 PS.
The average number of partons and charged tracks pre-
dicted by HERWIG 5.4 are 5.8 and 21.6 respectively. At
the high tail of the n, distribution, the HERWIG 5.4
curve is high relative to the measurements.

The COJETS 6.22 program does not describe well the
variables which are closely related to the transverse struc-
ture of the events, for example oblateness O and scaled
light jet mass p, distributions. The model predicts too
many transverse-symmetric events. The discrepancy is
partially due to the fact that the parameters sensitive to
the transverse momentum spectra of the particles are not
optimized. The model also fails to describe the data in
the 2-jet regions as can be seen, for example, in T, ;. and
yyaPE distributions. The model predicts too many narrow
2-jet events. This observation can be explained by the fact
that COJETS 6.22 produces only 3.8 partons on average.
The small number of partons is expected since the default
parton shower termination parameter is high (3 GeV)
compared to the other parton shower based models under
study. The mean charge multiplicity predicted by
COJETS 6.22 is 20.6, in good agreement with the data.
We note that most of the parton level distributions of
COJETS 6.22 are quite different from those of other par-
ton shower programs.

For a consistency check, we also compared the un-
folded data from the charged tracks with the predictions
of the models using the same parameters values. The total
x? are 208, 292, 368, 378, 225, and 541 for 194 data
points*, using JETSET 7.3 PS, ARTADNE 3.3, NLLIET
2.0, JETSET 7.3 ME, HERWIG 5.4, and COJETS 6.22,
in good agreement with the comparisons using the un-
folded distributions from the calorimetric clusters. This
demonstrates, again, that there is no important bias in
the detector simulation and that these two measurements
are consistent.

* The charge multiplicity distribution is not included in the com-
parison
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Fig. 5. Comparisons between the corrected 2™, 3™, 4" and 5"
factorial moments and the predictions of the JETSET 7.3 PS,
HERWIG 5.4, COJETS 6.22, and JETSET 7.3 ME Monte Carlo
programs with their optimized parameter values. The dots represent
the data, while the lines are the predictions of the Monte Carlo
models. The statistical and systematic errors are added in quad-
rature

The measured 29, 37, 4'" and 5" factorial moments,
after correction for detector and radiation effects, are
compared with the predictions of the Monte Carlo pro-
grams. The comparisons between the data and the dis-
tributions of JETSET 7.3 PS, HERWIG 5.4, COJETS
6.22, and JETSET 7.3 ME are shown in Fig. 5. The pre-
dictions of ARIADNE 3.3 and NLLJET 2.0 show be-
havior similar to those of JETSET 7.3 PS and HERWIG
5.4. The factorial moments indeed increase with the in-
creasing resolution in the phase space variable ¢p. The
observations are well reproduced by the Monte Carlo
models with very different approaches. In other words,
the factorial moments are insensitive to the differences in
these programs. Similar studies on the Z° resonance have
been reported in [54].

The corrected energy flow distribution is shown in
Fig. 6. Also shown are the predictions of Monte Carlo
programs with string (JETSET 7.3 PS and JETSET 7.3
ME), cluster (HERWIG 5.4), and independent (COJETS
6.22) fragmentations. The predicted distributions of
ARIADNE 3.3 and NLLJET 2.0 are similar to that of
JETSET 7.3 PS. Both parton shower and matrix element
based models with string fragmentation describe the de-
pletion in the energy flow distribution well. The data are
also well reproduced by the Monte Carlo program with
cluster fragmentation. On the other hand, the predictions
made by the Monte Carlo program with incoherent par-
ton branching and independent fragmentation in the val-
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Fig. 6. Comparison between the corrected energy flow distribution
and the predictions of the JETSET 7.3 PS, HERWIG 5.4, COJETS
6.22, and JETSET 7.3 ME Monte Carlo programs after optimi-
zation. The dots represent the data while the lines are the predic-
tions of the Monte Carlo models. The statistical and systematic
errors are added in quadrature. The top insert shows the correction
factors derived from the fully detector-simulated JETSET 7.3 PS
Monte Carlo events

ley between the first and second most energetic jets are
significantly higher than those of other models and are
in contradiction with the data.

9 Energy dependences of the mean values

The comparisons between data and the predictions of the
QCD models with the optimized parameters at fixed
center-of-mass energy provide the first check of the un-
derlying physics of the models. Another important test
of the QCD models is to check the predicted energy ev-
olutions of the shape distributions using the same Monte
Carlo parameter values.

The mean values of thrust 7, spherity S, aplanarity
A, and charge multiplicity n, are shown in Fig. 7a-d,
together with other measurements at the Z° resonance
[50, 55], as well as those at low energy e e~ machines
[56]. Also shown are the energy dependences of these
quantities as predicted by the JETSET 7.3 PS, HERWIG
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Fig. 7a-d. Comparisons between the mean values of the unfolded
data, measured at different center-of-mass energies, and those pre-
dicted by the JETSET 7.3 PS, HERWIG 5.4, COJETS 6.22, and
JETSET 7.3 ME Monte Carlo models. The Monte Carlo predic-

5.4, COJETS 6.22 and JETSET 7.3 ME Monte Carlo
models with constant parameter values over the energy
range. The distributions for ARIADNE 3.3 are not shown
since they follow closely those of JETSET 7.3 PS.

The energy dependences of these quantities are repro-
duced by the JETSET 7.3 PS and HERWIG 5.4 models.
The predictions of these parton shower based Monte Car-
los are generally very similar, especially for the mean
values of thrust and sphericity. Nevertheless, the HER-

tions are calculated from the generated events using the same pa-
rameter values reported in this paper, for all center-of-mass ener-
gies. a Thrust {T">; b sphericity <S>; ¢ aplanarity {4); d charge
multiplicity <{n, >

WIG 5.4 predictions for the average aplanarity are found
to be systematically higher than those of JETSET 7.3 PS
and are above most of the data. For the average charge
multiplicity, the agreement between data and Monte Car-
los is less satisfactory. The model predictions are higher
than most of the data points. COJETS 6.22, on the other
hand, predicts weaker energy dependences of these mean
values. The agreement between the data and its predic-
tions is less satisfactory.
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The general trends of the energy evolutions of (7"},
{8, (4>, and <{n,,» are also predicted by the second
order matrix element based program, JETSET 7.3 ME.
Although its predictions agree well with some of the data,
the JETSET 7.3 ME model fails to describe the energy
dependences of {T), {S)>, (4>, and {n,,» over a wide
energy range. As can be seen in Fig. 7a-d, the predictions
often fail to reproduce the data at one end of the energy
while reproducing it well at the other end.

10 Summary

We have measured a large number of hadronic event
shape variables as well as the factorial moments and the
energy flow distribution using a sample of 248 100 had-
ronic decays of the Z° The event shape variables are
measured independently using the calorimetric clusters
and using the charged tracks. The data are unfolded for
detector effects (resolution and acceptance) and for initial
and final state photon emission. The results obtained from
these two measurements are found to be consistent.

The main parameters of the JETSET 7.3 PS,
ARIADNE 3.3, NLLJET 2.0, JETSET 7.3 ME,
HERWIG 5.4, and COJETS 6.22 Monte Carlo programs
are tuned to describe the measured distributions of the
minor of the narrow side M, , the fourth Fox-Wolfram
moment H,, and the 3-jet resolution parameter of the
JADE algorithm y)3"F.

The Monte Carlo predictions with the optimized pa-
rameters are compared with the unfolded event shape
variables, the factorial moments, and the energy flow
distribution. The JETSET 7.3 PS, ARIADNE 3.3,
NLLIJET 2.0, and HERWIG 5.4 Monte Carlo programs
are found to describe the event shape variables in the 2-
and 3-jet regions very well. In the regions where the pro-
duction of four or more jets is important, HERWIG 5.4
gives a slightly better description of the data. The pre-
dictions of JETSET 7.3 PS, ARIADNE 3.3, and NLLJET
2.0 in these regions are systematically below the data.
The second order matrix element based JETSET 7.3 ME
Monte Carlo describes the general structure of the event
shape variables well, especially in the regions associated
with 3-jet production. Its predictions do not agree well
with the data in 2- and multi-jet regions. COJETS 6.22
gives a reasonable description of most of the data in the
2- or 3-jet dominated regions, but it does not provide a
satisfactory description for the regions sensitive to trans-
verse momentum spectra.

All the Monte Carlo programs are found to describe
the measured factorial moments well. The programs with
string or cluster fragmentation give reasonable descrip-
tions of the measured energy flow distribution, while the
program with independent fragmentation fails to repro-
duce the measurement.

We have also studied the energy evolutions of the
mean values of thrust T, sphericity S, aplanarity A4, and
charge multiplicity n,, . The energy dependences of these
mean values are well described by the JETSET 7.3 PS,
ARIADNE 3.3, NLLJET 2.0, and HERWIG 5.4 Monte
Carlos with optimized parameters and they are less well

described by COJETS 6.22. The JETSET 7.3 ME Monte
Carlo, with fixed parameters, fails to reproduce their
energy evolutions.
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