
The old Asian legend about the blind men and the ele-
phant comes to mind when looking at how different au-
thors of scientific papers describe a piece of related
prior work. It turns out that different citations to the 
same paper often focus on different aspects of that
paper and that neither provides a full description of its
full set of contributions. In this article, we will describe
our investigation of this phenomenon. We studied cita-
tion summaries in the context of research papers in the
biomedical domain. A citation summary is the set of cit-
ing sentences for a given article and can be used as a
surrogate for the actual article in a variety of scenarios.
It contains information that was deemed by peers to be
important. Our study shows that citation summaries
overlap to some extent with the abstracts of the papers
and that they also differ from them in that they focus on
different aspects of these papers than do the abstracts.
In addition to this, co-cited articles (which are pairs of
articles cited by another article) tend to be similar. We
show results based on a lexical similarity metric called
cohesion to justify our claims.

Introduction

Demand for automatic curation of scientific articles (e.g.,
biomedical publications) has increased recently as a result of
large volume of existing literature and the accelerating rate
at which new papers are published (Cohen & Hersh, 2005).
Scientific journal articles can be characterized by their dense
and varied content and a large number of citations. The net-
work of citations of these articles is an important component
in automatic analysis of articles; it has been heavily studied
by researchers in natural language processing, bibliometrics,
complex systems, social networks, and so on (Garfield,
1955; Menczer, 2004; Newman, 2001). The text of sen-
tences containing citations is of particular interest. Some of
the initial research on using citations to determine the content
of articles was done by Bradshaw (2002, 2003), where the
author improves search engine results with a method called

Reference Directed Indexing. Recently, these citing sen-
tences have been used to support automatic paraphrasing
(Nakov, Schwartz, & Hearst, 2004) and automatic survey
paper generation (Nanba, Abekawa, Okumura, & Saito, 2004;
Nanba, Kando, & Okumura, 2004, Nanba & Okumura,
2005).

In this article, we provide a quantitative analysis of tex-
tual relationships induced by citing sentences with a view
toward potential applications in summarization and infor-
mation retrieval. We describe a new similarity metric, cohe-
sion, and use it to analyze a corpus of biomedical journal
articles from PubMed Central Open Access (PMCOA). We
examine the textual relationship between the abstract of an
article and the set of all sentences that cite it, also known as
citation summaries (Figure 1) as well as the textual relation-
ship between pairs of articles cited in the same citing sen-
tence (Figure 2). The most salient finding is that co-citation
implies textual similarity. Further, the similarity of the co-
cited papers is proportional to the proximity of their citations
in the citing article. For example, papers co-cited in the same
sentence tended to be more similar than papers co-cited in
the same paragraph (Kessler, 1963; Small, 1973; Nanba and
Okumura, 1999; Nanba et al., 2004).

Citing Sentences and Abstracts

We define the citing sentences of an Article A to be the col-
lection of sentences that contain citations to A. Both the ab-
stract and the citing sentences of an article can be considered
as a kind of summary of the article. The abstract (Figure 3)
is produced by the authors of an article and conveys the
central ideas of the article from the authors’ perspective. In
contrast, the citing sentences (Figure 4) are a collaborative
summary that indicates what other researchers found rele-
vant, interesting, or novel about the article. Thus, the citing
sentences of an article (Figure 1) can be used to produce a
different kind of summary from the traditional abstract.

Bradshaw (2003) showed that citing sentences do indeed
provide many different perspectives on the same article.
Recent work by Nakov et al. (2004) has shown in articles the
utility of text near citations, which they neologized as 
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“citances,” and used to automatically learn paraphrases from
biomedical papers.

Example Abstract and Citing Sentences

For context, we provide and analyze an example abstract
and citation summary sentences for an article (i.e., Kenny,

Enver, & Ashworth, 2002) randomly selected from one of
the 2,497 used in the study (discussed later). This article’s
PubMed ID is 12392602.

The abstract and citing sentences are displayed in 
Figures 5 and 6, respectively. Sentences in the abstract and
citing sentences relate several types of information: back-
ground or context information, intermediary information
such as experimental methods, and results. Virtually all
abstracts contain all these types of information (Nanba,
Kando, & Okumura, 2004), but the set of citing sentences
may refer to only one or two of them. In addition, a citing
sentence may itself be background or intermediary informa-
tion in the context of its own article even though it refers to
results from the article it cites. In this case, there are five cit-
ing sentences: three from Kenny, Enver, & Ashworth (2005;
PubMed ID 15642117) and two from Goverdhana et al.
(2005; PubMed ID 15946903). One of the citing sentences
in Kenny et al. (2005) refers to results and the other two to
experimental methods (intermediary information) while
both of the citing sentences in Goverdhana et al. (2005) cite
results. 

It is known that researchers cite other papers for a variety
of reasons. In Nanba and Okumura (1999) and Nanba,
Abekawa, et al. (2004), the authors define three classes of
citations: citations that base current work on the cited paper
(Type B), citations that compare current work to related pa-
pers or point our problems (Type C), and citations that do not
fall into either of the previous two classes (Type O). The
variability of citation types may help produce a more com-
prehensive summary by describing different aspects of the
same article.

Co-Citations

The relationship between abstracts and citing sentences is
not the only relevant data that we can extract from citing
sentences. Another interesting feature of citing sentences is
that of co-citation. A citing sentence can contain references
to two or more other articles; these articles are said to be co-
cited by the citing sentence (Figure 2). Co-citations can
occur at various granularities: sentence level, paragraph
level, section level, and article level. Articles can be co-cited
by only one paper or by many different papers; this also may
have a relationship to the similarity of the co-cited papers.

Research Hypotheses

Intuitively, citing sentences should be a valuable source
for mining the knowledge in the cited publications. If the in-
formation contained in the citing sentences is more focused
than the information contained in the abstract, extractive
summaries (i.e., summaries containing the most salient sen-
tences from the article) based on the citing sentences may be
useful. They would provide a more concise summary of 
the abstract and contain specifically the information from the 
article that others found useful. In addition, examining 
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FIG. 1. Citation Topology 1: All papers Citing a Given Paper.

FIG. 2. Citation Topology 2: All papers Citing a Given Pair of Papers.



co-cited articles might provide a fast and useful way to find
articles similar to one under consideration.

More specifically, we attempt to confirm the following
hypotheses:

• The citation summary of an article is similar to that article’s
abstract.

• Citing sentences contain more focused information than
does the abstract.

• The amount (or diversity) of information contained in the
citing sentences converges as the number of citing sentences
grows.

• Co-citation is highly correlated with textual similarity; as the
focus of co-citation (sentence, paragraph, section, or article)
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FIG. 3. Abstract of PubMed Article 12445333, “Optimization and Evaluation of T7 Based RNA Linear Amplification
Protocols for cDNA Microarray Analysis.”

FIG. 4. Citing sentences of PubMed Article 12445333, “Optimization and Evaluation of T7 Based RNA Linear 
Amplification Protocols for cDNA Microarray Analysis.”

FIG. 5. Abstract of PubMed Article 12392602, “Retroviral Vectors for Establishing Tetracycline-Regulated Gene
Expression in an Otherwise Recalcitrant Cell Line.”



becomes smaller and as the number of co-citations increases,
textual similarity will increase.

Comparing Texts: Cohesion

To test these hypotheses, we will need a quantifiable 
notion of focused information. If sentences in a text tend 
to be similar to each other, then the information is focused
because textually similar sentences are likely to be on the
same topic. In particular, textually similar citing sentences
probably city the same aspect of the cited article. In addition,
we would like to quantify the similarity between two texts
(abstracts and citing sentences) in such a way that the self-
similarity of a text can be compared to its similarity with 
another text. In other words, we would like to compare the
self-similarity of the abstract to its similarity to the set of cit-
ing sentences. Both quantities will be based on a sentence-
oriented version of the standard tf # idf approach (Salton &
Buckley, 1988). For comparing co-cited texts, normal 
document-oriented tf # idf suffices.

To calculate the similarity between a pair of texts, we use
the average weighted cosine similarity over all sentence pairs.
Each sentence is represented as a Vector S � Rq where each
nonzero element of S is a weighted count of the number of
occurrences of a word in the sentence. Each element is 
defined as �log( )CS(w) where s(w) is the number of sen-
tences containing Word w, �S� is the total number of sentences
in the corpus, and cs(w) is the number of times Word w
appears in Sentence S. Thus, less frequently occurring terms
are more heavily weighted since they carry more informa-
tion while words that occur in nearly every sentence (e.g.,
“the,” “of,” etc.) have a very small weight since they carry
little information. The cross-cohesion between two distinct
texts comprising sentences S1 . . . Sm and T1 . . . Tn is calcu-
lated as

s(w )
ƒ S ƒ

where � # , # � is the Euclidean dot product and ||S|| is the mag-

nitude of Vector |S| using the Euclidean norm. is the
cosine of the smaller angle between the two vectors. Its
value lies between 0 and 1, where 0 indicates the two sen-
tences have no words in common and 1 indicates they have
exactly the same words, although possibly in a different
order.

We also can compute the self-cohesion of a single text 
S1 . . . Sn by comparing each sentence with each other sen-
tence:

This avoids comparing each sentence to itself (Such com-
parisons always have a cosine of 1.) as well as redundant
comparisons (since the inner product is symmetric). Cs

reflects the homogeneity of information in a piece of text.
For example, the abstract displayed in Figure 7 has a rela-
tively high self-cohesion of 0.32 while the abstract displayed
in Figure 8 has a much lower self-cohesion of 0.013. We see
the first abstract mentioned “SCit” in all four sentences and
“side chain conformations” in three of the sentences while
the second abstract has much less lexical overlap between 
sentences—other than “PDB” in two sentences, only ex-
tremely common words (“is,” “the,” “and”) are shared.

Note that high Cc is not is fact a necessary condition 
for information similarity (or information homogeneity in
the case of Cs). If two sentences have a large cosine 
similarity, there is a large degree of lexical overlap among
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FIG. 6. Citing Sentences of PubMed Article 12392602, “Retroviral Vectors for Establishing Tetracycline-Regulated
Gene Expression in an Otherwise Recalcitrant Cell Line.



information-bearing words in its constituent sentences and
therefore a high chance of information overlap; but the in-
verse is not true: Lack of lexical overlap does not necessarily
imply two sentences do not carry the same information. As an
example, “Androgen receptor was found to bind to RAN 
in Homo sapiens” contains all the information that “Human
DHTR interacts with RASL2-8” contains (DHTR is an abbre-
viation for dihydrotestosterone receptor, dihydrotestosterone
is a synonyn for androgen; likewise RAN and RASL2-8 refer
to the same protein.), but have zero cosine since they share no
lexical tokens. This problem occurs frequently in biomedical
literature in particular because many concepts such as genes
or proteins have multiple aliases that depend on context. 
Ontologies, synonym dictionaries, and so on would help with
this problem, but introduce a large degree of additional com-
plexity to a simple lexical measure. Bradshaw (2002) showed
that this property is actually useful in a Reference Directed
Indexing system, where a diverse group of keywords 
provides a larger target for searchers.

To validate cohesion as a measure of textual similarity,
we compared it with various other cosine-based measures of
textual similarity on the experimental corpus (discussed ear-
lier). Table 1 shows how the cohension metric correlates
with raw cosine similarity, how cosines computed with 
“inverse sentence frequency,” correlate with cosines com-
puted with “inverse document frequency,” and how cosine
similarity of the abstract correlates with cosine similarity of
the body. We also compare tf # idf using stemming with
Porter’s) algorithm (1997) to unstemmed versions. Correla-
tions were computed using the cosines between all co-cited
papers in the corpus (discussed earlier) as a sample. The cor-
relation is generally quite strong, as would be expected. The
correlation between stemmed and unstemmed versions gives
some credence to the supposition that simple lexical similar-
ity is a good proxy for underlying semantic similarity.

Experiments

Having defined self-cohesion and cross-cohesion, we can
quantify the notions suggested in the hypotheses. To

determine the similarity between abstract and citing sen-
tences, we compute two quantities. The first is the cross-
cohesion between citing sentences and the corresponding
abstract, Cc [CIT (A), ABS (A)]. The second is the informa-
tion composition of the abstract and citing sentences; that
is, where in the article the information in the abstract and
information in the citing sentences come from. To determine
this, we split the article into paragraphs P1, . . . , Pm and sec-
tions S1, . . . , Sn, and compute the similarity between each
section and paragraph and the citing sentences and abstract.
We expect a correlation between the information-source dis-
tributions for abstracts and citing sentences.

To test whether citing sentences in general contain more
focused information than does the abstract, we check if the
self-cohesion of the citing sentences Cs[CIT(A)] exceeds.
The self-cohesion of the abstract Cs[ABS(A)].

To test whether articles having many citations are likely
to be repeatedly cited for a few things, we compute the 
self-cohesion of citing sentences Cs[CIT(A)] and see if there
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FIG. 7. Abstract of Gautier et al. (2004); Cs � 0.32.

FIG. 8. Abstract of Bourne et al. (2004); Cs � 0.013.

TABLE 1. Correlation rX,Y � for various related measures of textual
similarity. cos and cross-cohension Cc are parameterized on the vector
space representation used: d for the usual tf # idf, s for tf times inverse sen-
tence frequency, and ds and ss for the corresponding versions with each
token stemmed with Porter’s stemmer.

X Y rX, Y

coss [ABS(A), ABS(B)] coss [BODY (A), BODY (B)] 0.723
cosd [ABS(A), ABS(B)] cosd [BODY (A), BODY (B)] 0.810

cosd [ABS(A), ABS(B)] coss [ABS(A), ABS(B)] 0.922
cosd [BODY (A), BODY (B)] coss [BODY (A), BODY (B)] 0.810

coss [ABS(A), ABS(B)] cosss [ABS(A), ABS(B)] 0.898
cosd [ABS(A), ABS(B)] cosss [ABS(A), ABS(B)] 0.877
cosds [ABS(A), ABS(B)] cosss [ABS(A), ABS(B)] 0.874
cosd [ABS(A), ABS(B)] cosds [ABS(A), ABS(B)] 0.832
cosd [ABS(A), ABS(B)] coss [ABS(A), ABS(B)] 0.688

CCd [ABS(A), ABS(B)] cosd [ABS(A), ABS(B)] 0.866
CCds

[ABS(A), ABS(B)] cosd [ABS(A), ABS(B)] 0.860
CCs [ABS(A), ABS(B)] coss [ABS(A), ABS(B)] 0.857
CCss

[ABS(A), ABS(B)] coss [ABS(A), ABS(B)] 0.846

cov(X,Y )
sXsY



is a correlation with respect to the number of citing sen-
tences �A�.

To test the relationship between co-citation and textual
similarity, we computed the number of times each pair of cita-
tions was cited together in the same article, at the sentence,
paragraph, section, or complete article level. In addition, 
we counted the number of distinct papers citing each pair at
the article, section, paragraph, or sentence level. These values
were compared to the cosine similarity between the bodies
and abstracts of the two articles. This comparison uses the tra-
ditional uses the traditional document-oriented tf # idf rather
than the sentence-oriented cohesion.

Experimental Data

Given the proposed experiments, we require a corpus of
articles to analyze. Since we are interested in information 
retrieval and summarization particularly in a biomedical
context, we used biomedical journal articles for our experi-
ments.

Data Collection

The primary set of articles we analyzed was from the free
PubMed Central repository at http://www.pubmed
central.gov. We downloaded all 13,520 open-access
articles available as of October 1, 2005, from the NCBI FTP
site at ftp://ftp.ncbi. nlm.nih.gov/pub/pmc.
Of these, 2,497 were cited by at least one other paper 
in PubMed Central. In addition, we retrieved all papers in
PubMed Central citing the open-access subset and extracted
the citing sentences. Figure 9 gives the distribution of num-
ber of citations per article.

Data Preprocessing

The articles come in an XML format with references and
citations marked so that they can be extracted unambiguously.

We also extracted the abstract and body from each article
and segmented into sentences using MXTERMINATOR, a
maximum entropy based sentence-boundary recognition
tool (Reynar & Ratnaparkhi, 1997). Rather than using the
default model, trained on Wall Street Journal news articles,
we used a biomedical article specific model trained on 50
randomly selected articles comprising approximately
100,000 words.

Data Statistics

We present some statistics of the 2,497 articles investi-
gated. The articles were from most of the open-access jour-
nals available through PubMed Central. Table 2 lists those
journals with more than 20 articles cited by other articles in
PubMed Central. Over 1,000 of the articles are from the 
BioMed Central family of journals. Genome Biology had
307 articles; Nucleic Acids Research, Breast Cancer Re-
search, and Critical Care each had over 100. The complete
list of journals with open-access articles is available at
http://www.pubmedcentral.nih.gov/about/
openftlist.html.

Figure 10 shows the distribution of the number of sen-
tences in the abstract, which is approximately normal with 
M � 9.67 and SD � 4.82. The distribution of the number of
retrieved citing sentences is quite close to a power law (see
Figure 9) with k � �1.9663 and r2 � 0.958. The distribution
of the number of papers cited by each of the 13,520 open-
access articles is approximately normal with M � 41.66 and
SD � 37.31. 

Data Analysis

Given an Article A, we retrieve its abstract, ABS(A), and a
set of sentences from other PubMed Central papers that 
cite Article A, CIT(A). Because PubMed Central does not
contain all biomedical journal articles, CIT(A) is unlikely 
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FIG. 9. Distribution of the number of retrieved citing sentences of the
articles, on a log–log scale. The regression is log(y) � �1,9663 log(x) �
3.3173; r2 � 0.958.
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to contain every citation for A. However, we do assume that
it contains a representative subset. Additionally, we compute
all pairs of co-cited papers (A, B), such that there exists some
C such that C cites A and B.

Experiments and Results

Experiments testing our hypotheses are described in this
section along with results for the 2,497 articles from
PubMed Central.

Abstracts Versus Citing Sentences

Consider the following text pairs for which we compute
cohesion scores.

• Cs[CIT(A)]: Do all the citing sentences of A cite A for the same
reason, or do different papers cite different aspects of A?

• Cs[ABS(A)]: Is the abstract tightly focused, or does it give a
broader overview of various aspects of A?

• Cc[CIT(A), ABS(A)]: Is all the information in the citing sen-
tences contained in the abstract, or is there some divergence?
How much information is shared between the two?

• Cc[CIT(A), CIT(B)], Cc[ABS(A), CIT(B)]: where B is a ran-
domly chosen article not identical to A: We need negative
controls to ensure that the cohesions are higher than that 
expected by chance.

Our goal is to show the cross-cohesion between ABS(A)
and CIT(A) is lower than the two self-cohesion scores, but
significantly higher than the two cross-cohesion scores 
involving randomly chosen CIT(B). This might suggest that
there is information contained in the citing sentences of A
that is not contained in the abstract of A. It follows that cit-
ing sentences might be a potentially useful resource for sum-
marization and information retrieval, giving an alternative
view of the salient parts of the cited article.

Table 3 lists the sample mean and standard deviation of
the various cohesion scores. The average Cc[ABS(A),
CIT(A)] is less than the average Cs is defined on only sets of
more than one sentence and was computed on only 2,480 
abstracts and 1,527 sets of citing sentences. The difference
between Cs[ABS(A)] and Cs[CIT(A)] is significant at the
99.9999% confidence level as reported by a paired t test
computed for the 1,521 articles for which both self-cohesion
scores were defined. All the other pairwise differences are
that significant or even more so. Figures 11–15 display the
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TABLE 2. Journals with more than 20 open-access articles cited by other
articles in PubMed Central.

No. of articles Journal title

379 Nucleic Acids Research
361 Genome Biology
204 BMC Bioinformatics
193 Critical Care
170 Breast Cancer Research
169 PLoS Biology
119 BMC Genomics
115 Arthritis Research
77 BMC Microbiology
68 Arthritis Research & Therapy
67 Health and Quality of Life Outcomes
65 PLoS Medicine
62 Respiratory Research
56 Reproductive Biology and Endocrinology
53 BMC Cancer
51 BMC Evolutionary Biology
48 BMC Cell Biology
48 BMC Infectious Diseases
47 BMC Public Health
43 Malaria Journal
42 Evidence-based Complementary and 

Alternative Medicine
40 BMC Neuroscience
36 BMC Molecular Biology
35 Molecular Cancer
35 BMC Biotechnology
34 BMC Genetics
33 BMC Medical Research Methodology
31 BMC Biochemistry
30 Retrovirology
28 Journal of Biology
25 Current Controlled Trials in Cardiovascular Medicine
23 International Journal of Health Geographics
23 BMC Health Services Research
23 Journal of Biomedicine and Biotechnology
22 BMC Development Biology
22 Journal of Translational Medicine

BMC � BioMed Central; PLoS � Public Library of Science.

TABLE 3. Statistics of cohesion between various texts.

n M SD

Cs[CIT(A)] 1,527 0.1321 0.1131
Cs[ABS(A)] 2,480 0.1176 0.0579
Cc[ABS(A), CIT(A)] 2,497 0.0820 0.0545
Cc[CIT(A), CIT(B)] 2,497 0.0110 0.0104
Cc[ABS(A), CIT(B)] 2,497 0.0090 0.0068
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FIG. 11. Distribution of self-cohesion of CIT(A) � n � 1,527, M � 0.1321,
SD � 0.1131.



distribution of each cohesion score. Cs[CIT(A)] is roughly
normal but less tightly peaked than Cs[ABS(A)], although the
means are close; Cc[CIT(A), ABS(A)] has a significantly
lower mean, and the negative control Cc values are very low.

Results from this experiment confirm that the Cs[CIT(A)]
is consistently higher than the self-cohesion of Cs [ABS (A)]
for the same A. That is, the contents of citing sentences 
exhibit a greater uniformity than do the contents of the cor-
responding abstract. This confirms the common-sense notion
that the abstract serves as a synopsis of the entire article
while citations of the article focus on notable aspects of what
is presented in the paper.

ACM Digital Library. For additional validation, we also
examined a small collection of 66 articles from the 11th and
12th International Conference on the WWW, obtained from
the ACM Digital Library (http://portal.acm.org/
dl.cfm) to see if the trends observed for the biomedical
articles held for another domain. Figure 16 shows the distri-
bution of abstract length with M � 7.38 and SD � 2.85. The
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SD � 0.0579.
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M � 0.0820, SD � 0.0545.
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M � 0.0090, SD � 0.0068.
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FIG. 16. Distribution of the number of sentences in the article abstracts
for the ACM Digital Library articles.
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collection contained 305 citations. The results of the experi-
ment are summarized in Table 4. Here, the self-cohesion 
of the abstracts is significantly higher than the self-cohesion of
the citations. One explanation for this might be that in this
domain, each citing article contains fewer citing sentences
than in the biomedical domain, and citing sentences in
different articles tend to be less similar than citing sentences
in the same article. Cs[ABS(A)] and Cs[CIT(A)] are still both
greater than Cc[ABS(A), CIT(A)], which is again greater than
the negative controls. Thus, we can conclude that the ab-
stracts and citing sentences are still significantly similar in
this domain.

Information Source

Another experiment we carried out was to analyze ABS(A)
and CIT(A) to locate where in the original article information
came from. This is another way to test how the information
content of ABS(A) differs from the information content of
CIT(A). A very strong correlation would imply that the 
abstract and citing sentences (see Figure 17) both focus on
information from the same parts of the article while a lower
correlation implies they have differing focuses.

An Article A can be divided into Paragraphs P1, . . . , Pm

or Sections S1, . . . , Sn (where a section is a natural division
of the article made by the author). We then can look at the
cross-cohesion of each piece of the article (either Pi or Si

with ABS(A) and CIT(A). If the abstract and citing sentences
highlight information from the same part of the article, we

would expect to see a correlation between Cc[Pi, ABS(A)]
and Cc[Pi, CIT(A)] (and similarly for Si in place of Pi). To
test this, we collected two sets, each containing pairs of
cross-cohesion values:

Xpar � {(Cc[Pi, ABS(A)], Cc[Pi, CIT(A)]): for each 
Paragraph Pi in each Article A}

Xsec � {(Cc[Si, ABS(A)], Cc[Si, CIT(A)]): for each 
Section Si in each Article A}.

Table 5 gives some information about these quantities.
We then computed the correlation  coefficients rpar � 0.565
for Xpar and rsec � 0.564 for Xsec. These values suggest that
the citing sentences and abstract tend to be similar to the same
parts of the article, but there also are regions of the article
that are similar to just the abstract or just the citing
sentences.

Self-Cohesion of Citing Sentences

We also would like to see if information content conver-
ges as the number of citing sentences increases. Information
convergence would imply that as the number of citations for
an article grows, most citing sentences tend to cite the article
for a very small number of reasons. If the citing sentences
behave in this fashion, they could provide very tightly 
focused summaries of an article. In the context of search 
engines, this supports the work of Bradshaw (2002, 2003),
showing that terms contained frequently in citations can be
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FIG. 17. The abstract (top) and citing sentences (bottom) of PMC article 300680. Cc � 0.0408.

TABLE 4. Statistics of cohesion between various texts for the small 
collection of 66 articles from the ACM Digital Library.

n M SD

Cs[ABS(A)] 66 0.1287 0.0856
Cs[CIT(A)] 57 0.0894 0.0790
Cc[ABS(A), CIT(A)] 66 0.0708 0.0553
Cc[CIT(A), CIT(B)] 66 0.0209 0.0178
Cc[ABS(A), CIT(B)] 66 0.0176 0.0214

TABLE 5. Statistics for the cross-cohesion of paragraphs and sections
with abstracts and citing sentences.

n M SD

Cc[Pi, ABS(A)] 116,794 0.0575 0.0588
Cc[Pi CIT(A)] 116,794 0.0399 0.0540
Cc[Si ABS(A)] 31,047 0.0624 0.0482
Cc[Si CIT(A)] 31,047 0.0438 0.0427



used to boost the relevance of an article. To test whether
information in the citing sentences converges as the number 
of citing sentences grows, we compute the self-cohesion of
CIT(A) for each Article A and observe the correlation with
the number of citing sentences.

However, as seen in Figure 18, the average self-cohesion
actually decreases somewhat as the number of citing sen-
tences increases up to 20. Beyond 20 citations, there are only
a few articles with each number of citations (see Figure 9);
thus, discerning any trend is difficult. Therefore, we cannot
use the self-cohesion of the citations to confirm the hypoth-
esis that information in the citing sentences converges as the
number of citing sentences increases. As mentioned previ-
ously, low self-cohesion does not necessarily imply lack of
information convergence; hence, we cannot conclusively
reject the hypothesis.

One explanation for the trend seen could be that up to a
point, the number of things papers are cited for increases,
therefore decreasing the self-cohesion; but beyond that
point, papers tend to be cited repeatedly for the same few
things. This seems to be the case for the articles in the study
with more than 50 citing sentences (The citing sentences are
not reproduced here for space constraints; the relevant
PubMed IDs are 12144710, 12537568, 12182760, 11734060,
12537572), but since only a few papers are cited frequently,
a much larger collection of articles than the 2,497 used in the
study would be needed to examine this more rigorously. 
Another likely reason cohesion might decrease is synonymy
and related phenomena (e.g., “flies” vs. “Drosophila melano-
gaster”); different authors can paraphrase articles in differ-
ent ways and might not use exactly the same lexical items.
This type of behavior was described by Bradshaw (2002) in
his dissertation.

Co-Citations

Citing sentences contain additional information beyond
their plain text content—each citing sentence can poten-
tially cite many different articles. Obviously, co-citation is

generalizable to granularities larger than a single sentence.
Natural divisions are sentence, paragraph, section, and article.
We computed the cosine similarity between each pair of 
co-cited papers as well as the cosine similarity between an
equal number of randomly chosen non-co-cited papers.
There is a very large and significant difference (r � .001) in
the average cosine similarity for papers that are not co-cited
compared to those that are co-cited at any granularity
(Figure 19). In addition, there is a modest, but often signifi-
cant, increase in average similarity when papers are co-cited
additional times (Figures 20 and 21). In particular, the dif-
ference between one and two co-citations is significant at or
below the r � .001 level for each co-citation granularity.
There also is a large and significant (r � 0.001) difference
in similarity between papers co-cited only in the same paper
versus papers co-cited at smaller granularities (Figure 18).

However, there is no strong correlation in general 
between number of co-citations and similarity either between
abstracts (Figure 20) or body text (Figure 21). More than one
sentence, paragraph, or section can co-cite a pair of articles,
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FIG. 18. Average self-cohesion of CIT(A) by number of citing sentences.

 0.02

 0.04

 0.06

 0.08

 0.1

 0.12

 0.14

 0.16

0 10 20 30 40 50 60 70 80

A
ve

ra
ge

 s
el

f-
co

he
si

on
 o

f c
iti

ng
 s

en
te

nc
es

Number of citing sentences

FIG. 19. Granularity of co-citation versus average cosd.
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and one can ask if limiting the count of co-citations at these
granularities to distinct articles produces a correlation; how-
ever, it does not appear to make a significant difference. The
fact that articles are co-cited is a strong indication of simi-
larity, but additional co-citations do not imply that the arti-
cles are more similar. This finding implies that the ability to
navigate from a given article directly to co-cited articles
would be a useful way to find related work, but ranking 
co-cited articles by the number of co-citations would proba-
bly not be useful.

Conclusion

We introduced a sentence-oriented cosine similarity met-
ric called cohesion, which is highly correlated (r� .84) with
the document-oriented tf # idf-weighted cosine similarity
which it is based on. We defined two variants of cohesion,
self-cohesion and cross-cohesion, which allow comparison
of the self-similarity of a document to its similarity with 
another document.

We used cohesion to analyze a corpus of biomedical jour-
nal articles. Mean self-cohesion of the citing sentences was
somewhat higher than that of citations; however, variance of
self-cohesion of citing sentences is higher; self-cohesion 
of either is higher than corss-cohesion of citing sentences
and abstract of the same paper, which is much higher than
cross-cohesion with citing sentences of a random paper. 
Additionally, the cross-cohesion of abstract with some block
of article test and cross-cohesion of citing sentences with the
same block is moderately (r� .0493), but significantly, cor-
related. This suggests that abstracts and citing sentences
share some, but certainly not all, content in common.

However, the self-cohesion of citing sentences decreases
up to a point as the number of citing sentences increases. For
articles with more than 20 or so citing sentences, there is no
observable trend, but the number of samples available is
small. This is contrary to the expectation that self-cohesion
would increase or remain relatively constant as the number
of citing sentences increased since one would expect a paper
to be cited for a small number of different things. This

premise is not necessarily false because there are a number
of confounding factors such as synonyms and citing sen-
tences referring to other papers or other topics in addition to
the actual cited paper.

Since citing sentences appear to be somewhat more 
focused that the abstract and contain additional information
not in the abstract, they could be useful as a supplement. In the
absence of an abstract, the citing sentences may provide a
good substitute, especially in the context of automatic summ-
arization. There has been ongoing research to make machines
produce automatic summaries of an article, especially when
the abstract of an article is not provided (e.g., news articles) or
is not freely available (Kupiec, Pedersen, & Chen, 1995;
Luhn, 1958; Radev, Hovy, & McKeown, 2002; Teufel &
Moens, 2002). Automatically produced summaries are nor-
mally extractive; that is, they consist of a set of sentences form
the article that provides an overview of the information in the
article. This is much more tractable than the general problem
of free-text summarization, but it is still quite challenging.
Since there does seem to be a small, but quantifiable, differ-
ence in the information content of citing sentences as com-
pared to abstracts, using the citing sentences as a guide to the
salient aspects of an article in conjunction with other methods
may assist in creating more useful extractive summaries.

We also examined the relationship between co-cited 
papers. They are significantly more cosine-similar than two
random papers. Papers co-cited at a smaller granularity (in
same paper vs. in same section, paragraph, sentence) are
more cosine-similar than papers co-cited at a larger granu-
larity. Papers co-cited twice are significantly more similar
than papers co-cited only once. There are some additional
significant differences as the number of co-citations increases;
however, the number of co-citations is not directly correlated
to the cosine similarity. This suggests that the ability to browse
co-cited articles would be useful in finding related work.

We want to conclude using a reprise of the title and first
paragraph of this article by repeating the observation that the
citing sentences of an article are similar to the observations
in the story of the blind men and the elephant: Each sentence
gives a focused perspective of the cited article and not nec-
essarily a complete summary.
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