
Modeling and Analysis for Control
of Reactant and Water

Distributions in Fuel Cells

by

Buz A. McCain

A dissertation submitted in partial fulfillment
of the requirements for the degree of

Doctor of Philosophy
(Mechanical Engineering)

in The University of Michigan
2008

Doctoral Committee:
Professor Anna G. Stefanopoulou, Chair
Professor N. Harris McClamroch
Professor Jeffrey L. Stein
Research Scientist Hosam K. Fathy
Kenneth R. Butts, Toyota Engineering and Manufacturing, North America



c© Buz A. McCain

All Rights Reserved
2008



I dedicate this work to my father, Everd A. McCain, the greatest influence on the
person I have become. And to my mother, Iona I. McCain, who has always been

my greatest supporter.

ii



Acknowledgments

I owe a huge debt of gratitude to my advisor, Professor Anna G. Stefanopoulou,
for her guidance and patience during the last three years. I do not know how she
managed to put up with me, but I know better than to ask.

Dr. Kenneth R. Butts saved me from a financial abyss with his support of
my research at Toyota, and from spiritual oblivion with his friendship and living by
example. There’s really no way to pay him back, and he’s the first person to get me
to understand that it is not necessary to repay those kinds of debts.

Dr. Hosam K. Fathy was more than a committee member, his explanations of
the academic world helped me make sense of an unfamiliar arena, and his explana-
tions of modeling and model order reduction were indispensable.

I have Professor Jeffrey L. Stein to thank for getting me interested in model-
ing, starting me down the path to my current specialty. If I ever have a teaching
opportunity, my goal will be to imitate his lecture style.

Professor Harris McClamroch is the epitome of the ideal academic. Well-
respected and well-informed, high-energy and non-judgmental, helpful and friendly;
meeting him through class was providence. I am thankful for his participation in my
academic career.

A number of Toyota coworkers and supervisors share the credit for my meager
accomplishments, including my last pre-PhD supervisor, Mr. Hiroyuki Koba, who
supported my unorthodox plan respectfully. Mr. Chikuo Kubota and Mr. Akio
Nishimura taught me that I respond best to trust and responsibility, and without
their support, I would not have been able to study at the University of Michigan.
Special thanks are owed to Ms. Melissa Spaid, Mr. John Baylis and Mr. James
Griffith of Toyota Administration for their open-minded outlook on my return to
school.

My labmates made the difference during my time at the Powertrain Control
Lab. I am grateful to Dr. Ardalan Vahidi for his warm welcome during my first
months, and to Dr. Ray Chiang for his sense of humor and kindness. Dr. Amey
Karnik was invaluable to me for his knowledge of fuel cells, linear algebra, and strong
logical ability. Dr. Denise McKay, thank you for sharing your towering knowledge
of fuel cell operation and experimentation. Finally, I am thankful to Jason Siegel for
his willingness to share his knowledge and understanding of the theoretical side of
mathematics, as well as a helping hand for just about anything else.

I am very appreciative of the effort made by my study partner Gayathri Seenu-
mani to stay friends with me, since that is not an easy task. Together we conquered

iii



Quals, and made it through many classes. Thank you for sticking with me. Chris
Vermillion deserves special mention for his willingness to share both his impressive
knowledge of control theory as well as his optimistic opinions on politics during our
nearly two years of internship together.

Finally, I would like to express my appreciation of my wife, Yoshimi, who
definitely had reservations, but never complained loudly or directly. I would also
like to apologize to my children Tyler, Lyle, and Mia for being around so much, yet
playing with you so little. The hardest part of the last three years has been answering
your requests with ‘sorry, Daddy has too much to do’. I hope I can make it up to
you all.

iv



Table of Contents

Dedication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii

Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

List of Appendices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii

Chapter 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 Fuel Cell Operation . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.2 About Water in the Fuel Cell . . . . . . . . . . . . . . . . . . 3
1.1.3 Objective of the Research . . . . . . . . . . . . . . . . . . . . 6

1.2 Literature Survey . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.2.1 Fuel Cell Modeling . . . . . . . . . . . . . . . . . . . . . . . . 8
1.2.2 Fuel Cell Control . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2.3 Model Order Reduction . . . . . . . . . . . . . . . . . . . . . 10
1.2.4 Contributions and Outline . . . . . . . . . . . . . . . . . . . . 12

Chapter 2 Full-Order Model Formulation . . . . . . . . . . . . . . . . . 14
2.1 Model of the Gas Diffusion Layer . . . . . . . . . . . . . . . . . . . . 14

2.1.1 Model Assumptions . . . . . . . . . . . . . . . . . . . . . . . . 15
2.1.2 Continuous 1D Model Formulation . . . . . . . . . . . . . . . 17
2.1.3 Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . . 20

2.2 Channel Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3 Discretization and Numerical Solution . . . . . . . . . . . . . . . . . 24

2.3.1 Difference Equations . . . . . . . . . . . . . . . . . . . . . . . 25

Chapter 3 Model Order Reduction . . . . . . . . . . . . . . . . . . . . . 27
3.1 Derivation of the Bond Graph Equations . . . . . . . . . . . . . . . . 27

3.1.1 Gas Species Concentration (Capacitance Model) . . . . . . . . 28
3.1.2 Gas Species Diffusion (Resistance Model) . . . . . . . . . . . . 29

v



3.1.3 Liquid Water Storage (Capacitance Model) . . . . . . . . . . . 30
3.1.4 Liquid Water Transport (Resistance Model) . . . . . . . . . . 31

3.2 The Bond Graph Model . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.3 The Model Order Reduction Algorithm . . . . . . . . . . . . . . . . . 35

3.3.1 Background of the MORA . . . . . . . . . . . . . . . . . . . . 35
3.3.2 Application of the MORA . . . . . . . . . . . . . . . . . . . . 36

3.4 Time-Scale Decomposition . . . . . . . . . . . . . . . . . . . . . . . . 40

Chapter 4 The Semi-Analytic Solution . . . . . . . . . . . . . . . . . . 44
4.1 Development of the Semi-Analytic Model . . . . . . . . . . . . . . . . 44

4.1.1 Sensitivity of Diffusivity to Liquid States . . . . . . . . . . . . 45
4.1.2 Gas Constituent Solutions . . . . . . . . . . . . . . . . . . . . 46
4.1.3 Liquid Water Solution . . . . . . . . . . . . . . . . . . . . . . 51
4.1.4 Vapor Solution Transition . . . . . . . . . . . . . . . . . . . . 52
4.1.5 Simulation of Vapor Solution Transition . . . . . . . . . . . . 53

4.2 Verification of the Semi-Analytic Model . . . . . . . . . . . . . . . . . 54
4.3 Applications of the SAS Model . . . . . . . . . . . . . . . . . . . . . 56

4.3.1 About the Along-the-Channel Dimension . . . . . . . . . . . . 56
4.3.2 Model Extension to 1+1D . . . . . . . . . . . . . . . . . . . . 58
4.3.3 Maximizing Hydrogen Utilization by Control . . . . . . . . . . 61

Chapter 5 Control Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.1 Analysis of Equilibria . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.2 Stability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

5.2.1 Stability of Liquid Water in the GDL . . . . . . . . . . . . . . 68
5.2.2 Linearization of the Continuous PDE . . . . . . . . . . . . . . 69
5.2.3 Transformation of the Linearized PDE . . . . . . . . . . . . . 71
5.2.4 Stability of the Transformed PDE . . . . . . . . . . . . . . . . 73

5.3 Stabilizing Equilibrium . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.4 Control Objective Concept . . . . . . . . . . . . . . . . . . . . . . . . 78
5.5 Controllability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

5.5.1 On the Choice of Controllability-Observability Test . . . . . . 80
5.5.2 Available Control Inputs . . . . . . . . . . . . . . . . . . . . . 83
5.5.3 Surrogate States for Reduced Models . . . . . . . . . . . . . . 85
5.5.4 Controllability-Observability Results . . . . . . . . . . . . . . 86
5.5.5 Controllability-Observability Tables . . . . . . . . . . . . . . . 86
5.5.6 Controllability of the GDL Liquid . . . . . . . . . . . . . . . . 90

Chapter 6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
6.1 Fuel Cell Control-Oriented Modeling . . . . . . . . . . . . . . . . . . 92
6.2 Control Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

Appendices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

vi



List of Figures

Figure
1.1 Basic concept of fuel cell electricity generation. . . . . . . . . . . . . . 2
1.2 ESEM images of GDL porous media in various stages of flooding . . . 4
1.3 Water generation, transport, and phase change occur throughout the

fuel cell. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Overview of research content, leading to the control-oriented model

and its control analysis. . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1 Basic concept of water transport in a fuel cell. . . . . . . . . . . . . . 17
2.2 Capillary flow of liquid water through the gas diffusion layer . . . . . 19
2.3 Boundary conditions for anode and cathode GDL. . . . . . . . . . . . 22
3.1 Bond Graph Building Block for one Discrete GDL Section . . . . . . 33
3.2 Complete Bond Graph Representation of a 3-Section Discrete Water

Dynamics Model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.3 Activity of resistive elements have information regarding degree of

linearity of distribution from state in discretized PDEs. . . . . . . . . 38
3.4 Small activity leads to residualization of the state associated with the

capacitive element. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.1 Steady-state error in (cv,an − csat

v )|x=0 for varying choices of constant
liquid water fraction. . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.2 Use of s = sim has negligible effect on solution. . . . . . . . . . . . . . 47
4.3 Transient solutions of cH2 and cv,an for a step in current density (0.15

→ 0.30 A/cm2). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.4 Water vapor distribution for the switching analytic solution with the

mobile front in the transition from two-phase to single-phase during a
step change in λH2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.5 The semi-analytic model is able to capture static and transient trends
in a direct comparison to experimental voltage output, and generates
a voltage estimate very similar to the numeric solution . . . . . . . . 55

4.6 The voltage prediction captures fluctuations due to changing condi-
tions, and bias is within the cell-to-cell variation. . . . . . . . . . . . 56

4.7 Neutron imaging shows liquid water accumulating near the anode
channel exit (horizontal liquid images are from cathode side). . . . . . 57

vii



4.8 Schematic of along the channel model, with two-phase front for chan-
nel, and within the GDL for each unit model discretization along the
channel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.9 Distribution along-the-channel of water vapor at the membrane, as
well as liquid, water vapor and hydrogen in the channel (λH2 = 250%). 60

4.10 Distribution along-the-channel of water vapor at the membrane, as
well as liquid, water vapor and hydrogen in the channel (λH2 = 400%). 61

4.11 Addition of a temperature gradient turns model prediction from flood-
ing to non-flooding for otherwise identical conditions. . . . . . . . . . 62

4.12 Hydrogen waste comparison between dead-ended and flow-through an-
ode control. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.13 Simple P-control driven by exhaust humidity error versus reference
prevents voltage degradation due to liquid accumulation. . . . . . . . 63

5.1 Experimental results support the hypothesis that anode flooding causes
voltage degradation that is recovered through anode channel purging. 68

5.2 The transition from almost complete liquid transport to complete va-
por transport across the GDL-channel boundary. . . . . . . . . . . . . 76

5.3 Channel water vapor concentration boundary value can shape the liq-
uid water distribution. . . . . . . . . . . . . . . . . . . . . . . . . . . 79

D.1 Solution flow the case where the GDL has s > 0 for all sections (xfr = L).113
D.2 Solution flow for the case where there may be some s = 0 sections

(xfr < L). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

viii



List of Tables

Table
3.1 Activity Summary for Borderline and Flooding Cases . . . . . . . . . 37
3.2 Options for element reduction based upon activity analysis . . . . . . 40
3.3 Gas and liquid state coupling versus current density i. . . . . . . . . . 42
3.4 GDL State Response Speeds (Time Constants (τc) ) . . . . . . . . . 43
5.1 Cases Studied for Controllability/Observability . . . . . . . . . . . . 84
5.2 States in the output matrix removed by analytic solutions are replaced

by remaining surrogate states. . . . . . . . . . . . . . . . . . . . . . . 86
5.3 Controllability PBH Eigenvector Test Result . . . . . . . . . . . . . . 87
5.4 Observability PBH Eigenvector Test Result . . . . . . . . . . . . . . . 88
A.1 Constant values and notation . . . . . . . . . . . . . . . . . . . . . . 95
A.2 Variable descriptions . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
A.3 Parameter descriptions . . . . . . . . . . . . . . . . . . . . . . . . . . 96

ix



List of Appendices

Appendix
A Abbreviations and Nomenclature . . . . . . . . . . . . . . . . . . . . . 95
B Separation of Variables . . . . . . . . . . . . . . . . . . . . . . . . . . 97
C Liquid Steady-State Solution Derivation . . . . . . . . . . . . . . . . . 103
D Simultaneous Solution of SAS Boundary Conditions and Coefficients . 106
E Voltage Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

x



Chapter 1

Introduction

1.1 Motivation

Fuel cell technology has been ’on the horizon’ since its successful implementation

in the space programs of the 1950s, with business and technology pundits as far

back as 1960 proclaiming that ”...a score of non-utility companies are well advanced

toward developing a powerful chemical fuel cell, which could sit in some hidden

closet of every home silently ticking off electric power” ([1]). Over 47 years since

that hopeful prediction, and over 160 years since the fuel cell was discovered, there

are still a number of significant obstacles to widescale implementation. Commonly

listed barriers include hydrogen generation and storage, component durability, cost,

thermal and water management, system integration, poisoning, startup/shutdown,

and public perception.

In spite of the great deal of work that remains to be done, fuel cells represent

an important part of the proposed hydrogen economy, and an immense opportu-

nity to impact the socioeconomic structure of society. The last several years have

seen a significant increase in budgeting for fuel cell research and hydrogen economy

development, with examples including General Motors’ funding of over $1B in fuel

cell research through 2003 ([2]), President Bush’s pledge of $1.7B over 5 years in

research support during the 2003 State of the Union address, and California Gov.

Schwarzenegger’s promise to install a hydrogen highway refueling system, estimated

at $60 million, by 2010.

1



1.1.1 Fuel Cell Operation

Polymer electrolyte membrane fuel cells (PEMFC) are electrochemical energy con-

version devices that convert the chemical energy of supplied reactants (hydrogen and

oxygen) into electricity. Of the many types of fuel cells, the PEMFC is considered

a commercially implementable frontrunner for its low temperature operation and

efficiency.

Shown pictorially in Fig.1.1, each fuel cell consists of an anode side and a

cathode side, commonly referred to as the electrodes. The main components on

each electrode are the channel through which the reactants enter/exit the fuel cell

assembly and a gas diffusion layer (GDL) that receives all or a portion of the flow

and physically distributes the reactants over the catalytic material. The catalyst

is typically a coating on the part of the GDL that is in contact with the proton

exchange membrane (PEM). The heart of the fuel cell is the PEM, which is a thin

proton- and water-permeable material that requires sufficient humidification in order

to function efficiently and safely (without damage).
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Figure 1.1: Basic concept of fuel cell electricity generation.
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To summarize the operation simply, reactant gases are supplied to both elec-

trodes of the fuel cell via the channels, the gas diffusion layer facilitates even distri-

bution to the catalyst-coated membrane, and the catalyst accelerates the oxidation

and reduction of the reactants, which are the primary reactions desired for fuel cell

operation (Fig. 1.1).

The inputs to the system are the reactants and water (in the form of humidified

reactant flows), while the outputs are electricity and more water. Water is mentioned

as an input and an output because water is required for operation of the cell, and

water is generated as a result of operation of the cell. Oxygen is available as a

component of air, and the hydrogen must be processed and provided in pure form to

the cell stack. The topic of hydrogen reformation is a complex research topic on its

own.

The H2 oxidation on the anode catalyst of the membrane releases two electrons,

which traverse the circuit to satisfy the load required of the cell, while the remaining

protons (H+) travel through the membrane to the cathode side. The cathode side

catalyst splits the oxygen molecules, which then join with the electrons completing

the circuit and the protons from the membrane to form product water. On both sides

of the membrane, the hydrophobic GDL porous material draws the water away from

the membrane and catalyst to the respective channels for removal. The production,

phase transformation, and transport of water within the fuel cell is critical for efficient

performance and long life. As a prime example, the efficiency of membrane proton

transport (the proton conductivity) is directly dependent upon the water content of

the membrane.

1.1.2 About Water in the Fuel Cell

Water management is the fuel cell implementation barrier addressed in this thesis.

At issue is the need to balance the detrimental effect of liquid water accumulation

against the requirement of a sufficient level of water in the membrane. High mem-

brane humidity is desirable for proton conductivity, yet excess liquid water has been

experimentally shown to be a cause of output voltage degradation [3, 4]. Specifically,

liquid water occupies pore space in the porous material of the GDL, impedes the dif-

fusion of reactant flow towards the membrane, and ultimately reduces the active

fuel cell area. The pore blocking phenomenon is shown clearly in the environmental

scanning electron micrograph (ESEM) image of liquid accumulation in Fig. 1.2.

Transport, generation, and phase change of water are critical aspects of the

3



Figure 1.2: ESEM images of GDL porous media in various stages of flooding [5].

modeling of fuel cell dynamics. As shown in Fig. 1.3, evaporation/condensation

occurs throughout the GDL and channels, water is generated on the cathode catalyst,

and transport across the boundaries between both GDLs and the membrane as well as

across the GDL-channel interfaces must be considered. Membrane water transport

occurs as a result of competing phenomena, the osmotic drag and back diffusion.

Osmotic drag is the process by which protons traveling across the membrane drag

water molecules with them. Osmotic drag is a function of water content and current

drawn, and flows from anode to cathode. The direction of back diffusion is typically

opposite to that of osmotic drag because it is driven by a concentration gradient and

the cathode commonly has higher water vapor concentration than the anode.

Also shown in Fig. 1.3 is the valve controlling the anode outlet flow. In dead-

ended anode architecture, the valve is closed, and is opened for only a short period

of time (e.g. 1 sec in 180 sec) to remove water. In a flow-through arrangement, the

control valve position ū is varied between zero and one based on some control logic.

To avoid damage associated with membrane and GDL drying, fuel cells may

be operated under flooding conditions (i.e., a net build-up of liquid water). Removal

of liquid water is necessary to regain performance lost when reaction sites become

flooded. Recovery is typically accomplished by a massive and brief inlet flow increase

(e.g. anode purge), which lowers efficiency due to the large reactant flow out. Addi-

tionally, durability can be compromised by the cycling of the GDL through saturated

and sub-saturated conditions that arise from these substantial periodic inlet flow rate

changes.

The management of water within the fuel cell stack is critical for optimal stack

4
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Figure 1.3: Water generation, transport, and phase change occur throughout the fuel
cell. A dead-ended anode channel has the outlet closed except during intermittent
high velocity flow purges.

performance. The overall goal is to use control to strike a balance between hydrogen

and oxygen delivery, and water supply/removal.

In this work, anode water management is addressed (instead of cathode) for

four reasons. First, anode components significantly increase the cost, weight, and size

of a fuel cell system. Efficient anode water management will enable the elimination or

reduction in equipment for anode inlet humidification and/or recirculation systems.

Second, avoidance of excessive flooding allows higher hydrogen concentrations to

be attained, preventing starvation and fuel cell damage due to carbon corrosion.

Third, we desire to implement a flow-through anode channel arrangement to avoid

the detrimental effect on GDL material cycling through liquid saturation and drying

that occurs during purge cycles in a dead-ended system. Finally, we seek to avoid

the previously mentioned cell voltage degradation associated with anode channel

flooding.
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1.1.3 Objective of the Research

Figure 1.4 provides an overview of the research content of this thesis. The specific ob-

jective of this work is to derive a control-oriented fuel cell model where the states used

have physical meaning, the computational cost is minimized, and the performance is

equivalent to an existing 24-state numeric fuel cell dynamics model [3]. The objective

is approached as a combination of model reduction and model derivation. The pre-

existing work includes a physics-based continuous model with six 2nd-order PDEs,

ordinary differential equations for channel mass balance, and a set of algebraic equa-

tions related mostly to membrane transport and orifice flows. The pre-existing work

also includes an implementation of the continuous model as a series of cascaded first-

order difference equations, with validation. In this thesis, a control-oriented model

that maintains the physically-intuitive characteristics is reached via a combination

of nonlinear model order reduction, modal analysis, analytic solutions to the PDEs,

and a control study of both the continuous PDE model and the difference equation

approximation.
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Figure 1.4: Overview of research content, leading to the control-oriented model and
its control analysis.

The full-order model was shown to predict the experimentally-observed voltage

degradation during prolonged operation in a dead-ended anode condition [3], and

the mass of water that accumulates in the anode channels measured via neutron
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imaging [4].

Though 24 states might seem sufficiently low order, a 3-section discretization is

quite coarse, providing limited or vague physical insights. For analysis, finer spatial

resolution is desired, but for each section added to the spatial discretization, a six-

fold increase in the number of states is generated. Model order reduction is pursued

for the dual purposes of simplification for control and for increased resolution at

similar computational cost. The model order reduction methodology created here

is a combination of an energy-based state contribution analysis, model assumption

error study, empirical model reformulation, singular perturbation investigation, and

application of PDE analytic solutions to reduce the computational load associated

with simulation of dynamic state equations.

Model simplification is accomplished by derivation of a semi-analytic solution

(SAS) model which replaces the majority of the dynamic states with their analytic

solutions, thereby reducing computational effort. The SAS model is validated using

experimental data under dead-ended operation conditions, and is applicable to flow-

through since the on-off dead-ended arrangement is a subset of flow-through.

System behavior is studied through an analysis of the range of possible equilib-

ria. Further, though the total system shows unbounded growth for bounded inputs,

the GDL portion of the liquid water distribution is found to be stable using a Lya-

punov stability analysis, implying that it is the anode channel liquid mode causing

the unbounded growth. Further, this mode is shown to be controllable, a necessary

condition for system stabilizability. Based on stability, maximization of hydrogen

utilization, equilibrium analysis, and controllability-observability arguments, a hy-

pothesis on an appropriate control setpoint is made. It will be the equilibrium condi-

tion such that net water flow into the anode GDL is zero and where the water mass

transport across the GDL-channel interface is only in vapor phase. For conditions

where a lack of liquid water disrupts evaporation, switching water vapor solutions

are provided. This is necessary since the setpoint will be on the cusp of GDL drying.

This condition is termed a borderline drying condition because it is the point where

the boundary between the single-phase and two-phase water distribution lies on the

GDL-channel interface and there is no liquid flow from GDL to channel.
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1.2 Literature Survey

1.2.1 Fuel Cell Modeling

Fuel cell modeling is a widely researched field, as evidenced by the plurality of pub-

lished work on review of the models themselves (e.g. [6]). For the purpose of provid-

ing perspective for the work herein, it is helpful to classify FC models by motivation

(as accurate as possible by some experimental measure or control-oriented derivation

with sufficient accuracy), by formulation (analytic, low-order numeric, high-order nu-

meric), by dimension (0D, 1D, 1+1D, 2D, 3D), and by dynamic conditions (transient

or steady-state).

The zero-dimensional models consider only the average values of the species

pressures within the fuel cell, whereas the one-dimensional model adds spatial vari-

ation either in the through-membrane direction or along-the-channel. The union of

the two types of 1D model produces the 1+1D model, so named because though

the channel may be serpentine, it is assumed to be stretched out into a straight

line. There is variety in the definition of a 2D model, with some mapping the vari-

ation in the plane of the membrane ([7]), some addressing the plane normal to the

membrane ([8]), and still others adding a dimension along the channel width to the

through-membrane spatial variation ([9]).

The 0D models are for control applications, usually with the fuel cell as a

component in an overall system (FC plus parasitic support devices or fuel reforma-

tion [10],[11],[12]). For the most part, fuel cell modeling has become more complex

since Springer et al ([13]) and Bernardi et al ([14]) published early 1D work on the

topic in 1991. 1+1D work was pioneered by Fuller et al ([15]) in 1993, followed by

Dannenberg’s ([16]) steady-state mathematical model revealing variation in mem-

brane water content along the channel. Recent along-the-channel work includes

Kulikovsky’s ([17]) investigation of semi-analytic means to determine variation in

reactant concentration and current density along a straightened channel and Berg et

al ([18]) applying channel spatial variation for water management. All the aforemen-

tioned 1+1D models are steady-state. Most models published implement numeric

solutions, with the 2D and higher dimension models exclusively employing intense

computational numeric algorithms ([19],[20]). Again, steady-state solutions comprise

the majority of the higher dimension models, though [9] includes transients.

The work herein would be classified as a 1D, dynamic, control-oriented model by

way of model-order reduction of a medium-order numeric model, with experimental
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validation of sufficient accuracy and supplemental inclusion of analysis for control.

Similar practical application of mathematical modeling work is also being per-

formed by Promislow [21, 22], though without the focus on simplification to prepare

for a control-oriented application. For example, though Promislow includes convec-

tive transport, our assumption of a diffusion-dominated GDL gas transport model

allows a simple steady-state analytic solution for the gas constituent distributions to

be found, which facilitates stability analysis. Similar to [22], we apply quasi steady-

state solutions for the fast gas species, and focus on the slow transients of the liquid.

Another difference can be found in our assumption that water vapor concentration

variation from saturation within the membrane electrode assembly has an important

role to play in liquid and vapor water transport through the gas diffusion layers. Use

of this vapor concentration model provides for diffusive transport under isothermal

conditions.

The very recently published work in [23] has the similar goal of a two-phase

PEMFC model for control by reducing the complexity. The assumptions and fo-

cus areas are significantly different, however, with the analysis of the water spatial

distributions within the GDLs, inclusion of membrane water vapor transport, and

emphasis on avoidance of flooding-induced degradation of voltage output as the fo-

cus of this work as opposed to their simplifying assumptions of lumped values for

constituents in the GDL, liquid membrane transport, and emphasis on capturing the

multiplicities predicted by their high-order model.

1.2.2 Fuel Cell Control

Fuel cell control is a growing research interest area, with work expanding in both

component and system levels. Modeling and control by [24] and [25] focused on issues

associated with control of fuel cells and support components such as compressors run

parasitically by the fuel cell. Further, when discussing fuel cell control, the typical

meaning is fuel cell power control and the goal is operating the fuel cell efficiently

while striving to meet the power demands placed on it. Controlled variables for

safe and efficient fuel cell operation include oxygen concentration, relative humidity,

and power output. In [26], the control methodology attempted to address all of

these varied control objectives by nesting multiple loops. Ideas in the literature

for power control include setting a voltage output command to obtain cell current

output to meet the power requirements (or vice versa due to the current-voltage

dependency) [26], modulation of oxygen excess ratio via airflow [27], and application
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of controlled DC/DC converters to convert the fuel cell output to a desired power

level [28]. Airflow rate and stack current are the typical control inputs for oxygen

starvation prevention [29], while temperature was used as the manipulated variable

for humidity control in [26].

1.2.3 Model Order Reduction

Model order reduction has a long and well-documented history. While the list of

articles relevant to model order reduction is dauntingly long, a very brief summary

of some of the major points is included here to aid in the understanding of the

proposed direction.

Linear MOR: The vast majority of model order reduction is done on linear

or linearized systems, in the state space, and has as a fundamental aspect a change

of coordinates. A basic example of this is the eigenvector-based method of using a

similarity transformation matrix with columns formed by the unit eigenvectors of

the system. Each eigenvalue of the system provides information regarding the speed

of its respective mode. In modal truncation, the fastest modes are removed from

the system. At issue, however, is whether the modes should be removed in order

from fastest to slowest, or if there might be slower modes that contribute less than

one of the faster modes.

In Moore’s classic work [30](1981), he introduced the usage of Hankel singular

values (which he termed ‘second-order modes’) and the balanced realization, which

is, again, a similarity transformation of the original system. This balanced version of

the system is obtained by determining the transformation that renders the observ-

ability and controllability grammians diagonal and equal. The diagonal elements of

these grammians are the Hankel singular values of the system. The magnitude of the

Hankel SVs indicates the significance of that mode to the input-output dynamics.

The modes judged to be non-contributing can be reduced through either truncation

or residualization. This method represents a variation on eigen-based concepts, be-

cause the Hankel SVs are the square root of the eigenvalues of the product of the

controllability and observability grammians. The idea of an internally balanced sys-

tem is that if a realization can be found where the input-output relationships are

equivalent within each mode, then it will be possible to determine which modes con-

tribute the least to both input and output simultaneously. The advantage over the

modal truncation is that the balanced realization considers the inputs and outputs

selected, and uses that information to rank the mode contribution.
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Other important work in the field includes Wilson’s historic work [31](1970)

focusing on minimizing a quadratically-weighted output error (optimality), as well

as Skelton’s [32] use of a quadratic optimality criterion to decompose the error con-

tribution of each state, then truncating those that contribute least to the error [33].

Loeve [34] is credited with creation of the data-based Karhunen-Loeve method (aka

POD - Proper Orthogonal Decomposition). Glover [35] has become synonymous with

analysis of the Optimal Hankel Norm approximation, and its infinity-norm bound.

An attractive aspect of the Optimal Hankel Norm approximation method is that its

error bound is half that of the balanced realization methods.

It would not be unusual to specify a classification of model order reduction by

its usage of projections onto a subspace spanned by a basis of modes as the foun-

dation of the method. This classification would cover the majority of methods used

in practice. Within this lower-order-subspace projection classification, modal trun-

cation, balanced truncation, the POD, and the moment-matching Krylov subspace

methods are the most commonly applied.

The remaining group of model order reduction techniques is much harder to

classify than the subspace-projection methods described above. For lack of a better

term, these methods might be called the non-subspace-projection methods. They

include singular perturbation (within which balanced residualization would be in-

cluded), the Optimal Hankel norm model reduction [35], and the equally applicable

to linear and nonlinear systems model order reduction algorithm (MORA) [36].

In balanced residualization, the first step is, like balanced truncation, to find

a balanced realization of the system and determine which states of the new system

contribute least to the input-output relationships by analysis of the Hankel singular

values (typically, these states are the ‘fast’ states of the new system). These fast

states are not truncated, however. They are re-introduced into the reduced system,

maintaining the DC gain, by setting their derivatives to zero.

A somewhat unique method of model order deduction (MODA), created by

Stein and Wilson [37], takes a notably different tack to determine a sufficient model

order for the application. In MODA, instead of reducing a model, given the desired

range of frequency of operation, the model is built-up, mode by mode, until sufficient

accuracy of the highest frequency mode within the range of interest is obtained.

Accuracy is judged by how much the eigenvalues of the modes change each time the

order of the model is increased through addition of the model accuracy-improving

modes. The error bound for MODA, set in terms of allowable eigenvalue variation,

must be set as a design specification prior to model creation.
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Work in linear system order reduction is still an active topic of research, as

evidenced by recent papers from Lall [38] and Rowley [39]. With Lall working on

applications of POD to mechanical systems and Rowley presenting a combined “Bal-

anced POD” method of determining approximate balanced truncations to gain com-

putational efficiency.

Nonlinear MOR: The application of model order reduction to nonlinear sys-

tems is still in the steep learning curve phase, and much of the work seeks to draw

upon the large number of linear systems tools available. Lall [40],[41] and Wil-

son [42] quasilinearize (through describing functions or Taylor series expansion), and

then apply POD or balanced realization techniques. The Trajectory Piecewise Linear

(TPWL) approach is also seeing significant research activity ([43],[44]) in conjunction

with truncated balanced realization. It should be noted that the MORA of Stein

and Louca is applicable to nonlinear systems, adds minimal additional computation

effort, but does not have clearly defined error bounds.

For the purposes of foreshadowing the direction of this research, it is important

to note that most MOR methods do not preserve the meaning of the states of models

created from first principles. The reduced system states exist as combinations of the

original states. After transformations and truncations/projections, it is, in general,

not possible to assign physical meanings to the reduced model states (though in

chance applications, it is sometimes the case that a state chosen from first principles

happens to be close to a remaining mode of the reduced system).

1.2.4 Contributions and Outline

The contributions to the areas of fuel cell modeling, model simplification, and control

are as follows:

• A bond graph representation of a channel-membrane-channel model is created
to develop system operation physical intuition and to implement the Model
Order Reduction Algorithm.

• The energy-based MORA is used in a novel way to predict the form of the ana-
lytic solutions of a set of interdependent 2nd-order PDEs. In a sense, predicting
the degree of linearity of the solutions.

• MORA results on the nonlinear system are shown to collaborate well with a
modal analysis performed on the linearized system to show the time separation
between the liquid and gas species modes.

• Error, sensitivity, and singular perturbation analyses are performed to evaluate
the coupling effect on gas diffusivity as a function of liquid water present.
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• Justified approximations for effective diffusivity and capillary pressure are made
to create a semi-analytic solution model that is shown to predict voltage degra-
dation due to anode flooding and reactant response to input changes.

• Control analyses for stability and controllability-observability are performed
on the SAS model showing that the system is stabilizable.

• A control objective placing the active two-phase water front at x = L, with
proof of concept simulation, is proposed that reduces hydrogen waste and elim-
inates liquid accumulation in the anode channel.

• Given the control objective proposed, the SAS is expanded to include a spatially
and temporally varying two-phase water front within the GDL (water vapor
switching solution).

• The SAS model is structured such that it can be modified easily to include
along-the-channel spatial variation and temperature variation.

• Computational cost has been decreased by over 44%, allowing increased spatial
resolution of the numeric portion of the solution.

The remainder of this dissertation is organized as follows. Chapter 2 contains

the background information for the continuous model formulation, including the

first-principles based PDEs and the boundary conditions. Chapter 3 explains the

model order reduction methodology used, including derivation of the the channel-

membrane-channel bond graph and interpretation of the applied MORA and modal

decomposition parallel results. Chapter 4 covers the derivation of the semi-analytic

solution model (including the switching solution), model validation, and a brief re-

view of potential applications. Chapter 5 has the control analyses showing the sta-

bility of liquid water in the GDL, the stabilizability of the overall anode system, and

the range of possible equilibria for liquid and water vapor. This chapter concludes

with the control objective concept. Finally, conclusions and suggested next steps are

listed in Chapter 6, followed by the Appendix.
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Chapter 2

Full-Order Model Formulation

The fuel cell model described in this chapter is a slightly modified version from

McKay, et al ([3]). It combines GDL, channel, and membrane transport models using

boundary conditions to relate each domain. The channel constituent dynamics are

included because it is through the channels (lumped with the inlet and outlet mani-

folds) that a controller will influence the GDL states (liquid water volume, reactant

and water vapor concentrations). The water (liquid and vapor) dynamics within the

gas diffusion layers (GDL) are tightly coupled through the evaporation/condensation

rate. Additionally, the liquid water becomes a nonlinearly distributed parameter

that inhibits reactant gas and water vapor diffusion. The channel conditions are

the boundary conditions for the PDEs that describe the behavior of the GDL con-

stituents. GDL dynamics are important since the GDL represents the path by which

the channel conditions influence the membrane states, and thus the cell performance.

The first principles based constituent dynamics within the GDL used herein, includ-

ing the capillary flow and porous media gas transport mechanisms, as well as the

boundary conditions, follow closely to that of [5].

2.1 Model of the Gas Diffusion Layer

Because creation of a physically intuitive model facilitates controller design and tun-

ing, and since it is currently infeasible to obtain direct, realtime measurements of

the critical variables at the membrane and in the GDL, a low-order and compact

model of the multi-component (reactants, water), two-phase (vapor and liquid water),

spatially-distributed and dynamic behavior across the gas diffusion layer (Fig. 2.1)

has been investigated. The time-varying constituent distributions in the GDL of each
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electrode are described by three second-order parabolic PDEs for reactant (oxygen in

the cathode and hydrogen in the anode) concentration, water vapor concentration,

and liquid water. Instantaneous electrochemical reactions on, and the mass transport

through, the catalyst-covered membrane couple the anode and cathode behaviors

and, together with the channel conditions, provide the time-varying boundary values

for these PDEs.

2.1.1 Model Assumptions

The Semi-Analytic Solution (SAS) model developed herein has the same capability

of a completely numeric model to capture the effects of changes to inputs/outputs

on voltage estimation. The model combines analytic solutions for the spatial distri-

butions of gases with a numeric solution for the liquid water and was obtained using

the following assumptions:

• The model is spatially isothermal, but temperature is allowed to vary in time
as this affects inlet and outlet water flow rates as well as the voltage model
output. Although the effect of spatial temperature gradients are shown to
be important [45], the simple tunable isothermal model considered was shown
capable of predicting behavior for a reasonable range of conditions.

• Convective (bulk) flow of the gases in the GDL is neglected due to the assump-
tion of very low velocities normal to the membrane.

• Mass transport is in 1D, normal to the membrane, and we neglect the GDL-
channel interface variations due to backing plate land and channel interaction.
Variation along the channel is also neglected (except as an example of a poten-
tial model application in Sec. 4.3.1)

• Due to the generation of product water in the cathode GDL, and the fully
humidified inlet flow, it is assumed that two-phase water conditions and liquid
capillary flow are always present in the cathode. Therefore, the single-phase
water regime is not considered on the cathode side.

• Water transport out of the anode channel is assumed to be in vapor form due
to the low flow rates that will be employed to ultimately achieve high efficiency
through high hydrogen utilization during small flow-through conditions. For a
high-velocity channel flow system, this assumption may not be valid [46].

• Though the evaporation model of [47] includes evaporation even under fully
saturated vapor conditions due to the inclusion of compressibility, we employ
the simplifying evaporation/condensation model from [5], where mass transfer
between the liquid and vapor phases is proportional to the difference between
the water vapor concentration and the concentration at the saturation pressure,
i.e. incompressibility is assumed.
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• It is assumed that the front between one and two-phase water will always be
two-phase on the membrane side of the front, and if the front is within the
GDL, the entire range on the channel side of the front will be single-phase (i.e.
there are no islands of two-phase water).

• There is assumed to be a small, constant, and negligible resistance to liquid
flow across the GDL-channel border, represented by a constant Sδ in subsequent
equations. Though a modification of this boundary condition would shift the
liquid water distribution, it is not expected to significantly alter the qualitative
findings of this research.

Assuming a one-dimensional treatment of the GDL processes, let x denote the spa-

tial variable, with x= 0 corresponding to the membrane location and x= ±L cor-

responding to the channel locations (+L at anode channel, -L at cathode channel)

per Fig. 2.1, and let t denote the time variable. The model includes channel and

GDL for both anode and cathode, with differences between the electrodes appearing

only in sign, rate of reactant consumption, and the generation of water vapor on the

cathode side. This water generation is lumped into the membrane transport to form

the x = 0 cathode boundary condition, and thus does not change the form of the

equations, only the specific boundary value.

The state variables are as follows:

• cv,an(x, t) and cv,ca(x, t) are the concentrations of water vapor at time t at a
cross-section of GDL located at x, 0 ≤ x ≤ L (anode) or −L ≤ x ≤ 0 (cathode);

• cH2(x, t) and cO2(x, t) are the reactant concentrations at time t at a cross-section
of GDL located at x, 0 ≤ x ≤ L (anode-H2) or −L ≤ x ≤ 0 (cathode-O2);

• s(x, t) is the anode GDL fraction of liquid water volume VL to the total pore
volume Vp, s = VL

Vp
, commonly referred to as the water saturation. The variable

s is thus a concentration-like variable for the liquid water at time t, at a cross-
section of GDL located at x, 0 ≤ x ≤ L.

The following intermediate variables are useful:

• Nv(x, t) is the water vapor molar flux (mol/m2/s) at time t at a cross-section
of the GDL located at x, 0 ≤ x ≤ L (anode) or −L ≤ x ≤ 0 (cathode);

• Wl(x, t) is the liquid water mass flow (kg/s) at time t at a cross-section of the
GDL located at x, 0 ≤ x ≤ L.
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Figure 2.1: Basic concept of water transport in a fuel cell.

2.1.2 Continuous 1D Model Formulation

The molar fluxes are driven entirely by the presence of a concentration gradient (i.e.

diffusion), since bulk flow (convection) is neglected:

Nj,e = −Dj,e(s)
∂cj,e
∂x

, (2.1)

where the j subscript refers to any of the gas constituents within the fuel cell, and

the subscript e indicates that the equation is applicable for both anode (an) and

cathode (ca) electrodes. The Dj,e(s) are the effective diffusivities for the gases which

depend on the liquid fraction, s, since liquid water reduces diffusivity in the GDL by

occupying pore space, and are defined by Dj,e(s) = Dj,ε(1 − s)m. Dj,ε captures the

influence of porosity on diffusivity,

Dj,ε = Djε

(
ε− 0.11

1 − 0.11

)0.785

, (2.2)

where Dj is the gas diffusion coefficient and m = 2 based on [5].
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The reactant gas conservation equations are of the form,

∂cj
∂t

= −∂Nj

∂x
, (2.3)

where j in (2.3) is limited to O2 or H2. The water vapor conservation equations are

of the form,
∂cv,e

∂t
= −∂Nv

∂x
+ rv(cv,e), (2.4)

where rv is the evaporation rate defined as,

rv(cv,e) =

{

γ(csat
v − cv,e) for s > 0

min {0, γ(csat
v − cv,e)} for s = 0

where γ is the volumetric evaporation coefficient and csat
v is the vapor concentration

associated with the water vapor saturation pressure. Note that evaporation can only

occur if there is liquid water (s > 0) in the GDL, yet condensation can occur even if

s = 0 (under supersaturated conditions).

Under the isothermal conditions assumed in this model, once the production

or transport of vapor exceeds the ability of the vapor to diffuse through the GDL to

the channel, the vapor condenses at the rate determined by γ, hence supersaturated

conditions (cv(x) > csat
v ) are allowed. The mass flow of liquid water is driven by

the gradient in capillary pressure (pc) due to build-up of liquid water in the porous

medium,

Wl = −εAfcρl

KKrl

µl

∂pc

∂x
, (2.5)

where µl is the liquid viscosity, ρl is the liquid water density, Afc is the fuel cell active

area, and K is the material-dependent absolute permeability. The relative liquid

permeability is a cubic function of the reduced water saturation (Krl = S3) [5], and

pc is a function of a third-order polynomial in S(x, t) (Leverett J-function J(S) =

1.417S − 2.12S2 + 1.263S3) [5]), where

S(x, t) ,

{
s(x,t)−sim

1−sim
for s ≥ sim,

0 for s < sim.
(2.6)

The immobile saturation, sim, works as stiction, i.e. there is no liquid flow unless

the water saturation exceeds sim. It should be noted that the electrode subscript e

on S and s is hereafter dropped for convenience, since the development is the same

for both anode and cathode.
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Figure 2.2: Capillary flow of liquid water through the gas diffusion layer [5]

Combining (2.1) with (2.4) provides the two second-order parabolic PDEs that

govern the water vapor concentrations in the cathode and anode,

∂cv,e

∂t
=

∂

∂x

(

Dv,e(s)
∂cv,e

∂x

)

+ rv(cv,e). (2.7)

It is shown in Sec. 4.1.1 that an approximation of the time varying Dv,e(s) with

Dv,e(sim) yielded negligible error, and since this makes the diffusivity independent

of x, it can be represented by Dsim
v , Dv,e(sim) for both cathode and anode, and the

water vapor PDEs become:

∂cv,e

∂t
= Dsim

v

∂2cv,e

∂x2
+ rv(cv,e). (2.8)

Under appropriate conditions, liquid accumulates in the GDL until it has sur-

passed the immobile saturation threshold (sim), at which point capillary flow will

carry it to an area of lower capillary pressure (toward the GDL-channel interface as

shown in Fig. 2.2). To facilitate the analytic solution, (2.5) is rewritten as,

Wl = −εAfcρl

K

µl

S3∂pc

∂S

∂S

∂x
. (2.9)

Using a least squares fit approximation,

K

µl

S3∂pc

∂S
=
K

µl

S3(1.417 − 4.24S + 3.789S2) ≈ b1S
b2 , (2.10)
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where b1=2.42×10−5 and b2 =2.88, results in

Wl = −εAfcρlb1S
b2
∂S

∂x
. (2.11)

Conservation of liquid mass is employed to determine the rate of liquid accu-

mulation,
∂s

∂t
= − 1

εAfcρl

∂Wl

∂x
− Mv

ρl

rv(cv,e), (2.12)

where Mv is the molar mass of water.

Substitution of (2.11) into (2.12) yields the water saturation PDE,

∂s

∂t
=

∂

∂x

(

b1S
b2
∂S

∂x

)

− Mv

ρl

rv(cv,e). (2.13)

2.1.3 Boundary Conditions

The choice of boundary conditions (BC) is important for the solution of the PDE

system described in the previous section. For cv,e(x, t), mixed Neumann-Dirichlet

type BC are imposed. The channel (ch) boundary condition is,

cv,e|x=±L = cchv,e = pch
v,e/ (RTst) , (2.14)

where R is the universal gas constant, Tst is the stack temperature, and the total

pressure in the anode channel, pch
an, is a key state of the model as it is influenced by

fuel cell flow in, flow out, and GDL-channel transport. The anode membrane water

vapor BC is:
∂cv,an

∂x

∣
∣
∣
∣
x=0

= −Nmb

Dsim
v

, (2.15)

which represents the assumption that water enters the GDLs in vapor form only due

to the presence of microporous layers between the membrane and GDLs [5, 48]. The

membrane water molar flux Nmb is governed by electrosmotic drag and back diffu-

sion, which are driven by current density i(t) (A/m2) and water vapor concentration

variation across the membrane, respectively, and depend on stack temperature. The

model for Nmb used here is taken from [3], and takes the general form:

back diffusion
︷ ︸︸ ︷

osmotic drag
︷ ︸︸ ︷

Nmb = βw(λca − λan) − 2.5
λmb

22

i(t)

F
, (2.16)

with

βw = 3.5 × 10−6αw

ρmb

Mmbtmb

λmb

14
e

−2436
Tst , (2.17)
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where αw is a tuned parameter, λmb is the membrane water content ([13],[49]), λe

are the water contents on either side of the membrane, and F represents Faradays

constant. The λe are polynomial functions of the cmb
v,e , which are the water vapor

concentrations on either side of the membrane (x = 0). The material and physical

parameters of the membrane enter through its density (ρmb), molecular weight (Mmb),

and thickness (tmb).

At the catalyst layer of the cathode side, product water is generated as a

function of i(t), and thus the Neumann BC contains the net of N rct
v and Nmb,

∂cv,ca

∂x

∣
∣
∣
∣
x=0

=
N rct

v −Nmb

Dsim
v

, (2.18)

where N rct
v represents the generation of product water at the cathode catalyst layer

given by,

N rct
v =

i(t)

2F
. (2.19)

From the assumption that water transport into the GDL at x = 0 has no liquid

component, Neumann boundary conditions are imposed for s(x, t):

∂s

∂x

∣
∣
∣
∣
x=0

= 0. (2.20)

The setting of a physically meaningful liquid water boundary condition at the GDL-

channel interface has been a challenging issue [50, 51] with the choice of either zero

water saturation or zero liquid flow being typically assumed [5, 52, 53], though chan-

nel water saturation BCs of 0.01, 0.4, and 0.6 were considered in [54]. A lack of

liquid flow into the channel seems physically unlikely due to the hydrophobic nature

of the GDL material, and the assumption of zero water saturation (S|x=0 = Sch = 0)

is convenient for analysis, but does not have a solid physical interpretation. Here we

consider the simplifying and convenient form of:

S(L, t) ,

{
Sδ for mch

l,an > 0,

0 for mch
l,an = 0,

(2.21)

where Sδ represents the effect of the liquid water that accumulates on the GDL-

channel interface, and the inclusion of Sδ essentially adds a means to provide resis-

tance to flow due to accumulation of liquid in the channel. The value Sδ = 0.0003

was assumed for simulation. Based on the voltage output experimental verification,
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this assumption does not impair the model’s estimation ability. However, as more

information becomes available from measurement methods such as neutron imaging,

this assumption may be reevaluated.
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Figure 2.3: Boundary conditions for anode and cathode GDL. Time-varying Neu-
mann BC are placed at the membrane, with time-varying Dirchlet BC at the channels
(not to scale).

A graphical representation of the boundary conditions described, including ap-

propriately similar boundary conditions imposed on the reactants H2 and O2, is

shown in Fig. 2.3.

2.2 Channel Equations

To determine the water vapor channel dynamics, the total channel pressure must

be found. The pressures, which represent the channel boundary conditions, are

calculated from:

pch
e =

∑

j

pch
j , (2.22a)

pch
j =

mch
j RTst

MjV ch
(j 6= v), (2.22b)

pch
j,e = min

{

mch
w,eRTst

MjV ch
, psat

v

}

(j = v), (2.22c)

where the subscript j represents each of the gaseous elements present (H2 and water

vapor for the anode, and O2, N2, and water vapor for the cathode).
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The governing equations for the reactants and water in the channel are:

dmch
j

dt
= W in

j +WGDL
j −W out

j , (2.23a)

dmch
w,e

dt
= W in

v,e +WGDL
w,e −W out

v,e , (2.23b)

where

W in
j = λj

i(t)

2ηF
AfcMj , (2.24)

with the in and out subscripts referring to channel inlets and outlets, and η is a

factor that depends on the electrochemical reaction so that η = 1 for H2 and η = 2

for O2, and λj is the excess ratio of the reactant j.

In the general case, both anode and cathode will have humidified inlet streams,

with the relative humidity (RH in
e ) and the inlet flow rates (W in

air andW in
H2

) prescribed,

thus,

W in
v,ca =

P in
v,ca

P in
air

Mv

Mair

W in
air and W in

v,an =
P in

v,an

P in
H2

Mv

MH2

W in
H2

(2.25)

where P in
v,e = RH in

e P
sat, and P in

H2
, P in

air are the pressures of the dry inlet gases. The

cathode exit flow rate to the ambient (amb) is modeled as a linearly proportional

nozzle equation,

W out
ca = kout

ca (pch
ca − pamb), (2.26)

whereas the anode exit flow rate,

W out
an = ū · kout

an (pch
an − pamb), (2.27)

has a controllable valve flow 0 ≤ ū(t) ≤ 1 to remove water and, unfortunately,

hydrogen. ū = 0 represents a dead-ended anode arrangement, which is commonly

paired with a periodic purge cycle (ū = 1) for water removal. For 0 < ū < 1, this

becomes a flow through anode water management system. The model verification

of [55] was from experimentation that employed the dead-end/purge system, the

analysis in this work is applicable for both dead-end and flow through conditions.

The constituent exit mass flow rates are found from,

W out
j =

mch
j

mch
gas,e

W out
e , (2.28a)
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W out
v,e = W out

e −
∑

j

W out
j , (2.28b)

where mch
gas,e = mch

j + pch
v,eV

ch
anMv/(RTst), and j is H2 for the anode, but addresses

both O2 and N2 for the cathode.

The reactant and water mass flow rate from the GDL to the channel are:

WGDL
j = −εAfcMj

(

Dj(s)
∂cj
∂x

) ∣
∣
∣
∣
x=±L

, (2.29a)

WGDL
w,e = −εAfc

(

ρlb1S
b2
∂S

∂x
+MvDv(s)

∂cv,e

∂x

) ∣
∣
∣
∣
x=±L

. (2.29b)

Using the dynamic water mass balance in the channel (2.23b), the liquid water in

the channel is found by assuming that any water in the channel in excess of the

maximum that can be held in vapor is liquid,

mch
l,e = max

[

0, mch
w,e − csat

v MvV
ch
e

]

. (2.30)

This is equivalent to assuming an instantaneous evaporation rate for the channel,

and a maximum channel relative humidity of 100%. The channel model structure

differs from that of the porous medium GDL, which has an evaporation/condensation

rate, and water vapor concentration in excess of saturation is allowed. This differing

treatment of the evaporation is simplifying since the channel then does not require

separate water vapor and liquid states. For the voltage model of [3], liquid water

mass is of interest, and the approximation of instantaneous evaporation has a very

negligible effect on the voltage estimation.

2.3 Discretization and Numerical Solution

The one-dimensional system of interconnected parabolic PDEs and support equations

of (2.3)-(2.13), combined with three similar PDEs describing the spatial and temporal

evolution of the reactants (H2, O2), water vapor, and water saturation was modeled

and discretized into 3 sections for each electrode and parameterized using data from

an experimental fuel cell [3]. The discretization procedure is described here because

analysis of the linearized numeric model is key background work and allows direct

comparison with the developed semi-analytic model.
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The 24 states of the 3-section discretized fuel cell model (includes anode and

cathode) can be grouped as follows:

• Concentrations of Gas constituents in the GDLs: 13

– 3 each sections of O2, H2, anode water vapor, and cathode water vapor,
plus 1 lumped section for N2.

• Liquid constituents in GDL: 6

– 3 sections of liquid water fraction for each GDL.

• Dynamics states in channels: 5

– Concentrations of O2, N2, and water vapor in the cathode channel and
concentrations of H2, and water vapor in the anode channel.

2.3.1 Difference Equations

It is because the boundary conditions for each of the constituents are Neumann

type that the discretization is performed on three pairs of first-order DEs (2.1)-(2.9)

instead of three second-order PDEs. The forward-difference method is used for the

discretizations of the flux and flow equations,

NH2 [k] ≃ −DH2(s)
cH2[k + 1] − cH2 [k]

δx
, (2.31)

Nv[k] ≃ −Dv(s)
cv,an[k + 1] − cv,an[k]

δx
, (2.32)

Wl[k] ≃ −b1S[k]b2
s[k + 1] − s[k]

δx
, (2.33)

where δx = x[k+1]−x[k], and the k represents a counter for the discretized sections.

Next, since the fluxes across the membrane are included in the model, and form

the BC, the difference equations relating the states to the fluxes are formed using

the backward-difference method:

dcH2 [k]

dt
≃ −NH2 [k] −NH2 [k − 1]

δx
, (2.34)
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dcv,an[k]

dt
≃ −Nv[k] − Nv[k − 1]

δx
+ rv(cv,an[k]), (2.35)

ds[k]

dt
≃ −Wl[k] − Wl[k − 1]

δx
− Mv

ρl

rv(cv,an[k]). (2.36)

DymolaTM software is used to implement the resulting lumped-parameter, or-

dinary differential equations of the discretized system, which will be referred to as

the Coarse Numeric Solution (CNS), and will be compared with respect to accuracy

and computational load to the semi-analytic solution presented in Chap. 4.
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Chapter 3

Model Order Reduction

The model order reduction methodology implemented was chosen based on the crite-

ria of applicability to nonlinear systems and the capability to maintain the physical

meanings of the states. The former requirement is simply because our system is

nonlinear, and the latter because it is desirable to obtain physical insights into the

operation of the fuel cell to be able to justify assumptions and explain results. For

baseline comparison purposes, balanced truncation model order reduction was per-

formed on the linearized system with results showing that a 56% order reduction to

11 states with negligible loss in estimation accuracy. It is therefore expected that this

research can create a control-oriented model with less than 12 states for equivalent

spatial discretization.

3.1 Derivation of the Bond Graph Equations

The above requirements suggest application of the Model Order Reduction Algo-

rithm (MORA) from [36], which requires both an understanding of the model on

an element-by-element basis and knowledge of the effort and flow of each element

over time. The bond graph is a modeling tool that lends itself conveniently to the

MORA’s energy-based analysis because effort and flow are easily obtained. However,

for bond graph implementation, each equation in the mathematical model must first

be cast in a form that is applicable to the building blocks of the bond graph.

The derivation and background for the following physical model equations can

be found in Chap. 2. The discrete model therein consists of equations for gas dif-

fusion, gas concentration time rate of change, capillary pressure-driven liquid water

flow, evaporation, chemical reactions, and a number of conditional and empirical
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equations governing membrane mass transport. In this section, the equations mod-

eling the physical system are used as the starting point for the bond graph model

creation. Each subsection in this section will explain how the bond graph for each

model phenomenon is derived.

3.1.1 Gas Species Concentration (Capacitance Model)

The rate of change of molar concentration (cj =
pj
RT

) of gas species j is:

dcj
dt

=
∂Nj

∂x
+ rj (3.1)

where the general electrode subscript e has been dropped for convenience and the

species denoted by j correspond to the oxygen O2 and vapor v from the cathode, and

to the hydrogen H2 and vapor v from the anode. The reaction term rj is zero for the

oxygen and hydrogen cases, whereas for the vapor case it captures the evaporation

rate rj = γ (psat
v /(RT ) − cv), where psat

v is the saturation vapor pressure.

In discrete form (3.1) is written:

dcj[k]

dt
=

1

δx
(Nj[k] −Nj [k − 1]) + rj, (3.2)

where [k] and [k-1] represent any two sequential sections of the discrete model.

As can be seen from (3.2), the rate of change of concentration (mol/m3/s)

becomes a function of the difference in molar fluxes across the section boundaries

for the particular gas species. Additionally, the local reaction (evaporation) rate rj

is included for the water vapor model. The O2 and H2 reactions are calculated as

molar fluxes (mol/m2s), and thus enter the equation through the across-boundary

flow.

The bond graph constitutive law for a capacitance is:

de[k]

dt
=

1

C
(f[k] − f[k − 1] + MSfrct), (3.3)

where for our case C = δx = (tGDL/3) (the length one section), MSfrct is a modu-

lated flow source that can represent a variety of flow inputs, but is non-zero for this

application only when j is water vapor, v. From these observations, a choice of molar

flux as the flow variable, concentration as the effort variable, and section length for

the capacitance for the gas mass transport is logical, and preserves physical meaning.
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Finally, while a choice of pressure for the effort variable would also be acceptable,

concentration was chosen simply because this is an existing state variable.

3.1.2 Gas Species Diffusion (Resistance Model)

Diffusion of gases takes place in the anode and cathode gas diffusion layers. On the

anode side, relative diffusion of hydrogen and vapor must be considered, while the

cathode side model must take into account the relative diffusion of oxygen, nitrogen,

and vapor. This model is simplified by assuming that the presence of N2 in the

mixture does not significantly affect the diffusivity of O2 and vapor.

The diffusion of gas species in the diffusion layer is a function of the concen-

tration gradient, transferring gas from regions of higher concentration to regions of

lower concentration:

Nj = −Dj(s)
∂cj
∂x

. (3.4)

As shown in (3.4), the molar flux, Nj (mol/m2/s), depends on the diffusion

coefficient, Dj(s).

The discrete version of (3.4) is realized withNj being a function of the difference

in the concentration between neighboring sections:

Nj[k] =
−Dj(s[k])

δx
(cj[k + 1] − cj [k]). (3.5)

The general resistance constitutive law utilized in bond graphs is:

f[k] =
1

R[k]
(e[k] − e[k + 1]) (3.6)

where for this application the flow resistance is represented by a modulated resistance:

R[k] = MR[k] =
δx

Dj(s[k])
. (3.7)

A modulated resistance is necessary because the diffusivity of gas constituents in the

GDL is affected by the volume of liquid water present, represented by s[k], giving

rise to the discrete effective diffusivity [5]:

Dj(s[k]) = Djε

(
ε− 0.11

1 − 0.11

)0.785

(1 − s[k])2, (3.8)

where s[k] = Vl[k]
Vp

, Dj is the diffusivity constant for the species j (which is dependent
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upon the molecular size of j).

3.1.3 Liquid Water Storage (Capacitance Model)

The volume of liquid water (Vl) in each GDL section is determined by the capillary

liquid water volumetric flow rate, Ql, and the evaporation rate, rv:

dVl

dt
= Qin

l −Qout
l − rvVpMv

ρl

, (3.9)

where the evaporation (condensation) rate governs the creation of liquid water micro-

droplets (considered to be evenly distributed at any x), and where conditions neces-

sary for water droplet formation are assumed to have been met [5]. For simplification

of the model, dynamics associated with the formation of the liquid water droplets

have been neglected.

In order to cast our model into a form that is conducive to calculation of “power

equals the product of effort and flow”, the time rate of change of liquid water volume

should be translated into a dynamic capillary pressure relationship with volumetric

flow.

As a pore fills with liquid water, the capillary pressure increases, causing the

water to flow to an adjacent pore with less water. This process creates a flow of

liquid water through the GDL, finally resulting in the incursion of liquid into the

channel. Capillary pressure results from surface tension of the water droplets, and

is calculated as follows:

pc = βpcgNL(S) , (3.10)

where βpc is a constant that captures the geometry of the surface tension between the

water and air, the porosity, and the permeability of the GDL (details can be found

in [5]). The nonlinear function gNL(S) is an empirically-fit third-order polynomial

in S commonly used to describe the relationship between capillary pressure and the

amount of liquid water present,

gNL(S) = 1.417S − 2.12S2 + 1.239S3. (3.11)

In this model, gravitational effects on the liquid water are considered negligible

due to the liquid water surface tension interaction within the fibers of the GDL.

Taking the time derivative of (3.10), it can be shown that the time rate of change

of the capillary pressure is related to the volumetric flow by a discrete equation of
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the form:

dpc[k]

dt
= βQg

′

NL(S, k)(Ql[k] −Ql[k − 1] − rl[k]), (3.12)

where βQ represents a constant that depends upon surface tension, permeability, and

GDL porosity. The nonlinear function g′NL(S, k) is the derivative of gNL(S, k) from

(3.10) with respect to S. Further, the condensation rate rl is a conversion from rv

to relate molar to mass condensation rates (m3/s)(3.15).

Following the pattern of the previous subsections, the next step is to translate

(3.12) into a bond graph compatible form. While (3.12) could be implemented using a

modulated capacitance, simulations have shown that a simplification can be obtained

by using the mean value for the applicable range of g′NL(S). This direction is justified

by noting first that per [5], our model assumes no liquid water flow until 10% of the

pore volume is filled with liquid water. At that point capillary action causes the

liquid to flow into the next section, significantly reducing the liquid water fill rate for

the original section, while notably increasing the fill rate for the next. The practical

range of S is small enough after liquid flow begins to justify use of the mean value,

therefore g′NL(S, k) becomes ḡ.

Then, with the evaporation modeled as a modulated flow source, the capillary

pressure equation can now be modeled as a capacitance in a bond graph model:

de[k]

dt
=

1

C
(f[k − 1] − f[k] − MSfr). (3.13)

Where the capacitance becomes:

1

C
= βQḡ, (3.14)

and the molar liquid evaporation rate is represented by a modulated flow source:

MSfr = rl =
MvVp

ρl

rv. (3.15)

3.1.4 Liquid Water Transport (Resistance Model)

The remaining equation to be modeled in bond graph form is the liquid water flow.

Parameters that affect the mass flow rate of liquid water are flow area, permeability,

viscosity and density of liquid water, and the section thickness. These factors will

naturally influence the resistance to flow for this element. It is, however, the presence
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of a liquid water volume gradient that drives the liquid water flow. Capillary pressure

and liquid water volume are related through (3.10).

The physics of the liquid flow phenomenon are described by:

Ql = βwlS
3

(
∂pc

∂x

)

, (3.16)

where pc is capillary pressure, S =
(

s−sim
1−sim

)

is the reduced water saturation, βwl is

a constant that embodies flow area, permeability, density, and viscosity, and ∂pc/∂x

describes the influence spatial variation of capillary pressure has on volumetric flow

rate.

Similar to the gas species diffusion bond graph equation, an application of a

modulated resistance, in discrete form, is appropriate:

f[k] =
1

MR[k]
(e[k] − e[k + 1]). (3.17)

In the bond graph model, the MR will be a function of several system parameters

(listed below in the explanation of βR), and the continuously varying liquid water

volume:
1

MR[k]
= βRS

3, (3.18)

where βR is a constant that depends upon flow area, permeability, water viscosity,

section thickness and porosity, and surface tension([5]). The volumetric flow rate is

calculated from:

Ql[k] =
1

MR[k]
(pc[k] − pc[k + 1]). (3.19)

Capillary pressure as the effort variable and volumetric flow rate as the flow variable

were natural choices, as was the liquid water volume as the modulus.

Finally, a conditional statement must be included to prevent capillary action

from starting unless the liquid water volume reaches 10% of the pore volume (the

minimum condition for flow suggested in [5]).

3.2 The Bond Graph Model

The goal of this model order reduction is to determine the minimum number of

sections required to accurately model flooding. Therefore, a repeatable bond graph

model for one section would be useful.
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Figure 3.1: Bond Graph Building Block for one Discrete GDL Section

Using the relationships from Section 3.1, a single section bond graph submodel

was created (Fig. 3.1). With this submodel, a GDL discretization for a variety of

resolutions can be easily accomplished.

Flow through the GDL is bounded on one side by the channel, and on the other

by the catalyst-coated membrane. These boundary conditions are clarified in this

section.

The conditional and empirical equations for the membrane water transport do

not fit into standard bond graph form, so function blocks were built to accommodate

them. The air, hydrogen and water vapor supplied to the gas distribution channels

are easily modeled as flow sources, where the amount supplied can be controlled to

supply the desired O2 and H2 excess ratios. Similarly, evaporation is modeled as a

modulated flow source, with presence of liquid water as the fundamental prerequisite

and the modulus being the product of the evaporation coefficient and water vapor

pressure relative to the saturation pressure.

The boundary conditions for the molar fluxes at the GDL-catalyst interface

are equal to the chemical reaction rates and the membrane water transport, which

depends on the GDL water concentrations at the catalyst cmb
v and the current drawn

from the stack Ist (2.16,2.19). The membrane water transport and reaction rates

are thus modeled as modulated flow sources. The active signals are stack current

for reaction rates, including generation of water at the cathode catalyst, and stack

current and cmb
v for the membrane water transport flow source.
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Stacking three of the discretized sections from Fig. 3.1 for each constituent of

interest, including function submodels for the membrane physics, adding evaporation

flow sources, and putting in flow sources for the supply of air and hydrogen gives

the model shown in Fig. 3.2. In this full-order bond graph model, the channels are

modeled as dynamic boundary conditions and shown on the far left and right sides

of the bond graph. The flow into and out of the fuel cell occurs in the channels. The

cathode side of the model is the left half of the model, the anode side the right half.

The membrane is located in the middle of the model. Positive flow in the model is

defined to be from cathode channel to anode channel. Finally, for the purpose of

 

O2

H2O,liquid

H2O, vapor

N2
H2

H2O,liquid

H2Ov

flow (m̂3/s)

0
Ca_conc_O2_sec3

1

Ca_Flux_O2_sec3

R
Ca_R_O2_Sec3

0
Ca_conc_O2_sec2

1

Ca_Flux_O2_sec2

R
Ca_R_O2_sec2

0 Ca_conc_O2_sec11

Ca_Flux_O2_sec1

R
Ca_R_O2_sec1

MSf
O2_MolFlowRate_In

Ca_O2_Flow_In

0

Ca_conc_O2_Ch

Ist

MSf
O2_Reacted

0

Ca_conc_H2Ov_sec3

1
Ca_Flow_H2Ov_sec3

R

Ca_R_H2Ov_sec3

0

Ca_conc_H2Ov_sec2

1
Ca_Flow_H2Ov_sec2

R

Ca_R_H2Ov_sec2

0

Ca_conc_H2Ov_sec1

1
Ca_Flow_H2Ov_sec1

R

Ca_R_H2Ov_sec1

MSf
H2Ov_MolFlowRate_In_Ca

Ca_H2O_Flow_In

0

Ca_conc_H2Ov_Ch

MSf

Ca_H2O_Reacted

0

Ca_Pres_Liq_sec3

0

Ca_Pres_Liq_sec2

1
Ca_flow_Liq_sec2

0

Ca_Pres_Liq_sec1

1
Ca_flow_Liq_sec1

1
Ca_flow_Liq_sec3

C

Ca_C_Liq_sec3

C

Ca_C_Liq_sec2

C Ca_C_Liq_sec1

MSfCa_Evap_sec1

MSf
Ca_Cond_sec1

MR

Ca_MR_Liq_sec1

MR

Ca_MR_Liq_sec2

MR

Ca_MR_Liq_sec3

MSf
N2_MolFlowRate_In

0

Ca_conc_N2_Ch

CCa_C_N2_Ch

Ca_N2_Flow_In

MSfCa_FlowOut_O2

Conc_Tot_Ch

MSf Ca_FlowOut_N2

MSf

Ca_FlowOut_H2Ov

0
An_conc_H2_sec2

1

An_Flow_H2_sec1

0
An_conc_H2_sec3

1

An_Flow_H2_sec2

0
An_conc_H2_Ch

1

An_Flow_H2_sec3

0

An_conc_H2Ov_sec2

0

An_conc_H2Ov_sec3

1
An_Flow_H2Ov_sec2

R

An_R_H2Ov_sec2

0

An_conc_H2Ov_Ch

1
An_Flow_H2Ov_sec3

R

An_R_H2Ov_sec3

0

An_Pres_Liq_sec2

0

An_Pres_Liq_sec3

1
An_Flow_Liq_sec2

0

An_Pres_Liq_sec1

1
An_Flow_Liq_sec1

C

An_C_Liq_sec2

C

An_C_Liq_sec3

CAn_C_Liq_sec1 MR

An_MR_Liq_sec2

MR

An_MR_Liq_sec1

0An_conc_H2_sec1

0

An_conc_H2Ov_sec1

1
An_Flow_H2Ov_sec1

R

An_R_H2Ov_sec1

R
An_R_H2_sec1

R
An_R_H2_sec2

R
An_R_H2_sec3

MSf
H2_reacted

Ca_wateract An_wateract

Membrane

MSf

Vap_across_memb

iapp

1
An_Flow_Liq_sec3

MR

An_MR_Liq_sec3

0

An_Pres_Liq_Ch

C

An_C_Liq_Ch

An_Vapor_Purge

CCa_C_O2_sec3

CCa_C_H2Ov_sec3 CCa_C_H2Ov_sec2

CCa_C_O2_sec2

CCa_C_H2Ov_sec1

CCa_C_O2_sec1

CCa_C_H2Ov_Ch

CCa_C_O2_Ch

MSf

H2_MolFlowRate_In

An_H2_FlowIn

C An_C_H2Ov_sec1

C An_C_H2_sec1

C An_C_H2Ov_Ch

C An_C_H2_Ch

C An_C_H2Ov_sec2

C An_C_H2_sec2

C An_C_H2Ov_sec3

C An_C_H2_sec3

MSfCa_Ch_Liq2Vap

MSf
An_H2Ov_Purge

MSf

An_Evap_Ch

MSfAn_Ch_Liq2Vap

f

MSfCa_Evap_sec2

MSf
Ca_Cond_sec2

MSf
Ca_Cond_sec3

MSfCa_Evap_sec3

MSfAn_Cond_sec1 MSfAn_Cond_sec2 MSfAn_Cond_sec3

MSf An_Evap_sec1 MSf An_Evap_sec2 MSf An_Evap_sec3

Parameters
Global

Variables

Global

MSf

Ca_Evap_Ch

f 0

Ca_Pres_Liq_Ch

C

Ca_C_Liq_Ch

 

Cathode Channel 

 

Anode Channel Anode GDL Membrane Cathode GDL 

Figure 3.2: Complete Bond Graph Representation of a 3-Section Discrete Water
Dynamics Model.

model simplification, the concentration of nitrogen throughout the cathode diffusion
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layer is assumed to be identical to the concentration in the channel.

3.3 The Model Order Reduction Algorithm

Analysis via MORA proceeds with the above-derived bond graph version of the full-

order numeric model.

3.3.1 Background of the MORA

The Model Order Reduction Algorithm (MORA) derived by Louca et al. [36] is

applied and analyzed in this chapter. The MORA is a method that seeks to simplify

complex models by creating a metric named activity to determine the energetic

contribution of every element of a model. Based on the fact that Power = P =

effort · flow, the activity is defined:

activityj =

∫ T

0

|Pj(t)|dt =

∫ T

0

|ej · fj | dt, (3.20)

where the effort and flow variables for this application, (derived in 3.1), are con-

centration (mol/m3) and molar flux rate (mol/m2/sec) for the gas constituents, and

capillary pressure, pcap (Pa) and volumetric flow rate (m3/sec) for the liquid states,

respectively. Use of pressure and volumetric flow for the liquid constituents is typi-

cal, resulting in units of Watts for the power and Joules for the activity. However,

for comparison between gas and liquid elements, it is necessary to scale the results

of the power calculations for the gaseous elements since the molar flux needs to be

converted to volumetric flow rate (m3/s) and the concentration to pressure (N/m2).

Once the activity of an element is determined, it is normalized by an Activity

Index(AI) to determine whether the element has significant contribution to the

overall energy of the system. The definition of the Activity Index(AI) is:

AIj =
Activityj

∑m

1 (Activityj)
× 100%, (3.21)

where m is the total number of energetic (energy-utilizing) elements in the model.

As a function of the sum total of all the individual element activites, the AI
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provides a means to compare elements from any part of the model.

An important aspect of the MORA is that it reduces model complexity while

maintaining the physical meaning of the variables and parameters. It is also applica-

ble to nonlinear systems, which, due to the nonlinear nature of this model, makes it

attractive for use here.

3.3.2 Application of the MORA

Activity results are strongly dependent upon the duration of the simulation and

the inputs to the system. For this analysis, an attempt was made to systematically

determine the influence on the activity for appropriate durations and inputs. Inputs

considered were a step changes in Ist, purge events, and a sum of sinusoids stack

temperature. Activity calculations were performed for all the possible combinations

of input mentioned above, and a range of durations that were tied to mode speeds

of the system. Review of the results showed that using the longer time-constants of

the system gave a disadvantage to the concentration states, that reach equilibrium

quickly, as their net flow goes to zero early in the time window. At the opposite

extreme, using the time constant of the fastest mode as the duration undervalues

the slow modes.

As can be seen from (3.20), it is necessary to assign a time duration for the

activity calculation. This is a critical aspect of the method, with influence on the

results as great as variations in the system inputs. Excitation of all elements can

be obtained by varying the main disturbance inputs of Ist and Tst at frequencies

significantly higher than normally experienced during fuel cell operation. It was

determined that the equitable input/duration combination would be to implement

high-frequency stack current and temperature changes while taking energy measure-

ments over an extended period of time. This allows the fast gas and vapor capacitance

elements to be frequently excited, while giving the slow diffusion activities time to

grow.

To address the full potential of each group of states, an activity calculation

was made for flooded and non-flooded conditions, with results listed in Table 3.1.

An example of an activity simulation using the resistive elements of the H2 and the

anode water vapor van is shown in Fig. 3.3. In this plot, the H2 activities show

only slight variation from section to section, while the water vapor activities show

significant section to section variation.

In a typical activity analysis, it is common to compare activity magnitudes,
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Table 3.1: Activity Summary for Borderline and Flooding Cases : Threshold = 0.01
pink Small sec-to-sec variation orange Large sec-to-sec variation blue Negligible activity

Borderline Flooding

sec Element AI% Element AI% Sec Element AI% Element AI%

1 H2 storage 0.002 H2 flow 2.380 1 H2 storage 0.002 H2 flow 2.410

2 Capacitance 0.002 Resistance 2.320 2 Capacitance 0.002 H2 Resistance 2.350

3 0.002 2.230 3 0.002 2.270

1 van storage 0.001 van flow 0.100 1 van storage 0.001 van flow 0.087

2 Capacitance 0.001 Resistance 0.030 2 Capacitance 0.001 Resistance 0.003

3 0.001 0.570 3 0.001 0.000

1 O2 storage 0.001 O2 flow 35.30 1 O2 storage 0.001 O2 flow 35.40

2 Capacitance 0.001 Resistance 25.80 2 Capacitance 0.001 Resistance 25.90

3 0.001 20.10 3 0.001 20.10

1 vca storage 0.001 vca flow 0.728 1 vca storage 0.001 vca flow 0.734

2 Capacitance 0.001 Resistance 0.023 2 Capacitance 0.001 Resistance 0.023

3 0.001 0.001 3 0.001 0.001

GDL N2 storage 0.000 N2 flow 0.077 GDL N2 storage 0.000 N2 flow 0.077

Capacitance Resistance Capacitance Resistance

1 san storage 0.015 san flow 0.126 1 san storage 0.087 san flow 0.110

2 Capacitance 0.014 Resistance 0.259 2 Capacitance 0.003 Resistance 0.236

3 0.013 0.347 3 0.000 0.673

1 sca storage 0.013 sca flow 0.418 1 sca storage 0.013 sca flow 0.420

2 Capacitance 0.010 Resistance 0.898 2 Capacitance 0.010 Resistance 0.904

3 0.005 2.600 3 0.005 2.620

1 S
evap
f,an

0.479 Scond
f,an

0.137 1 S
evap
f,an

0.488 Scond
f,an

0.145

2 Flow Source 0.007 Flow Source 0.013 2 Flow Source 0.016 Flow Source 0.023

3 0.093 0.024 3 0.000 0.003

1 S
evap

f,ca
4.180 Scond

f,ca
0.544 1 S

evap

f,ca
4.210 Scond

f,ca
0.547

2 Flow Source 0.129 Flow Source 0.085 2 Flow Source 0.130 Flow Source 0.085

3 0.004 0.011 3 0.004 0.011
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Figure 3.3: Activity of resistive elements have information regarding degree of lin-
earity of distribution from state in discretized PDEs.

and conclude that either an element is negligible and can be eliminated, or that it’s

dynamics are fast enough to justify assignment of instantaneous equilibrium. The

threshold for such considerations is a judgment call, with < 0.1% being common.

However, the AI for this application will be dominated by the O2 resistive elements,

suggesting a more conservative threshold of 0.01% because a reduction in one order

of magnitude will bring those O2 resistive elements in line with other contributors

to the AI.

As can be seen from the data in Table 3.1, the small activities of the capacitance

elements for vapors and reactants imply that their dynamics are relatively inconse-

quential to the system. This suggests that it is appropriate to take the steady-state

solutions for the gas and vapor states. From the bond graph point of view, removal

of a capacitance element will leave a zero junction without it’s capacitive element as

shown in Fig. 3.4. The figure also includes the removal of the active modification

signal for the gas flow resistance, which will be justified in Sec. 4.1.1.

A zero junction, representing a sum of flows, is the equation of mass balance
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in the discretized kth section for the jth element,

dcj[k]

dt
=

1

C

(
flowin − flowout

)
. (3.22)

Thus, elimination of the capacitive element is identical to setting flow-in equal to

flow-out, resulting in an equation that provides the steady-state solution.

Beyond the traditional element elimination, the activity analysis holds impor-

tant information regarding degree of nonlinearity in a discretized PDE application,

and thus aids in a judgment regarding sufficient spatial resolution. From this view,

comparing the activity levels, it can be seen that the elements of some species have

small variation in activity from section to section. It is hypothesized that small

variation in diffusion activity implies over-discretization.

To evaluate the hypothesis, study of the definition of activity for a diffusion

element shows that similar diffusion activity implies associated state reduction po-

tential. As described in Sec. 3.1.2, the diffusion of a gas species through the liquid

water-filled GDL pores can be modeled as resistance elements, and therefore have

the power (P) through them determined by the concentration across multiplied by
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the flow through, or P = (cj [k] − cj[k + 1])Nj [k].

For the non-vapor gases O2 and H2, once equilibrium in the section is reached,

the flow into a section equals the flow out. Since the concentrations reach equilibrium

very fast, the flow through each section is nearly equivalent. It is only variations in

concentration that separate the diffusion activties. Therefore, similar activity results

in diffusion elements imply a linear distribution of concentration in the GDL, which

indicates a single section is sufficient to describe the distribution (i.e. lumped volume

approximation).

The conclusion of the activity analysis is a reduction proposal with two options.

The first is state residualization due to the sufficiency of steady-state solutions im-

plied by low activity. These states are listed in the left side of Table 3.2. The second

option is to keep the dynamics of the states, yet reduce the discretization because

the small variation in section to section activity is small. The states with potential

for reduced spatial discretization are shown on the right column of Table 3.2.

Table 3.2: Options for element reduction based upon activity analysis
Use Steady-State Solution Lumped Volume

cO2 cO2

cH2 cH2

cN2 sca

cv,an san

cv,ca

Due to a lack of defensible metric, it is unclear if the degree of section to section

variation for the liquid water flows can be judged similar or not. However, the results

can be interpreted to indicate that the distribution of the liquid water in the GDL

is more nonlinear than the distributions of the H2 and O2, and less nonlinear than

than the water vapor distributions (using the slope of a least squares best fit to the

data as the metric). Results from Chap. 4 will confirm this interpretation.

3.4 Time-Scale Decomposition

The activity study of Sec. 3.3.2 suggests that the water vapor and reactant states

have very fast dynamics. In this section, a modal analysis is applied to verify the

MORA result and attempt to quantify the time scale separation between liquid and

gas states.
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Insight into the relative response speeds of the system states is gained by linear

time-scale decomposition techniques. Linearization of the numeric 24-state system

of Sec. 2.3 was performed for operating points differentiated by λH2 to cause the

system to experience both flooding and drying conditions. The other parameters of

the system were kept at values typical of mid-level operation for the fuel cell stack;

Tst=60oC, i=45 A/cm2, RHin
an and RHin

ca equal to nearly dry H2 (0.1%) and fully

humidified air, respectively, and O2 excess ratio at 300%.

This operating point represents the midrange of the normal operation of the

experimental fuel cell on which the model was tuned and consequently validated

(0 ≤ i ≤ 0.45 A/cm2, 150% ≤ λO2 ≤ 300%, 40oC ≤ Tst ≤ 70oC) [3].

The linearization was performed numerically using the linearization function

within DymolaTM on the full-order model. The linear system was then exported to

MatlabTM,1 for analysis using the Controls System ToolboxTM,1.

The analysis begins by letting v be the eigenevectors of the discretized and

linearized system matrix A (24×24). It is assumed that there is a similarity trans-

formation AT = TAT−1 that will partition the system by modes into subsystems

that can be analyzed separately. This transformation was accomplished by applying

the balancing algorithm of [56], where each row-column pair of a matrix is scaled via

similarity transformation T to have equal norms. The standard form of a similarity-

transformed (xT = Tx) system is:

ẋT = TAT−1xT + TBu

y = CT−1xT +Du
(3.23)

The new system matrices can be fit into an overall matrix for purposes of

performing scaling on one entity (D is omitted because the transformation does not

affect it):

M =

[

TAT−1 TB

CT−1 0

]

(3.24)

The net result of the balancing transformation is that the off-diagonal elements

are scaled-to-minimize according to their row and column position, moving the rep-

resentation close to block diagonal. Thus, the resulting eigenvectors are grouped by

blocks, which in the physical system tend to be elements with strong mutual inter-

action (such as a discretized PDE or states sharing a volume). For this two-phase

application, this results in a pair of subsystems with one consisting only of gas states,

1Trademark of the MathWorks
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and the other only of liquid states. Because T is diagonal, the diagonal elements of

the A matrix are unchanged, and the physical meanings of the states are preserved.

After applying the transformation, the new system of eigenvectors are practi-

cally decoupled with vT = Tv, and VT = [vT,1|vT,2|...|vT,n] defining the eigenspace

of the transformed system. Normalizing those eigenvectors, and eliminating com-

ponents below a negligible threshold, it is found that the eigenspace has the form:

VT ≈
[

0 VT,l,6×6

VT,g,18×18 0

]

, (3.25)

where the subscripts g and l indicate gas or liquid states. This shows that, though

not a perfect mathematical decoupling, with reasonable thresholds a transformation

can be found that results in a practical decoupling of the liquid and gas states. Note

that the resulting eigenvectors cannot be associated with individual states of the

original system, only that each eigenvector can be assigned to a linear combination

of either only gas states or only liquid states.

We measure the gas/liquid coupling by the infinity norm of the components

that correspond to liquid states in the unit normalized, predominantly gas state

eigenvectors, and likewise of the gas states in the predominantly liquid state eigen-

vectors. Repetition of the process for low and high end operating points of the typical

range, as well as for flooding and drying conditions, showed that the strength of the

gas/liquid coupling grows with the current density (i) and is greater during drying

conditions. At a typical current density, the coupling is ∼4%, and is still only a

minor influence at maximum load. (Table 3.3).

Table 3.3: Gas and liquid state coupling versus current density i.

i (A/cm)2 0.10 0.25 0.45 1.0

Coupling 0.05% 0.3% 3.9% 11.3%

As the anode inlet flow increases due to the high current density, the channel

states emerge as components of the anode liquid modes, indicating a channel gas-

GDL liquid coupling on the anode side. Further, the coupling is entirely one-way,

i.e. certain gas constituents show up in the predominantly liquid modes, but liquid

states are nearly absent from the predominantly gas modes.

Modal analysis provides an understanding of the time constants associated with

the system. For this model, the time constants all relate to combinations of filling

dynamics for gases and/or liquid water. Using a flooding condition as an example,
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the time constants for the GDL states within the full-order system are listed in Table

3.4.

Table 3.4: GDL State Response Speeds (Time Constants (τc) )

Reactants Water Vapor Liquid Water

Mode τc [s] Mode τc [s] Mode τc [s]

cH2 3.0x10−4 cv,an 7.5x10−4 san 2.91

cH2 5.3x10−4 cv,an 8.5x10−4 san 5.61

cH2 4.0x10−3 cv,an 1.0x10−3 san 25.6

cO2 1.2x10−3 cv,ca 4.8x10−4 sca 1.30

cO2 2.2x10−3 cv,ca 5.5x10−4 sca 2.48

cO2 1.2x10−2 cv,ca 0.9x10−3 sca 12.5

The most significant information to be gathered from this table of 18 discretized

PDE states within the GDL is the separating line that can be drawn between fast

and slow modes of this system. An analysis of the eigenvectors for the 24 modes

reveals that the slowest six modes are related to the filling dynamics of the six states

associated with liquid water in the GDL.

The slow mode time constants (liquid) range from 1.3 to 26 seconds, while the

fast modes (gas) have time constants ranging from 0.3 ms to 12 ms. These results for

the liquid are on the same order as the qualitative conclusions reached by Natarajan

et al [9].

This large time-scale separation indicates that application of a singular per-

turbation analysis is appropriate, i.e. (i) treat the liquid states as time-invariant

(slowly-varying) parameters when we seek the analytic solutions for the gaseous

states, and (ii) treat the gaseous states as having reached their steady-state values

during the calculation of the liquid states.

The main conclusion taken to the analytic solution stage is that the MORA

analysis (Sec. 3.3) indicates that the gas/water vapor-related capacitance elements

of the model (which represent the dynamic characteristics of the gas/vapor states)

can be neglected due to their low activity. This implies that steady-state solutions

can be used for the GDL hydrogen, oxygen, and water vapor concentration states

when solving for the slow GDL liquid states. This result is confirmed with a modal

analysis on the linearized system, which shows additionally that there is a significant

separation between the GDL liquid and gaseous state time constants.
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Chapter 4

The Semi-Analytic Solution

In this chapter, significant model simplification is obtained by derivation and im-

plementation of analytic solutions for those states associated with the low-energy

modes found through the Activity analysis of Sec. 3.3. A time scale decomposi-

tion verified the selection of the GDL gas constituent states for residualization to

algebraic equations due to large time scale separation. This fact justifies use of the

quasi steady-state solutions for H2, O2, and water vapor when solving for the slowly

varying liquid water distributions. The SAS model must accommodate a mobile

boundary front between single and two-phase water conditions in the GDL, and xfr

is defined as the location nearest the membrane such that s(xe,fr, t) = 0. Inclusion

of the moving front necessitates the addition of a set of equations to establish the

analytic solution for the range where only water vapor is present (i.e. xfr < x ≤ L).

The behavior throughout the GDL will then be described with a combined analytic

solution that allows switching between the range {s(x, t) > 0 for x ∈ [0, xe,fr]} and

{s(x, t) = 0 for x ∈ [xe,fr,±L]}.

4.1 Development of the Semi-Analytic Model

In this section the derivation of a semi-analytic model capable of predicting fuel cell

voltage output response to changes in input is presented. The voltage estimation ca-

pability of this model is equivalent to that of the discretized numeric model presented

in [3], with the notable improvements being:

• Reduced computational effort due to implementation of steady-state analytic
solutions for gaseous constituents,

44



• Improved understanding of constituent distributions due to finer model reso-
lution,

• Improved understanding of the physics of liquid flow conditions at the capillary
flow boundary and two-phase water interaction.

4.1.1 Sensitivity of Diffusivity to Liquid States

There are two phenomena responsible for the coupling between the liquid and the

gas states. The first is the direct coupling between water vapor concentration and

water fraction due to evaporation/condensation, which is clear from (2.12), and is

addressed in Sec. 4.1.3. Second, the amount of liquid water present has an influence

on the gas fluxes via the diffusivity’s dependence on s(x, t) (2.1), the liquid water

states.

The diffusivity coupling must be addressed in order to reach an analytic so-

lution for the gas constituents. An assumption of negligible liquid water influence

on diffusivity (i.e. s = 0) can alter estimation significantly as shown in Fig. 4.1.

Further, an inappropriate choice of constant liquid water fraction s can have a sig-

nificantly detrimental affect on the model predictions of (cv,an−csat
v )|x=0, which is an

important value for calculation of membrane water transport. The plot shows that

if the average liquid water fraction (savg) was known and used to calculate diffusiv-

ity, D
savg
v =Dv

(
1
L

∫ L

0
sdx

)

, the error would be at a minimum. Unfortunately, savg

is not known a priori, so a logical choice that can be made a priori is s=sim, thus

Dsim
v

∼= Dv(s) is used as an approximation for the effective diffusivity. The error

caused by this approximation is considered negligible since s(x, t) is generally in the

vicinity of sim. A relevant exception to this is during GDL drying (s = 0), which

will be addressed by switching the water vapor concentration model to one without

evaporation, and using the effective diffusivity for zero water saturation (Dv,ε(0)).

The case where a section of the GDL is drying requires a more comprehensive

analysis of the system equations since it involves a dynamically varying boundary,

where the two-phase water flow transitions to only water vapor flow. The experimen-

tal data used here to validate the soon-to-be-presented semi-analytic model and the

coarse numeric models do not correspond to conditions that cause the GDL section

nearest the channel to reach s = 0. Were the discretization to have greater resolution

(perhaps n >10), then GDL section drying may have occurred during purges of the

dead-ended system used in the experiments. However, the effect of this very short

term drying on the voltage prediction is expected to be negligible.
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Figure 4.1: Steady-state error in (cv,an − csat
v )|x=0 for varying choices of constant

liquid water fraction.

Approximation of the temporally and spatially-varying s(x, t) with s(x, t) ≈ sim

decouples the liquid and vapor PDEs. This enables an analytic solution for the gas

species. To evaluate the effect of this assumption on the cv,an(x) distribution, the

results of Sec. 3.4 suggest that the diffusivities can be treated as slowly varying

parameters for the purpose of solving the gas PDEs because they are functions of

only the slowly varying s. For error comparison purposes, the numerically determined

s(x[k], t) is used at each time step and in each discretized section to calculate the

effective diffusivity. Assuming the liquid saturation as constant while the water

vapor concentration PDE is solved leads to Fig. 4.2. It shows that the assumption

of s = sim does not result in a significant change in the water vapor concentration

distribution.

With the assumption of constant diffusivities, denoted Dsim
v and Dsim

j for the

water vapor and reactant cases respectively, it is possible to solve the cj(x, t) and

cv,e(x, t) second-order PDEs analytically using separation of variables.

4.1.2 Gas Constituent Solutions

It is assumed that the water phase mix will always be two-phase on the membrane side

of the mobile front, and if the front is within the GDL, the entire range on the channel
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Figure 4.2: Use of s = sim has negligible effect on solution.

side of the front will be single-phase. An undesirable example where this would not

be true is if the cathode side experienced sudden and significant drying such that

the back diffusion not only ceased, but changed direction. That case will not be

considered here. It should be noted that the assumption of consistent cathode liquid

water presence implies that the cathode channel water vapor concentration is csat
v (Tst)

for all t. Further, the transient solution of the gas constituent solutions is presented

in order to identify any/which of the modes from the linearization correspond to the

analytic solutions.

The separation of variables methodology is used to find the solution to the

gas/vapor PDEs (shown in Appendix B). The explicit solution for the anode (similar

for the cathode) gas constituents when liquid water is present throughout the GDL

(i.e. under the assumption that s(x, t) > 0 for x ∈ [0, L]) is found to be:

cH2(x, t) =

∞∑

n=0

e−D
sim
H2

ηntAn cos(
√
ηnx) +

N rct
H2

Dsim
H2

(L− x) + cchH2
, (4.1)

and,

cv,an(x, t) =

∞∑

n=0

e−ζntBn cos(
√
ηnx) +

(α1e
βx + α2e

−βx) + csat
v , (4.2)

47



where

ηn = (n+ 1/2)2(π/L)2,

and

β =
√

γ/Dsim
v ζn = (Dsim

v ηn + γ). (4.3)

An and Bn are coefficients of the infinite series approximations in (4.1) and

(4.2) for the shape of the distribution of the respective concentrations at time t = 0.

Upon a change in the system conditions (e.g. a step in Ist), the solution will begin

a transition from the steady-state distribution at t =0 (let this state be ss−) to the

steady-state solution dictated by the new inputs (identified as ss+).

For the H2 solution, the coefficients An are

An =
2

L

[
N rct

H2
|t=ss− −N rct

H2
|t=ss+

Dsim
H2
ηn

+ (4.4)

(−1)n(cchH2
|t=ss− − cchH2

|t=ss+)
√
ηn

]

.

Note: Substitution of N rct
O2

and Dsim
O2

for similar terms in the H2 solution

represented by (4.1) and (4.4) will result in the analytic solution for O2.

From (4.2) it can be seen that the water vapor transient response solution is

a transition from one exponential form steady-state solution to the next, described

by the product of a decaying exponential in time and an infinite Fourier series. The

coefficients for the water vapor transient solution are,

Bn =
2

L(β2 + ηn)
[β(ϕ2 − ϕ1) + (4.5)

√
ηn(−1)n(ϕ1e

βL + ϕ2e
−βL)],

where

ϕi = αi|t=ss− − αi|t=ss+. (4.6)

Figure 4.3 shows the transitions from an initial distribution to the next steady-

state distribution required due to a change in BC. The changes in slopes at the

membrane are caused by a step current density input. The fast time constants derived

in Sec. 3.4 are apparent. Note here that the solution for the vapor concentration

is contingent upon the assumption that liquid water extends throughout the GDL

length, so (4.2) holds for 0 ≤ x ≤ L. Considering the time scale separation, only the

steady-state solutions of the gas constituent PDEs are of interest hereafter. For H2

and O2, the only difference in the analytic solutions between single and two-phase

48



0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

x 10
−4

39.8

39.85

39.9

39.95

40

40.05

40.1

GDL Position (m)

H
2
 C

o
n

c
e

n
tr

a
ti
o

n
 (

m
o

l/
m

3
)

Membrane Channel

 

 

Initial
Steady State
Transients

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

x 10
−4

7.1

7.11

7.12

7.13

7.14

7.15

7.16

7.17

7.18

W
a

te
r 

V
a

p
o

r 
C

o
n

c
e

n
tr

a
ti
o

n
 (

m
o

l/
m

3
)

t = [ 0.1ms 0.2ms 1ms ] 

t = [ 0.3ms 2ms 4ms ] 

Figure 4.3: Transient solutions of cH2 and cv,an for a step in current density (0.15 →
0.30 A/cm2).

regions is in the diffusivity coefficient.

The steady-state solutions for the reactants can be expanded to include the

moving boundary at xfr:

cH2(x) =
Dsim

H2
i(t)

DH2,ε2F
(x− L) + cchH2

[xfr ≤ x ≤ L], (4.7a)

cH2(x) =
i(t)

Dsim
H2

2F
(x− xfr) + cH2(xfr) [0 ≤ x < xfr], (4.7b)

cO2(x) = − i(t)

Dsim
O2

4F
(x− L) + cchO2

[−L ≤ x ≤ 0], (4.7c)

where cH2(xfr) is determined from (4.7a), then applied in (4.7b).

Determination of the Vapor Solution Coefficients

The steady-state water vapor distributions when s(x, t) > 0 are given by:

cv,an(x) = α1e
βx + α2e

−βx + csat
v [0 ≤ x < xfr], (4.8a)
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cv,ca(x) = ν1e
βx + ν2e

−βx + csat
v [−L ≤ x ≤ 0], (4.8b)

where,

β =
√

γ/Dsim
v . (4.9)

The αi are functions of Nmb and the anode channel condition (i.e., the anode GDL

BC),

α1e
βxfr + α2e

−βxfr = cv(xfr) − csat
v ,

α1 − α2 = −Nmb/βDsim
v .

(4.10)

The νi, similar to the αi, are dependent upon Nmb and the cathode channel condi-

tion, but are additionally influenced by the water vapor reaction term N rct
v from the

formation of H2O at the cathode catalyst,

ν1e
−βL + ν2e

βL = cchv,ca − csat
v

ν1 − ν2 = (N rct
v −Nmb)/βDsim

v .
(4.11)

The membrane water transport, Nmb, can be found from (2.16), and requires knowl-

edge of the water vapor concentrations on both sides of the membrane, obtained

from (4.8a) at x = 0,

cmb
v,an = (α1 + α2) + csat

v ,

cmb
v,ca = (ν1 + ν2) + csat

v .
(4.12)

The cathode side water vapor concentration is modeled to determine the cmb
v,ca, which

is necessary to find Nmb. However, the focus of our model is anode side water

management (though the process developed is equally applicable to the cathode),

thus for notation simplification the subscript an will be understood and omitted in

subsequent formulation and discussion.

Since water vapor concentration on one side of the membrane influences the

water vapor concentration on the opposite, a complex cathode channel inlet/outlet-

membrane-anode channel inlet/outlet system of equations was derived and solved to

determine the values of the four boundary conditions needed to simultaneously solve

both the anode and cathode water vapor concentration second-order PDEs. These

boundary conditions are influenced by inlet flow reactant excess ratios, temperatures,

and relative humidities, as well as by the stack current, which is an exogenous signal

defined by the power required. The details of this simultaneous channel-to-channel

solution method are given in Appendix D.

The evaporation/condensation present in the two-phase regions acts as a dis-
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tributed source. This source disappears in the single-phase water region. Implemen-

tation of the solution for values of x such that s = 0 for x > xfr (single-phase GDL

conditions) requires determination of the front location (which is found numerically

from the solution of s(x, t) as expressed in Sec. 4.1.3) and a method of mating the

solutions on either side of the front (discussed in Sec. 4.1.4). Within the single-phase

water flow condition, the effective diffusivity is constant, so considering (2.8) when

the evaporation reaction term has gone to zero,

∂cv
∂t

=
∂

∂x

(

Dv,ε

∂cv
∂x

)

= Dv,ε

∂2cv
∂x2

, (4.13)

where Dv,ε = Dv(0) is the vapor effective diffusivity when s = 0.

The steady-state solution of

0 = Dv,ε

∂2cv
∂x2

, (4.14)

is

c1p
v (x) = m1p(x− L) + cchv (x ≥ xfr) , (4.15)

where the slope mating the single-phase (1p) solution, m1p, with the two-phase (2p)

water region will be derived in Sec. 4.1.4.

4.1.3 Liquid Water Solution

Since it has been shown that the time constant of the water vapor is multiple orders

of magnitude faster than that of the liquid water, it is acceptable to replace the cv

coupling term in (2.13) by its steady-state solution (4.8a). The PDE for liquid water

distribution in the porous medium is then,

∂s

∂t
=

∂

∂x

(

b1S
b2
∂s

∂x

)

+
Mvγ

ρl

(α1e
βx + α2e

−βx), (4.16)

for (x, t) such that s(x, t) ≥ sim, and

∂s

∂t
=
Mvγ

ρl

(α1e
βx + α2e

−βx), (4.17)

for (x, t) such that 0 < s(x, t) < sim where S = 0 per (2.6), and β and αi are as

defined in the cv,e(x) solution previously (4.8a).

For the s(x, t) ≥ sim case, (4.16) can be integrated twice (details in Appendix C)
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to obtain the steady-state liquid water saturation,

sss(x) = βz

[

β(α1 − α2)(x− L) + cchv − csat
v (4.18)

−(α1e
βx + α2e

−βx) +

(
Sδ

βz

)b2+1 ] 1
b2+1

+ sim,

with

βz = (1 − sim)

(
Mvγ(b2 + 1)

ρlβ2b1

) 1
b2+1

. (4.19)

For the 0 < s(x, t) < sim case, because it is required for equilibria analysis, the

unsteady solution of (4.17) can be found easily by integrating with respect to time,

s(x, t) =
Mv

ρl

γ(α1e
βx + α2e

−βx)t+ s0(x), (4.20)

where s0(x) is the water saturation distribution at t = t0. The s0(x) term represents

the influence of the initial conditions on the water saturation.

Since the complete analytic solution of (4.16) has not been found, a Semi-

Analytic Solution (SAS) is defined that combines the quasi steady-state analytic

solutions for the gas constituents (cH2(x), cO2(x), cv,an(x), cv,ca(x)) with the anode

liquid water ratio (s(x, t)) numeric differential algebraic equation (DAE).

4.1.4 Vapor Solution Transition

In this section the transition between the two-phase exponential solution (4.8a) and

the linear single-phase solution (4.15) is analyzed. It is assumed that the water

mass flow is preserved at the transition from two-phase to single-phase and use mass

continuity across the transition point to establish the necessary flow rate on the

single-phase side of the mobile front.

To satisfy mass flow continuity,

W 1p
w = MvεAfcN

1p
v = MvεAfcN

2p
v +Wl(x

−

fr, t) = W 2p
w , (4.21)

where

N1p
v = −Dv,ε

dc1p
v

dx
= −Dv,εm

1p for x < xfr, (4.22)
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and

N2p
v = −Dsim

v

dc2p
v

dx
= −Dsim

v β(α1e
βx − α2e

−βx) for x ≥ xfr. (4.23)

Rearranging to find the slope for the single-phase water concentration of (4.15),

m1p =
Dsim

v

Dv,ε

β
(
α1e

βxfr − α2e
−βxfr

)
−

Wl(x
−

fr, t)

MvεAfcDv,ε

. (4.24)

Here x−fr indicates the spatial coordinate of the mobile front that is part of the

two-phase water solution, where xfr is defined as the smallest value of x such that

s(xfr, t) = 0 from the numeric solution of (4.16). The vapor-only water mass flow

rate on the single-phase side of xfr must match the sum of the liquid and vapor

water mass flow rates on the two-phase side, hence the Wl(x
−

fr, t) term in (4.24),

which is found by solving (2.11) with S(x−fr, t). Finally, the αi are found from (4.10)

and (4.12).

4.1.5 Simulation of Vapor Solution Transition

A simulation result of the reaction-diffusion to diffusion-only switching solution for

a 10-section GDL discretization is shown in Fig. 4.4. The solution switches as the

s(x, t)=0 boundary travels, section-to-section, from channel toward the membrane.

The transition points are aligned to section boundaries due to application of the

numeric solution. The graph shows the time progression of the water vapor concen-

tration distribution as the liquid water mobile front recedes into the GDL, where sec.

1 is the lumped parameter volume closest to the membrane, and sec. 10 is closest to

the channel. The system is modeled as an averaged single cell of the 24-cell, 300 cm2

active area, 1.2kW experimental fuel cell stack set-up used in the model verification.

The current density is 0.15A/cm2, the cathode inlet stream is fully-humidified air, the

anode inlet stream is pure, nearly dry hydrogen supplied at 2.63 times stoichiometry,

and the stack temperature is set at 333K.

For this result, an initially flooded anode at t=0s experiences a change to a

drying condition due to a 9% increase in H2 excess ratio. By t =500s, the channel

liquid water has been removed as evidenced by the drop in vapor concentration at

x = L, but since there is still liquid water in sec. 10, the exponential solution is tem-

porarily valid throughout the GDL (0 ≤ x ≤ L). However, s(10) < sim indicates that

liquid flow into the channel has ceased, implying that GDL-channel water transport
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Figure 4.4: Water vapor distribution for the switching analytic solution with the
mobile front in the transition from two-phase to single-phase during a step change
in λH2.

is in vapor phase only, with the mass flow rate given by,

W 2p
w (x−fr, t) = −MvεAfcD

sim
v

∂c2p
v (x)

∂x

∣
∣
∣
∣
x=x−

fr

+Wl(x
−

fr, t), (4.25)

and Wl(L, t) = 0. This GDL to channel water flow rate is smaller than the vapor flow

rate out of the channel because the two-phase front recedes toward the membrane

during the time period 500s < t < 10000s, finding equilibrium when the front reaches

sec. 7. Thus, Fig. 4.4 depicts the modeled water vapor distribution of the combined

diffusion-reaction/diffusion-only SAS, with the cv(x) in x < xfr taking the two-phase

exponential solution, and the cv(x) in x ≥ xfr taking the single-phase linear solution.

4.2 Verification of the Semi-Analytic Model

The model predicts voltage degradation by establishing a causal relationship between

anode channel flooding and the fuel cell voltage deterioration.

The experiments were performed using a 1.2KW, 24-cell stack with an active

area of 300 cm2. The experiment operated with a dead-ended anode, and the nec-
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Figure 4.5: The semi-analytic model is able to capture static and transient trends in
a direct comparison to experimental voltage output, and generates a voltage estimate
very similar to the numeric solution

essary purges executed at 180 second intervals for a duration of 1 second. The SAS

model used the same parameter values identified for the CNS model. For further

experiment and parameter identification details, readers are requested to see [3].

In the first experiment, the stack current was varied from 75A → 90A → 75A

while temperature was thermostatically controlled from 50C → 60C. Comparing the

coarse numeric model to the semi-analytic model in Fig. 4.5 illustrates that little, if

any, predictive accuracy has been lost by implementing the semi-analytic solution to

the GDL dynamics, and the important trends related to transient manifold pressure

dynamics and stack current changes are captured.

A desirable aspect of the model’s control-oriented goal is estimation of the

behavior of a 24-cell stack using a single cell model. In the set of validation exper-

imental results shown in Fig. 4.6 a (200% → 300%) stoichiometry change is added

to a series of stack current steps (40A → 60A → 15A). This data illustrates the

range of voltage outputs from the individual cells in the stack. Though the model

voltage prediction departs from the stack average value for some conditions, trends

are still captured and the results are still within the range of individual cell values.

The semi-analytic model output again tracks the coarse numeric model closely.
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Figure 4.6: The voltage prediction captures fluctuations due to changing conditions,
and bias is within the cell-to-cell variation.

4.3 Applications of the SAS Model

Three examples of applications of the SAS model to extend understanding of PEM

fuel cell operation are briefly discussed in this section. The potential for future work

related to addition of an along-the-channel dimension, inclusion of a temperature

gradient in the channel, and studies of hydrogen utilization is shown by simulation

of modified versions of the SAS model.

4.3.1 About the Along-the-Channel Dimension

It is commonly understood that the portion of the channel nearest the inlet will be

significantly drier than the channel portion nearest the outlet. Anode channel flow

determination is a balance between prevention of membrane drying at the inlet, while

avoiding the flooding generated at the exit due to the accumulation of water from the
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length of the channel. Numerous articles on the topic have been published, but the

neutron imaging work is most dramatic. Fig. 4.7, borrowed from [4] indicates clearly

the dry-inlet, wet-outlet phenomenon. If it were desirable for the outlet humidity to

be less than csat
v , in the interest of membrane protection, it is necessary to consider

the resulting membrane humidity near the channel inlet.

Increasing 

    liquid

Channel Outlet

 

Channel Inlet

 

 

Figure 4.7: Neutron imaging shows liquid water accumulating near the anode channel
exit (horizontal liquid images are from cathode side).

Modeling of along-the-channel concentration variation is implemented by con-

sidering the SAS model as a unit, and stacking it to stretch from inlet to outlet

at the desired discretization degree. Fig. 4.8 demonstrates the concept. Using this

methodology it is discovered that H2 excess ratio must be increased significantly to

make the water vapor concentration nearest the channel exit fall below csat
v . For a

single lumped volume model under flow-control, flow-through conditions, a hydrogen

excess ration of about 200% is required to keep the anode exhaust sub-saturated. As

shown in Fig. 4.10, for a 9-section channel discretization, that excess ratio doubles

to 400%, raising a concern for membrane drying near the inlet.

Such a large excess ratio appears to indicate that the SAS model will have a

lower efficiency than the numeric model because of the high hydrogen pass-through.

The issue of hydrogen utilization is addressed in Sec. 4.3.3, where it will be shown

that a controlled flow-through model uses significantly less hydrogen than the purge-
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cycle control method.

4.3.2 Model Extension to 1+1D

The benefit of reduced model complexity becomes apparent as the computation-

ally inexpensive analytic solutions allow the modeler to increase GDL x-coordinate

direction resolution and/or add discretization along the channel.

A graphical representation of the along the channel dimension is shown in

Fig. 4.8. The spatial coordinate z is used to indicate position in the channel, with

z=0 at the inlet, and z = Lc as the outlet location.

(not to scale)
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Figure 4.8: Schematic of along the channel model, with two-phase front for channel,
and within the GDL for each unit model discretization along the channel.

For the single volume channel model, orifice equations were used (2.26,2.27) to

relate pressure drops and flows through the inlet and outlet. Upon expansion of the

channel model into a series of elementary volumes, the downstream boundaries for

each discrete volume take the role and form of the exit orifice,

W ch[m] = kch[m](P ch[m] − P ch[m+ 1]), (4.26)
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where m is the counter, P ch[m] are the pressures, and kch[m] are the resistances

to flow in each section along the channel. In general, the resistance changes as a

function of channel location due to the variation in dynamic viscosity of the mixture

due to varying molar fraction. However, when mass flow rate is used (4.26), kch is a

function of kinematic viscosity (ν),

kch =
πr4

eq

8νmixdz
, (4.27)

where req is the equivalent radius for the non-circular channel, and dz is the length

of the discretized channel section. The normalization of dynamic viscosity by den-

sity to get kinematic viscosity reduces the influence of the elements of the mixture.

Therefore, for the purposes of this illustrative example of the SAS unit model utility,

it will be assumed that kch is constant over the length of the channel.

The use of a single lumped volume for the channel raises valid concerns re-

garding the ability of the model to address the inlet-outlet humidity disparity. To

investigate this concern, a simulation discretizing the model into 9 sections was per-

formed. Of interest are the humidities at the membrane nearest the inlet and at

the channel exit. The conditions for the simulation are i=0.5A/cm2, Tst=68C, ten

sections of GDL discretization, and λO2=300%. The λH2 is varied to show the effect

on the two-phase water front in the channel, and is shown in the figures.

Using λH2=250% results in accumulation of liquid water in the channel as shown

in the bottom subplot of Fig. 4.9. The results shown are qualitatively similar to those

published in [57]. Implementation of the control objective developed in 5.4 requires

maintenance of the exit humidity below csat
v . Increasing λH2 to the neighborhood of

400% accomplishes this goal, with results shown in Fig. 4.10.

Raising the hydrogen flow rate has the obvious detrimental effect on fuel cell

efficiency, reducing utilization from 40% to 25%. The positive news is that the

anode side membrane humidity drops only 1% from 93% to 92%. Safe operating

humidities for Nafion membranes are well below this range ([58]), suggesting that

the control objective is unlikely to cause membrane drying. The reason that the

membrane relative humidity decrease is less substantial than the channel is related

to the membrane transport dependence upon concentration gradient. A decrease in

water vapor concentration in the channel at the inlet draws more water vapor from

the GDL and the drier anode GDL increases water transport from the cathode. This

higher flow benefits the anode side humidity at the membrane first and foremost.

There are two significant hydrating effects that are not modeled that would raise
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Figure 4.9: Distribution along-the-channel of water vapor at the membrane, as well
as liquid, water vapor and hydrogen in the channel (λH2 = 250%).

humidity at the membrane. The first is membrane-parallel diffusion vapor transport

within the GDL. Though the convective flow dominates in the channel, diffusion

in the GDL will move vapor along the membrane according to the gradient. The

second phenomenon is the temperature gradient effect. The channel temperature will

increase from inlet to outlet, gaining as much as 10oC at the exit in a co-flow study

done on the cathode in [7], where the phenomenon was suggested as a method to

prevent flooding at the channel outlet. Since the amount of water that can be held in

vapor form increases exponentially with temperature, the forced implementation of

a temperature gradient will lower exhaust humidity, while increasing inlet humidity

versus an assumption of an averaged temperature for the length of the channel.

The SAS model can be easily modified to investigate the influence of the ad-

dition of a simple, estimated linear thermal variation along the channel (similar

variation in the GDL). This is demonstrated in Fig. 4.11, assuming T out − T in =

3oC.

Figure 4.11 demonstrates the importance of inclusion of temperature gradients

in the along-the-channel model. A set of conditions predicted by the model to incur

channel flooding for the isothermal model is instead predicting non-flooding when

temperature variation is included.
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Figure 4.10: Distribution along-the-channel of water vapor at the membrane, as well
as liquid, water vapor and hydrogen in the channel (λH2 = 400%).

4.3.3 Maximizing Hydrogen Utilization by Control

Proportional control based on the channel outlet humidity error using the control

objective of Sec. 5.4 is compared to dead-ended anode control methodology for hydro-

gen utilization. Fig. 4.12 indicates that the purge-controlled system tends to remove

more water than is required in order to guarantee complete channel liquid removal.

The higher utilization for flow-through can be attributed to avoidance of the

over-drying that occurs during purges. A purge causes drying to extend well into the

GDL, removing more water than is necessary to re-establish flooding-induced cell

voltage degradation. The cost of this GDL drying is more hydrogen pass-through

with a smaller return on water removed due to ineffective water vapor transport in the

sub-saturated channel. The control objective prevents channel liquid accumulation

without over-drying the GDL.

The resulting consistency in voltage with the simple proportional-control ap-

plied to the outlet relative humidity is shown in Fig. 4.13.
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Figure 4.11: Addition of a temperature gradient turns model prediction from flooding
to non-flooding for otherwise identical conditions.
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Chapter 5

Control Analysis

This chapter describes the analyses performed to establish the control feasibility

of the Semi-Analytic Solution (SAS) model. Since prevention of unbounded liquid

water growth is the main concern, the stability study focuses on determining for

which states, and under what conditions, instability exists. Upon isolation of the

system instability, a hypothesis for a stabilizing control objective is proposed. The

controllability-observability study will indicate if channel boundary value control of

the GDL liquid water is feasible with the available physical inputs and will further

provide information concerning measurement outputs.

5.1 Analysis of Equilibria

Understanding the system equilibria is a critical step towards definition of control

objectives. The form of the time-derivative of (4.20) suggests that an equilibrium

condition for 0 <s(x, t)< sim does not exist because the αi are not functions of s.

This observation raises the need for discussion regarding sim, and an analytic study

of the dynamic properties of the model equilibria.

The immobile saturation sim represents the amount of liquid water required to

wet the porous material fibers such that continuous liquid flow can proceed. A value

of sim = 0.1, or 10% of the pore volume being filled with liquid, is a common value

used [5]. Others choose to ignore the sim concept, which is equivalent to setting it

to zero [59]. We proceed following the logic that there will be no liquid flow if the

liquid volume is extremely low, and thus the sim value of 0.1 will serve for analysis

purposes. It is interesting to note that the choice of sim will affect the liquid water
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distribution estimation [54]. It is also shown here that the concept of immobile

saturation introduces a range of s where equilibrium does not exist.

Analysis of the combined liquid and water vapor SAS and the steady-state liq-

uid water solution (4.18) reveals that any distribution of cv that satisfies the steady-

state solution (4.8a) can be an equilibrium water vapor distribution. In this analysis,

however, we are most interested in finding cv equilibria that reduce or prevent build-

up of liquid water in the channel.

Claim A: No equilibrium exists for 0 < s(x) < sim

There exists no equilibrium condition such that s(x) within the GDL is non-zero,

but less than the immobile saturation. To see this, expand the spatial derivative of

the first term of (2.13) around some x,

∂s(x, t)

∂t
=b1

[

b2S
b2−1(x, t)

(
∂S(x, t)

∂x

)2

+Sb2(x, t)
∂2S(x, t)

∂x2

]

−Mvγ

ρl

(csat
v −cv(x)). (5.1)

Since s(x, t) < sim and b2 > 1, the two terms within the bracket are zero because

S(x, t) = 0 (s(x, t) < sim), therefore

∂s(x, t)

∂t
= −Mvγ

ρl

(csat
v − cv(x)). (5.2)

First, considering the cases where cv,ss(x) 6= csat
v , the RHS of the (5.2) dynamic

equation is not a function of s(x, t), and therefore no condition exists that will satisfy

∂s/∂t = 0. Thus, while 0<s(x, t)<sim, s(x, t) will either grow (positive ∂s/∂t, i.e.

cv(x)>c
sat
v ) until it exceeds sim, causing S to be re-introduced as an opposing factor

for the condensation or decrease under evaporation (negative ∂s/∂t, i.e. cv(x)<c
sat
v ),

which will cease only when s(x, t)= 0.

It remains to show that cv,ss(x) 6= csat
v when 0 < s(x) < sim.

Claim B: cv,ss(x) 6= csat
v for 0 < s(x) < sim

Anywhere in the GDL that the liquid saturation steady-state is less than the im-

mobile saturation, the water vapor pressure will not match the saturation pressure.

To demonstrate this, a continuity of solution sketch of proof followed by a physical-

insight based explanation is provided.

The sketch of proof method begins by assuming, in contradiction, that there
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exists an x̄ that satisfies cv,ss(x̄) = csat
v and 0 < s(x̄) < sim. When s(x̄) falls between

zero and sim, it does so on a continuous open interval U around x̄, where s(x, t) is

continuous because the derivative of (4.20) exists within 0 < s(x, t) < sim.

Continuity in s(x, t) over U implies that an equilibrium value of s(x̄) will be

accompanied by continuous equilibrium values for all s(x, t) within U . However, it

follows from (4.8a) that,

cv,ss(x) − csat
v = α1e

βx + α2e
−βx = 0 ⇒ e2βx = −α1

α2
(5.3)

within U . Since α1 and α2 will have constant values in equilibrium, this incorrectly

implies that the exponential function e2βx equals a constant over U . Therefore, the

original premise is incorrect and there exists no x̄ such that a steady-state condition

cv(x̄) = csat
v exists when 0 < s(x, t) < sim.

The above conclusion can be physically explained by recognizing that the

claim is essentially a statement about the location of xfr relative to xsat, defined

by cv(xsat) = csat
v .

Steady-state mass flow continuity implies that

Wl,ss(x) +Wv,ss(x) = Wmb. (5.4)

Since both flows are positive in the direction from membrane to channel, the maxi-

mum equilibrium liquid flow naturally occurs when Wv,ss(x) is at a minimum. Since

the molar water vapor flux is directly proportional to the first spatial derivative of

cv(x), this minimum is located at xsat, which can be shown by taking the second

derivative of (4.8a) with respect to x and setting it to zero,

∂2cv(x)

∂x2
= β2

(
α1e

βx+α1e
−βx

)
= β2(cv(x) − csat

v ) = 0. (5.5)

Since (5.5) is satisfied by cv(x) = csat
v , the minimum water vapor transport occurs at

x = xsat, thus the steady-state liquid flow rate is a maximum at x = xsat, implying

s(xsat, t) > sim and therefore cv(x) 6= csat
v for 0 < s(x, t) < sim.

Note 1: The steady-state liquid and vapor water transport at any x across

the GDL can be calculated as follows:

Beginning with the definition of liquid water mass flow (2.9) and reversing the
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chain rule to get the ∂
∂x

to include the Sb2 term,

Wl = −εAfcρlb1S
b2
∂S

∂x
= −εAfcρl

b1
b2 + 1

∂

∂x

(
Sb2+1

)
. (5.6)

Substituting the steady-state Sss(x) found from (2.6) and (4.18),

Wl,ss = −εAfcρl

b1
b2 + 1

∂

∂x

(
Mvγ(b2 + 1)

ρlβ2b1
[

β(α1 − α2)(x− L) + cchv − csat
v (5.7)

−(α1e
βx + α2e

−βx) +

(
Sδ

βz

)b2+1 ])

moving the constants out of the differentiation, rearranging, substituting for β2 from

(4.9), differentiating with respect to x,

Wl,ss(x) = −MvεAfc

[

Dsim
v β(α1 − α2) −Dsim

v β

(

α1e
βx − α2e

−βx

)]

, (5.8)

︸ ︷︷ ︸

−Nmb

︸ ︷︷ ︸

−Nv(x)

,

which is a restatement of (5.4), since Wj(x) = MjεAfcNj(x).

Note 2: Equation (5.4) clearly indicates that the steady-state liquid flow will

match the membrane water transport less the water vapor transport if there is suf-

ficient liquid present in the GDL to generate capillary flow. Conversely, if capillary

flow conditions are not met (s(x, t) ≤ sim), the entire water transport will be in

vapor form. It is important to note that for a given set of system conditions, Wmb

is constrained by WGDL
l because as long as s > sim, membrane water transport will

not change. Although it might sound counter-intuitive, zero liquid flow across the

GDL-channel interface allows greater membrane transport from cathode to anode.

Thus the anode conditions can influence the cathode side water distributions.

5.2 Stability

It is known from experiment and simulation that the complete fuel cell will experi-

ence unbounded liquid water growth under many normal operating conditions (flow

regulated anode inlet, high H2 utilization, etc). Additionally, modal analysis of the

system indicates the presence of unstable modes (poles at the origin of the linearized

numeric system) when linearized about operating conditions with liquid accumula-
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tion in the channels.

Figure 5.1 demonstrates the basic voltage degradation phenomenon, typical of

our experimental results; namely that anode flooding is related to voltage degra-

dation. The periodic purges necessary to remove the anode liquid water, and the

recovery of the cell voltage, are clear in the vicinity of t = 1800s and t = 1980s. A

step-down change in stack current (91A → 76A) occurring at a time of low channel

water mass (t∼ 1862s) does not noticeably affect the liquid accumulation, though

the voltage output overshoot during the step-down is well estimated.
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Figure 5.1: Experimental results support the hypothesis that anode flooding causes
voltage degradation that is recovered through anode channel purging.

5.2.1 Stability of Liquid Water in the GDL

The apparent system instability is due to unbounded growth of the channel water

mass state, which can only occur if liquid water flow from the GDL to the channel

is non-zero and the channel water vapor is saturated (WGDL
l > 0 and cchv = csat

v ).

Specifically, one can show the following result:

Theorem: Given

• The assumptions of Sec. 2.1.1,
• The partial differential equations and boundary conditions described in Secs. 2.1,

2.2, and
• The semi-analytic solution from Sec. 4.1,

then the liquid water distribution for the anode is stable if the channel liquid water

is stabilized.
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Sketch of the Proof: If it can be shown that the GDL liquid water is stable (see

below), then it can be concluded that stabilization of the channel water mass state

results in overall water system stability, as this is the only remaining (possibly) liquid

state.

To show stability of the liquid water distribution within the GDL for the bound-

ary conditions described in Sec. 2.1.3, a general linearization of the liquid PDE with

the assumption that s > sim for 0 ≤ x ≤ L is performed, which will result in

WGDL
l > 0. A transformation of the linearized system is then applied to facilitate

the subsequent Lyapunov stability analysis.

The choice of xfr = L is made because it is the more general case, for which

liquid flow into the channel is possible. By definition, liquid flow into the channel will

cease when the mobile two-phase front recedes in the GDL. Stability of the liquid

in the GDL can be proven using the following process for the simpler case where

xfr < L if the same boundary condition (S(xfr) = Sδ) is employed.

Finally, stability is analyzed using the continuous PDE to address the question

of potentially unstable spillover dynamics invisible to a numeric model.

5.2.2 Linearization of the Continuous PDE

In preparation for local stability analysis, a general linear PDE is derived for the

liquid water anode distribution. If it is assumed that s(x, t) > sim, (4.16) can be

written,
∂s(x, t)

∂t
=

b1
(b2 + 1)

∂2

∂x2

(

S(x, t)b2+1

)

+ f(x), (5.9)

where,

f(x) =
Mvγ

ρl

(α1e
βx + α2e

−βx). (5.10)

Next, substituting the perturbation from an equilibrium distribution S0(x) of liquid

water in the GDL,

S(x, t) = S0(x) + δS(x, t),

so that,
∂s

∂t
=

b1
(b2 + 1)

∂2

∂x2

(
(S0(x) + δS)b2+1

)
+ f(x). (5.11)
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A linear approximation for polynomial expansion is,

(S0(x) + δS)b2+1 ⋍

(5.12)

S0(x)
b2+1 + (b2 + 1)S0(x)

b2δS +H.O.T.(δS).

The distributed condensation-evaporation reaction term is represented as,

f(x) = f0(x) + δf(x),

where f0(x) is the nominal term corresponding to S0(x). Inserting (5.12) and (5.13)

into (5.11) gives,

∂s

∂t
=

ṡ0=0
︷ ︸︸ ︷

b1
(b2 + 1)

∂2

∂x2

(
S0(x)

b2+1
)

+ f0(x) (5.13)

+b1
∂2

∂x2

(

S0(x)
b2δS

)

+ δf(x).

Since,

δS =
δs

(1 − sim)
,

this leads to,

δṡ = K2
∂2

∂x2

(

S0(x)
b2δs

)

+ δf(x), (5.14)

where,

K2 =
b1

(1 − sim)
. (5.15)

Changing to the standard u PDE format with u , δs,

ut = K2
∂2

∂x2

(

S0(x)
b2u

)

+ δf(x). (5.16)

Performing the differentiation from,

ut =
∂

∂x

(
∂

∂x

(
K2S0(x)

b2u
)
)

+ δf(x), (5.17)

and defining,

ψ(x) , K2S0(x)
b2 , (5.18)
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ut =
∂

∂x
(ψx(x)u+ ψ(x)ux) + δf(x).

ut =
∂2ψ(x)

∂x2
u+

∂ψ(x)

∂x
ux +

∂ψ(x)

∂x
ux + ψ(x)uxx + δf(x).

Hence, the linearized system is then,

ut = ψ(x)uxx + 2ψ(x)xux + ψ(x)xxu+ δf(x). (5.19)

5.2.3 Transformation of the Linearized PDE

To obtain a form conducive to stability analysis (i.e., eliminating the ux term), the

linearized PDE (5.19) can be transformed using,

u = we−
R x
0

ψθ(θ)

ψ(θ)
dθ, (5.20)

and defining

ξ(x) ,
ψ(x)x

ψ(x)
(5.21)

so that,

ut = wte
−
R x
0

ξ(θ)dθ,

this transforms each form of the function u in (5.19),

ux = wxe
−
R x
0 ξ(θ)dθ − wξe−

R x
0 ξ(θ)dθ,

uxx = (wxx − wxξ − wxξ − wξx + wξ2)e−
R x
0

ξ(θ)dθ.

Putting these definitions into (5.19), and multiplying through by the inverse of the

transformation (e
R x
0 ξ(θ)dθ),

wt = ψ(wxx − 2wxξ − wξx + wξ2)

(5.22)

+2ψx(wx − wξ) + ψxxw + δf · e
R x
0

ξ(θ)dθ,

where only the w is a function of x and t, and the (x) notation for ξ(x), f(x), and

ψ(x) has been dropped for simplicity.
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The spatial derivative of ξ is,

ξx =
∂

∂x

(
ψx

ψ

)

=
ψxx

ψ
− ψ2

x

ψ2
. (5.23)

Let f̃ , δfe
R x
0

ξ(θ), and inserting (5.21) and (5.23) into (5.22),

wt =ψ

(

wxx−2wx

ψx

ψ
−w

(
ψxx

ψ
−ψ2

x

ψ2

)

+w

(
ψx

ψ

)2)

+2ψx(wx−w
ψx

ψ
)+ψxxw+f̃ ,

or,

wt = ψwxx − 2wxψx − wψxx + w
ψ2

x

ψ
+ w

ψ2
x

ψ

+2ψxwx − 2w
ψ2

x

ψ
+ ψxxw + f̃ ,

and canceling like terms,

wt = ψ(x)wxx + f̃ . (5.24)

Next, the transformed boundary conditions must be clarified. For the linearized

PDE, the boundary conditions are,

w(L, t) = u(L, t)e
R L
0

ξ(θ)dθ = 0 · e
R L
0

ξ(θ)dθ = 0, (5.25)

and,

wx(0, t) = ux(0, t)e
R 0
0

ξ(θ)dθ − u(0, t)ξ(0)e
R 0
0

ξ(θ)dθ

= 0 · e0 − u(0, t)ξ(0)e0,

to show ξ(0) = ψx(0)/ψ(0) = 0, recall ψ(x) = K2S0(x)
b2 , and,

ψx(x) = b2K2S0(x)
b2−1 ∂

∂x
S0(x). (5.26)

Thus, by the boundary conditions at x = 0,

∂

∂x
S0(0) = 0.

Therefore, ψx(0) = 0, and wx(0, t) = 0.
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5.2.4 Stability of the Transformed PDE

Modifying the steps described in [60] to fit our application, a Lyapunov stability

analysis will be applied to the plant of the transformed system (5.24), where the f̃

is set to zero for the stability analysis because it is an exogenous input, and not a

function of w.

To normalize the spatial variable, a z = x
L

transformation could be made so

that (5.24) becomes wt(z, t) = 1
L2ψ(x)wzz(z, t), but just take L=1 for convenience,

without loss of generality.

Using the candidate Lyapunov function,

V =
1

2

∫ 1

0

w2(x, t)

ψ(x)
dx+

1

2

∫ 1

0

w2
x(x, t)dx, (5.27)

where it should be noted that ψ(x) > 0 over the range x ∈ [0, 1], because as x → 1,

ψ(x) → K2S
b2
δ .

Taking the time derivative of the candidate Lyapunov function (dropping the

arguments for brevity),

V̇ =

∫ 1

0

(
wwt

ψ
− 1

2

w2ψt

ψ2

)

dx+

∫ 1

0

wxwtxdx,

where ψt = 0 since ψ is not a function of time. Substituting the transformed PDE,

wt = ψwxx, and integrating by parts,

V̇ =

∫ 1

0

wwxxdx+

∫ 1

0

wxwtxdx,

V̇ = wwx

∣
∣
∣
∣

1

0

−
∫ 1

0

w2
xdx+ wxwt

∣
∣
∣
∣

1

0

−
∫ 1

0

ψw2
xxdx.

Because the boundary conditions of the linearized, transformed system are,

w(1, t) = 0, wx(0, t) = 0,

and hence,

wt(1, t) = 0,

then,

V̇ = −
∫ 1

0

w2
xdx−

∫ 1

0

ψw2
xxdx. (5.28)
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Since V̇ ≤ 0, we have stability in the sense of Lyapunov. To show exponential

stability, recognize that 0 < ψmin ≤ ψ, and apply Poincare’s inequality to show,

−
∫ 1

0

w2
xdx ≤ −γψmin

∫ 1

0

w2

ψ
dx, (5.29)

and

−
∫ 1

0

ψw2
xxdx ≤ −γψmin

∫ 1

0

w2
xdx, (5.30)

where γ = 1
4
. Then,

V̇ ≤ −γψmin

(∫ 1

0

w2

ψ
dx+

∫ 1

0

w2
xdx

)

, (5.31)

which becomes,

V̇ ≤ −2γψminV, (5.32)

indicating that V → 0 exponentially as t→ ∞. To show pointwise convergence, use

Agmon’s inequality (with w(1, t) = 0),

max
x∈[0,1]

|w(x, t)|2 ≤ 2||w(·, t)|| · ||wx(·, t)||, (5.33)

and the inequality 2||a||·||b|| ≤ ||a||2 + ||b||2 to find,

max
x∈[0,1]

|w(x, t)|2 ≤ ||w(·, t)||2 + ||wx(·, t)||2, (5.34)

where || · || denotes the 2- norm. Since ψ(x) > 0 for all x and V → 0, ||w(x, t)|| → 0

and ||wx(x, t)|| → 0 as t→ ∞, implying,

max
x∈[0,1]

|w(x, t)| → 0 as t→ ∞. (5.35)

Pointwise convergence is thus shown, and the liquid water distribution within the

GDL is exponentially stable.

5.3 Stabilizing Equilibrium

Considering the water management goal of minimizing flooding and maximizing

membrane hydration, the idea is to search for an equilibrium condition with zero

liquid flow into the channel and the highest possible water content in the GDL.
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Of course, this assumes that there exists a stable liquid water distribution in the

GDL that does not significantly hinder reactant access to the catalyst. GDL liquid

stability is shown in Sec. 5.2, and [4] used neutron imaging to show that typical

steady-state levels of liquid water in the anode GDL do not significantly reduce volt-

age output, perhaps due to a randomly distributed nature of the liquid within the

porous medium.

The top plot of Fig. 5.2 shows the results from a set of conditions that begin

under a state of flooding (Wmb > W out
v −W in

v ), generated with a stack current of

45A, stack temperature at 333K, and a hydrogen excess ratio of 2.5. All sections of

the 10-section discretization have saturation levels above sim, which will generate an

undesirable liquid water flow into the channel and cause the increase inmch
l seen prior

to t =1000s. At t =1000s, the H2 excess ratio (λH2) is increased to 2.63, sufficient to

dry the anode channel, and force the two-phase water front to recede into the GDL.

The transient response of the liquid water (Fig. 5.2) shows the water saturation of

the section closest to the channel (sec. 10) being driven to zero, at which time the

liquid water in sec. 9 begins to fall. The process continues until the front reaches

sec. 7, attaining equilibrium because GDL flow-in (i.e. Wmb) increased to match the

net channel flow-out (i.e. W out
v −W in

v ).

To illustrate the mechanisms leading to equilibrium, consider the lower plot of

Fig. 5.2, where plots of relevant mass flow rates are shown. Initially in a flooding

condition, the H2 excess ratio step at t = 1000s creates a drying condition. The

WGDL
l is sufficient to balance the GDL water mass in the first 1000s, prior to the

λH2 increase. The mobile two-phase water front recedes into the GDL as sec. 10,

nearest the channel, reaches zero liquid volume. After t =1000s, it can be seen from

(5.8) and Fig. 5.2 that the liquid water flow decreases in proportion to the increase in

water vapor flow resulting from the reduction in channel water vapor concentration

caused by the channel water mass imbalance. In physical terms, at the start of

a flooding-to-drying transition (i.e. Wmb > W out
v − W in

v → W out
v − W in

v > Wmb),

the net GDL-channel water flow is insufficient to satisfy the water mass balance in

the channel, causing liquid evaporation, net water transport out of the GDL, and a

decrease in the channel water vapor concentration below saturation level. The GDL

nearest the channel will experience liquid volume decrease as more vapor is drawn by

the sub-saturated channel, leading to a decrease in liquid flow to the channel. Once

the liquid flow has ceased, the vapor mass flow out of the GDL continues to increase

and can reach flow rates greater than the steady liquid mass flow rate experienced

when mch
l > 0 and cchv = csat

v . The WGDL
v is increased by further decreases in cchv
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Figure 5.2: The transition from almost complete liquid transport to complete vapor
transport across the GDL-channel boundary.

until the GDL water equilibrates. Equilibrium is finally reached when the mobile

front reaches sec. 7 (i.e. san(7) > 0).

Under transient drying conditions (W out
v − W in

v > Wmb) the limitation that

WGDL
l,ss < Wmb requires channel mass balance be obtained through vapor transport.

To establish equilibrium, Wmb must increase, and this will happen only when the

water vapor GDL-channel transport increases. Until liquid flow reaches zero, any

increase in WGDL
v occurs with a corresponding loss in liquid flow. The WGDL

v growth

to match W out
v −W in

v will eliminate WGDL
l as the two-phase front recedes from the

channel.
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Claim C: cchv = 2csat
v − cmb

v,ss implies stable equilibrium and max-

imum GDL hydration

A channel water vapor concentration that is below the saturation water vapor con-

centration by the same amount that cmb
v is above it will result in zero liquid flow into

the channel. This condition will also maximize water in the GDL for all zero liquid

GDL to channel flow conditions.

Using the steady state water vapor solution, the Claim implies,

(
α1e

βx+α2e
−βx

)
∣
∣
∣
∣
x=0

=−
(
α1e

βx+α2e
−βx

)
∣
∣
∣
∣
x=L

, (5.36)

or,

α1 + α2 = −
(
α1e

βL + α2e
−βL

)
. (5.37)

Maximum GDL hydration will occur when the two-phase front is located at x = L,

the GDL-channel interface. To find the water vapor concentration at the two-phase

front (cv(xfr) = cchv ) with zero liquid flow into the channel, use the knowledge that

WGDL
l → 0 as WGDL

v → W out
v −W in

v , and steady-state mass continuity, to show that

after WGDL
l = 0, WGDL

v → Wmb at equilibrium. Since the mass flow is related to

the slope of the water vapor distribution by,

WGDL
v =−MvεAfcD

sim
v

dcv
dx

∣
∣
∣
∣
x=L

, (5.38)

and,

Wmb = −MvεAfcD
sim
v

dcv
dx

∣
∣
∣
∣
x=0

, (5.39)

this implies:
dcv(x)

dx

∣
∣
∣
∣
x=L

=
dcv(x)

dx

∣
∣
∣
∣
x=0

. (5.40)

Taking the spatial derivative of (4.8a),

dcv(x)

dx
= β

(
α1e

βx − α2e
−βx

)
, (5.41)

and recognizing that equality of the water vapor slopes at the boundaries implies,

α1e
βL − α2e

−βL = α1 − α2, (5.42)

when Nmb = NGDL
v .
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Therefore, to prove the Claim, it is only necessary to show (5.37), which can

be done by direct algebraic manipulation after substituting (5.42) into both sides

of (5.37), indicating that, indeed, cchv = 2csat
v − cmb

v when Nmb = NGDL
v . Since

NGDL
v = Nmb implies WGDL

l = 0, system stability is guaranteed.

5.4 Control Objective Concept

The fuel cell model’s estimation of liquid flow into the channel is used both for

prediction of voltage degradation and as an indication of flooding in the fuel cell

that is highly detrimental to fuel cell performance and longevity. The semi-analytic

model of the liquid water and water vapor distributions can be utilized to control

anode channel liquid water accumulation, and thus potentially avoid voltage output

degradation due to excessive water in the anode. The issue of the appropriate channel

liquid water boundary condition (2.21) can be avoided completely by setting the

control objective for the channel water vapor concentration such that the liquid

water boundary condition at S(L, t) = 0, thus stabilizing the nominally unstable

channel liquid water dynamics.

Figure 5.3 demonstrates that the steady-state solution to the water vapor PDE

has an exponential form, while the liquid PDE is a fractional power polynomial.

These shapes are highly dependent upon the choice of BC, as evidenced by results

from [9], where numeric results show much higher liquid ratios (s>0.80) at the mem-

brane and zero liquid water at the channel, due to the assumptions of liquid water

transport across the membrane and s = 0 at the GDL-channel interface. Recent

results [48] support the membrane boundary condition (2.20) used here.

The dash-dot line in Fig. 5.3 demonstrates that liquid water in excess of the

immobile saturation (i.e. flooding) exists in the GDL when the water vapor concen-

tration has reached its maximum value of csat
v in the channel. Under these condi-

tions, the liquid water will grow unbounded in the channel (instability). The solid

line represents a lower channel water vapor concentration, and a channel condition

(cchv = cch∗v ) below which the GDL two-phase boundary begins to recede into the

GDL (stable with xfr = L) is observed. The dotted line depicts the steady-state dis-

tributions if cchv < cch∗v , where the two-phase water front has receded into the GDL

(stable with s(L−) = 0).

The water vapor concentration at the vapor transition, cv(xfr), plays a key role

in our model. Regardless of the position, it represents the boundary condition for
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Figure 5.3: Channel water vapor concentration boundary value can shape the liquid
water distribution. The flooding case has cchv = csat

v , while the borderline case has
cchv = cch∗v , and the GDL drying case has cchv < cch∗v .

the exponential solution. Based on Sec. 5.3 Claim C, it is proposed that

cch∗v = 2csat
v − cmb

v,ss. (5.43)

is a control objective that satisfies equilibrium, eliminates GDL-channel liquid trans-

port, provides channel stability, and maintains the membrane water content at the

highest value for a given set of conditions. The estimate of cmb
v,ss is generated by

the model, and updated at every time step. A discussion on the practicality of the

defined control objective follows in Note 3.

The cch∗v reference value is an upper bound to prevent flooding and maximize

membrane water content. The unit fuel cell model from this research can be used

to investigate a lower bound for the outlet humidity by using the model stacking

capability demonstrated in Sec. 4.3.2 to estimate the inlet membrane humidity under

various reactant excess ratios, temperatures, and/or stack currents. The modeled

result would then be compared to acceptable water content levels for the membrane.

Note 3: The volumetric evaporation constant (γ), taken for this work from [5],

plays a significant role in determining the cch∗v . For γ =900s−1, it is likely that cch∗v

will be within 2% of saturation, and use of the outlet humidity near saturation as
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the reference output presents an issue of sensor resolution and function. Near satu-

ration, typical sensors can become clogged with liquid, rendering them temporarily

ineffective. These issues may be resolved with heated, high-resolution sensors, or

with innovative control algorithms. Another implementation issue that needs to be

considered is the control of the hydrogen supply. Due to the low flow rates and low

molecular weight, the flow controllers required to deliver the hydrogen to within the

±0.05slm that will be necessary are quite expensive. However, control of the hydro-

gen supply is being addressed by industry (e.g. [61, 62]), and cost-reduction progress

is expected.

5.5 Controllability

As described in Sec. 5.4, to eliminate liquid flow from GDL to channel, it is sufficient

to maintain the GDL two-phase active front at x ≤ L. Therefore, in support of this

proposal, a controllability analysis will determine whether such control is mathemat-

ically possible, as well as indicate the input(s) best-suited to shape the liquid water

distribution and the output(s) required. Because the liquid water states represent

liquid water present in the discretized portion of the SAS model, the controllability-

observability (C-O) analysis is performed on the linearized system (and not using

the infinite dimensional PDE).

The proposed xfr = L location for the control objective coincides with the

boundary conditions for the PDEs that describe the flows and distributions within

the GDL. Placement of the active two-phase front at this location is challenging

because x = L is also the boundary of the switching analytic solution. Since the

analysis is based upon a linearized system of switching nonlinear equations, the local

C-O for three scenarios must be considered; xfr < L (receding front), xfr = L (the

control objective), and for net liquid flow into the channel (flooding).

5.5.1 On the Choice of Controllability-Observability Test

A number of C-O tests exist, ranging from the simple C-O matrix rank tests to

computation of the respective grammians to determine if they are positive definite.

The stiff system characteristics of our model lead to an unavoidably (short

of time-scaling) large condition number. Unit scaling was performed to reduce the

80



condition number, but even the minimum condition number (κmin), represented by

κmin =
λmax

i

λmin
i

, with κ ,
σmax

i

σmin
i

, (5.44)

and where σ and λ are the singular values and eigenvalues of the linearized system

matrix A, is on the order of 106. Condition numbers of this magnitude are cause for

concern, possibly causing large magnification of errors under matrix inversion due to

computer rounding or modeling error.

The basic C-O analysis using

Co = [B AB A2B ...An] and Ob =












C

CA

CA2

...

CAn












(5.45)

matrix rank tests will be avoided here due to their reliance on interpretation of the

rank of matrices with large condition numbers. A large condition number makes

interpretation of rank subjective, as a decision must be made regarding C-O based

on singular value relative magnitudes even though those values may on the order of

1030. Further, the rank test does not provide information on which modes of the

system are controllable/observable, or the degree of controllability.

The Popov-Belevitch-Hautus (PBH) eigenvalue test has the benefit of being

able of identifying C-O for each mode, because the controllability test is simply,

rank[λiI − A B] = n ∀λi ∈ C, (5.46)

where each eigenvalue is tested and full rank indicates controllability. The require-

ment for observability of a mode is similarly found by,

rank

[

λiI −A

C

]

= n ∀λi ∈ C. (5.47)

The PBH eigenvalue method still requires rank determination on a matrix with high

condition number.

The PBH eigenvector test, on the other hand, provides a simple means to

associate modes and their relative controllability, yet does not require a matrix rank
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evaluation. The concept behind the PBH eigenvector tests is based on considering

the input and output matrices as operators that map the modes of the system to

another space. If that space is the null space, then that mode is uncontrollable or

unobservable or both, depending upon whether the input or output matrix was used

in the test. Taken from [63], these test can be represented by:

q̄A = λq̄ where q̄ is a LH (row) eigenvector of A,

from which q̄B=0 implies q̄ is an uncontrollable mode, and similarly,

Av̄ = λv̄ where v̄ is a RH (column) eigenvector of A,

and Cv̄=0 implies v̄ is an unobservable mode.

The result of this mapping is a scalar value for each mode against each input

or output vector in the matrices B and C. While the magnitude of the scalar value

can be interpreted as an indication of the relative C-O of the mode versus a specific

input/output, it should be noted that scaling will play an enormous role in compari-

son of results. For example, it would be ill-advised to compare the magnitude of the

result of a concentration mode with the result of a liquid saturation mode. Further,

the balancing algorithm employed to decouple the system uses scaling. For the pur-

poses of this test, if the resultant is non-zero, there is some degree of controllability

or observability, and comparisons should only be made between modes of like units

for the same scaling.

The modal analysis performed in 3.4 presented a coordinate transformation

that left only a very weak coupling between GDL liquid water and channel water

vapor states. It is precisely this coupling that will be shown with the PBH eigenvector

test to allow controllability of the liquid states. Further, is is demonstrated that the

degree of coupling is affected by the operating point. For example, with the inputs

described in Sec. 5.5.2, greater controllability of the liquid water modes is obtained

when the channel condition is sub-saturated than when it is saturated. Conversely,

during anode flooding and the associated channel vapor saturation, the GDL anode

liquid water becomes uncontrollable, yet observability is gained using the cell voltage

output.
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5.5.2 Available Control Inputs

The possible control inputs for our system are related to channel constituent flow

rates. The most straightforward input is the humidification of the inlet streams. In

practice, both anode and cathode inlet streams can be humidified, though it is typical

in our experiments to set the cathode inlet at 100% and the anode inlet at nearly

0% relative humidity, respectively. For this study, the general case of actuation via

humidified inlet stream is assumed for both electrodes.

The control analysis is generalized to a flow-through anode outlet configuration

for the following reasons:

1. Dead-ended systems more readily accumulate undesirable elements such as
nitrogen and water.

2. A purge is a sudden and aggressive event, making data acquisition problematic,
resulting in inconsistent data for model verification.

3. The purge duration necessary to efficiently remove channel water is difficult to
gauge, with experience being the main determining factor.

4. The modeling assumption of water as vapor only at the channel outlet is more
accurate for flow-through under small pressure differential.

5. The sudden flow dries out portions of the porous media deep into the GDL,
adding repetitive drying/wetting cycles that reduce GDL longevity.

6. Possibly counter-intuitively, in spite of the 0.5% anode valve opening time
compared to flow-through, cyclic purging has lower hydrogen utilization.

Flow-through anode flow control has negative aspects, the most notable being

related to the ability to accurately provide the requested flow rates, as the small

molecular weight and low flow rates required make measurement difficult. Progress

on flow sensors and humidity measurement devices is steady, so this is not expected

to be a technological hurdle.

Typical implementation methods for the reactant flow rates include pressure

control and flow control. In flow control, the upstream pressure is held constant,

and a valve opening position is determined to provide the desired flow rate into the

channel,

W in = uflow · kin(Psource − P ch), (5.48)

where uflow ∈ [0, 1] is the position of the upstream valve, P ch is the total pressure

in the channel, Psource is the pressure upstream of the channel inlet, and kin is an

experimentally determined linear nozzle coefficient.

In pressure control, the channel pressure is controlled via an outlet valve open-

83



ing,

W out = ū · kout
(
P ch − P amb

)
, (5.49)

where ū ∈ [0, 1] is the position of the downstream valve, P amb is the ambient pressure,

and kout is another experimentally determined linear nozzle coefficient.

Since the end result in both cases can be related to reactant excess ratios λH2

and λO2, to maintain generality these will be the third and fourth inputs considered

in the analysis. The input function is then,

u = g(RH in
an, RH

in
ca , λH2, λO2). (5.50)

In line with the goal of establishing a model for anode water distribution control,

the focus is on the anode channel inputs. The cathode side inputs of oxygen excess

ratio and inlet humidity are included in the analysis, but it is shown that they have

little effect on controllability outside the O2 and N2 distributions. Further, the λO2

input is commonly used for fuel cell power control and O2 starvation prevention,

suggesting that it would be prudent to leave the cathode inputs out of the anode

side water control discussion.

In this work 16 cases are studied, combining variations in operating point and

degree of model order reduction. Table 5.1 lists the key cases considered (each

condition from column one is tested for each model of column 2).

Condition Model

Flooding 24-state Full numeric model

Borderline 10-state SAS model (6 GDL liquid + 4 channel gas states)

0 < s[n] < sim 7-state Reduced SAS model (3 GDL liquid + 4 channel gas states)

Receded 4-state Steady-state model (4 channel gas states)

Table 5.1: Cases Studied for Controllability/Observability

Additionally, for the 10-state model, 4 more tests combining the two practically

available outputs were compared. The voltage output, based on a voltage degradation

prediction model (see Appendix E), and measurement of relative humidity (φ) in the

channel were compared for flooding and borderline cases. The point is to determine

the effect on observability for each of these outputs alone, and together. The voltage

model enables the greatest range of observable states, due to its dependence upon

liquid water in the anode channel, concentrations of oxygen, hydrogen, water vapor
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at the membrane, stack current, and temperature,

vcell = f(mch
l,an, c

mb
van, c

mb
v,ca, c

mb
H2
, cmb

O2
, Ist, Tst), (5.51)

whereas relative humidity is only a function of water vapor concentration and tem-

perature,

φ = f(cchv,an, Tst). (5.52)

5.5.3 Surrogate States for Reduced Models

Residualization of the fast states by analytic solution to form algebraic equations

has an influence on the state matrices of the fuel cell model. For example, in the

full-order 24-state model, the water vapor was a dynamic state in each spatially-

discretized section. Upon implementation of the analytic solution for cv,an(x, t), the

water vapor dynamic states are removed, and the analytic solution is inserted into

dynamic state equations for san(x, t). Given identical operating conditions, the SAS

reduced model has very different state equations, as shown by (5.53)∼(5.55). In these

two examples residualization of the fast states has transferred the contributions of

the gas states in the full-order model to the remaining dynamic states in the reduced-

order model that determine their analytic solutions. These surrogate states are the

boundary conditions for the analytic solutions implemented.

When reducing the full-order system to a reduced-order system under non-

flooding conditions, with Ist = 75A, Tst = 333K, RH in
an = 0, λH2 = 187%, and

voltage output, the linearized output matrix C is algebraically altered:

Cfull = 0.747cv,an[1] + 0.747cv,ca[1] + 0.493cH2[1] + 20.9cO2[1], (5.53)

Cred = 0.492cchH2
+ 20.3cchO2

+ 0.024mch
w,an. (5.54)

Using as an example the liquid saturation nearest the channel, the state equa-

tions also change,

ṡan[3]full = 0.110san[2] − 0.131san[3] + 0.016cv,an[3],

(5.55)
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ṡan[3]red = 0.082san[2] − 0.043san[3] + 0.0179mch
w,an[3].

The hydrogen, oxygen, and anode vapor contributions have been related to their

channel boundary conditions through the analytic solution, and are represented by

the associated channel states. With the loss of the dynamic water vapor states, the

cathode GDL water vapor distribution is influenced only through the membrane by

the anode water vapor distribution. In the full-order model, membrane water content

is a function of the humidities in both anode and cathode at x = 0. However, with

the removal of water vapor states, Table 5.2 shows that the water vapor concentration

membrane gradient becomes only a function of anode channel water vapor.

Removed State Surrogate State

cv,ca(x, t) mch
w,an

cv,an(x, t) mch
w,an

cO2(x, t) cchO2

cH2(x, t) cchH2

Table 5.2: States in the output matrix removed by analytic solutions are replaced
by remaining surrogate states.

5.5.4 Controllability-Observability Results

Of foremost concern is whether all the unstable modes are controllable and observ-

able. As shown in Sec. 5.2, the liquid water states within the GDL are stable under

any reasonable range of conditions, yet the system experiences unbounded growth

from bounded inputs. The unstable state of concern is the water mass in the anode

channel, as this leads to voltage degradation in the short term, and will cause fuel

cell shut down if not addressed.

5.5.5 Controllability-Observability Tables

The results of the PBH tests for the various model cases and condition sets. In the

table headings, the number refers to the number of states in the model (24 is the

full-order model). The letter (in the observability table) indicates the output used

(Voltage and/or Humidity of anode channel). The modes column references mode
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groupings of states. Due to the nature of the modes and the model, the liquid states

on the anode tend to form modes (3) together, as do the cathode O2 states, the

channel states on each electrode, etc.

Table 5.3: Controllability PBH Eigenvector Test Result

Flooding Borderline san[3] < sim Receding

Mode 24 10 7 24 10 7 24 10 7 10

san 0 0 0 0.066 0.074 0.074 0.088 0.072 0.074 0.110

san 0 0 0 0.025 0.037 0.037 0.011 0.011 0.011 0.104

san 0 0 0 0.002 0 0 0.011 0.011 0.011 0.066

sca 0 0 – 0 0 – 0 0 – 0

sca 0 0 – 0 0 – 0 0 – 0

sca 0 0 – 0 0 – 0 0 – 0

mch
w,an 0.043 0.089 0.089 12.0 11.9 11.9 12.2 11.6 11.9 11.9

cchan 18.3 19.4 19.4 15.4 16.9 16.9 10.5 16.8 16.8 17.0

cchca 28.0 21.3 21.3 28.0 21.3 21.3 28.0 21.3 21.3 21.3

cchca 3.36 3.60 3.60 3.36 3.60 3.60 3.36 3.60 3.60 3.60

mch
w,ca 12.7 – – 12.7 – – 12.7 – – –

cH2 5.90 – – 6.07 – – 6.80 – – –

cH2 8.82 – – 9.24 – – 9.20 – – –

cH2 5.03 – – 6.03 – – 3.30 – – –

cv,an 0 – – 1.03 – – 2.74 – – –

cv,an 0 – – 1.83 – – 6.06 – – –

cv,an 0 – – 0.98 – – 0.36 – – –

cO2 3.79 – – 3.79 – – 3.58 – – –

cO2 6.60 – – 6.60 – – 6.60 – – –

cO2 2.10 – – 2.10 – – 2.10 – – –

cv,ca 0 – – 0.34 – – 0 – – –

cv,ca 0 – – 1.03 – – 1.86 – – –

cv,ca 0 – – 1.36 – – 2.27 – – –

cN2 6.28 – – 6.28 – – 6.27 – – –

Markers to highlight key results (summarized below)
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Table 5.4: Observability PBH Eigenvector Test Result

Flooding Borderline 0<san[3]<sim san[3]=0

Modes 24V 10V 10H 10VH 7V 24V 10V 10H 10VH 24V 10V 10V

san 1.09 1.09 0 1.09 1.09 0 0 0 0 0 0 0

san 0.48 0.48 0 0.48 0.48 0 0 0 0 0 0 0

san 0.17 0.16 0 0.16 0.16 0 0 0 0 0 0 0

sca 0 0 0 0 – 0 0 0 0 0 0 0

sca 0 0 0 0 – 0 0 0 0 0 0 0

sca 0 0 0 0 – 0 0 0 0 0 0 0

mch
w,an 2.34 2.34 0 2.34 2.34 0.30 0.29 0.56 0.63 0.30 0.29 0.27

cch
an 0.41 0.49 0 0.49 0.46 0.62 0.46 0.23 0.52 0.61 0.46 0.47

cch
ca 14.7 18.1 0 18.1 18.1 14.7 18.1 0 18.1 14.7 18.1 18.1

cch
ca 5.64 8.49 0 8.49 8.49 5.64 8.50 0 8.50 5.64 8.50 8.50

mch
w,ca 0 – – – – 0 – – – 0 – –

cH2 0.76 – – – – 0.77 – – – 0.78 – –

cH2 0.55 – – – – 0.54 – – – 0.54 – –

cH2 0.17 – – – – 0.17 – – – 0.14 – -

cv,an 1.22 – – – – 1.16 – – – 1.52 – –

cv,an 0.40 – – – – 0.52 – – – 1.14 – –

cv,an 0.13 – – – – 0.16 – – – 0.42 – –

cO2 29.5 – – – – 29.5 – – – 29.5 – –

cO2 23.4 – – – – 23.4 – – – 23.4 – –

cO2 7.26 – – – – 7.26 – – – 7.26 – –

cv,ca 1.67 – – – – 1.50 – – – 0.27 – –

cv,ca 0.42 – – – – 0.42 – – – 0.27 – –

cv,ca 0.04 – – – – 0.17 – – – 0 – –

cN2 6.85 – – – – 6.85 – – – 6.85 – –

Markers to highlight key results (summarized below)
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The controllability and observability tests for the various cases result in the

following conclusions (from data shown in Tables 5.3,5.4):

1. Under flooding conditions (non-zero liquid water in the channel), the mass of
water in the anode channel is a controllable mode, and can thus be steered
back to zero with the anode inputs (light blue shading in Table 5.3).

2. The anode GDL liquid water modes are controllable under all non-flooding
conditions (pink shading in Table 5.3).

3. During flooding, the liquid water and water vapor (yellow shading in Table 5.3)
states in the GDL are uncontrollable. Under this condition, small changes
in anode inlet/outlet flow do not influence water vapor concentration in the
channel, thus blocking influence on GDL liquid states.

4. Observability of anode liquid water, on the other hand, improves with flooding
conditions as the liquid water is seen in the degradation of the voltage due to
liquid buildup in the channel (pink shading in Table 5.4).

5. GDL liquid water is only observable under flooding conditions, and then only
in the anode. Cathode liquid water (GDL and channel) is unobservable under
all conditions due to the decoupling of vapor and liquid under the assumption
of a saturated cathode channel.

6. The number of observable mode increases significantly with use of voltage out-
put versus use of relative humidity alone due to the many states contributing
to the voltage estimation.

7. Use of relative humidity output alone results in unobservable anode channel
modes during flooding (yellow shading in Table 5.4).

8. Combination of both outputs does not increase the number of modes that are
observable due to output state redundancy, however observability of the anode
channel modes improves when both outputs are used (light blue shading in
Table 5.4).

9. When the fast (gaseous) states in the GDL are reduced to algebraic equa-
tions, those voltage output matrix GDL states are transformed to the channel
concentrations via the analytic solutions (5.53).

The significance of the above results can be summarized:

• Though the GDL liquid modes are not controllable under flooding, stabilization
of the anode water dynamics is possible because the unstable anode channel
water mass state is controllable.

• The lack of observability of the anode channel water mass during flooding
implies that a combination of cell voltage and relative humidity outputs is
desirable. The voltage output is instrumental to inform the controller that
actuation is needed, and φ has information regarding whether it is drying or
flooding causing the voltage loss.

• Together with channel liquid controllability above, controllability of the GDL
liquid modes under all non-flooding conditions implies control objective imple-
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mentation feasibility.
• As s[n] nearest the channel falls below the immobile saturation, controllabil-

ity of liquid modes declines due to the buffer caused by the non-equilibrium
condition in section n.

• When s[n]=0, controllability rebounds for the GDL liquid modes, indicating
that the removal of liquid in section n re-initiates influence of the channel vapor
boundary value on GDL liquid.

5.5.6 Controllability of the GDL Liquid

The full system analysis indicates that it is theoretically possible to control the anode

liquid water states using the RH in
an and λH2 inputs. To clarify the relationship be-

tween channel water vapor concentration and GDL liquid water, an analysis focused

on the liquid water states is performed symbolically to demonstrate controllability.

Taking advantage of the vapor-liquid decoupling possible due to the large time-

scale separation between the liquid and gas states, controllability of the liquid water

states is analyzed by re-casting the liquid subsystem separately. Recalling the PDE

describing liquid water accumulation in the GDL,

∂s

∂t
=

−1

ρlεAfc

∂Wl,an

∂x
− Mvγ

ρl

(csat
v − cv,an), (5.56)

and the steady-state solution for cv,an can be substituted,

∂s

∂t
=

−1

ρlεAfc

∂Wl,an

∂x
+
Mvγ

ρl

(α1e
βx + α2e

−βx). (5.57)

Defining ∆cchv , cchv,an − csat
v , the αi coefficients can be shown to be,

α1 =
∆cchv − Nmb

βD
sim
v
e−βL

(eβL + e−βL)
, (5.58)

α2 =
∆cchv + Nmb

βD
sim
v
eβL

(eβL + e−βL)
. (5.59)

Substituting in the PDE forWl,an from 2.11, and separating the boundary value

control input ∆cchv from the disturbance input Nmb (another boundary value for the

GDL water vapor states),

∂s(x, t)

∂t
=

b1
b2 + 1

∂2

∂x2

(
S(x, t)b2+1

)
+Bk(x)∆c

ch
v + Ek(x)N

mb, (5.60)
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where

Bk(x) =
Mvγ

(
eβx + e−βL

)

ρl (eβL + e−βL)
, (5.61)

Ek(x) =
Mvγ

(
eβ(L−x) + e−β(L−x)

)

ρlβD
sim
v (eβL + e−βL)

. (5.62)

Discretizing the spatial coordinate x into n sections enables representation of

the system as n ODEs. Using the central difference second-order derivative approxi-

mation, and evaluating Bk and Ek at each section x[k], the general form of one liquid

water state equation becomes,

ds[k]

dt
=

b1
(b2 + 1)∆x2

(
Sb2+1[k+1]−2Sb2+1[k]+Sb2+1[k−1]

)
+Bk[k]∆c

ch
v + Ek[k]N

mb,

(5.63)

which is formed into the standard state space form after linearization (assuming ∆x

is the same for all sections in the discretization),

ṡ = As +B∆cchv + ENmb. (5.64)

With n = 3, the system matrices are:

A =
b1

∆x2(1 − sim)






−Sb2
o [1] Sb2

o [2] 0

Sb2
o [1] −2Sb2

o [2] Sb2
o [3]

0 Sb2
o [2] −2Sb2

o [3]




 (5.65)

B =
Mvγ

ρl (eβL + eβL)






(
eβx[1] + e−βx[1]

)

(
eβx[2] + e−βx[2]

)

(
eβx[3] + e−βx[3]

)




 (5.66)

E =
Mvγ

ρl (eβL + eβL)






(
eβ(L−x[1]) + e−β(L−x[1])

)

(
eβ(L−x[2]) + e−β(L−x[2])

)

(
eβ(L−x[3]) + e−β(L−x[3])

)




 (5.67)

For non-zero So[k], this system will be controllable for all three modes, indicat-

ing that the liquid water distribution in the GDL is controllable using the channel

water vapor concentration as a boundary value control input.
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Chapter 6

Conclusions

Progress has been made toward control of PEMFC water distributions to improve

efficiency and extend working life. The next steps would include implementation

of high resolution, reliable sensing methods, experimental validation of the control,

and design of optimizing control algorithms. Further, expansion of the model to

include temperature variation would improve conditions for control to reduce excess

water accumulation. The model created is expandable for performance comparisons

between flow-through and dead-ended anode architectures, especially in the area of

hydrogen utilization and the effect of nitrogen crossover.

Beyond fuel cells, the model order reduction method implemented here has

application potential to other porous media-utilizing devices faced with PDE-based

diffusion dynamics (e.g. batteries). Improving the durability of devices with porous

media, multi-phase flow, and exposed to load cycles is a high priority for battery and

fuel cell developers ([64]), with both passive (design) and active (automatic control)

strategies under consideration. Additionally, the problem of freeze-thaw performance

of fuel cells will require multi-phase models (including a third water phase), so an

understanding of the water distribution in the GDL is of value.

6.1 Fuel Cell Control-Oriented Modeling

An experimentally verified, 24-state fuel cell model was simplified to only seven states

using a combination of linear system theory, the energy-based model order reduc-

tion MORA, analytic PDE solutions, and error analysis. The semi-analytic solution

model predicts voltage degradation due to anode flooding and reactant responses to

changes in control/disturbance inputs at least as well as the full-order model. An
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analytic solution switching mechanism is implemented to identify the time-varying

location of the moving boundary between single and two-phase water.

The SAS model maintains the physical meanings of the states, with computa-

tional cost reduced by over 44% as judged by simulation time and number of calcula-

tions required. The SAS model created lends itself to higher resolution discretization

of the PDEs, expansion to include addition of an along-the-channel dimension, tem-

poral variation, and control algorithms simple and complex.

6.2 Control Analysis

In preparation for control application, the model has been analyzed for stability,

controllability/observability, and equilibria mapping. The liquid water content in

the GDL is proven to be locally exponentially stable throughout the range of normal

operation. Unbounded liquid water growth in the channel is the only unstable mode,

and this unstable mode is shown to be controllable with state feedback (cchv and/or

the voltage model), making the anode side overall system stabilizable.

The voltage output provides the greatest range of observability due to the

presence of one state from each constituent in the voltage model. Addition of the

anode channel humidity as an output increases the relative observability for the

anode liquid water modes. However, the addition of humidity as an output does not

increase the number of modes observable. Channel humidity has the advantage of

being an explicit measurement of a state.

Analysis of the semi-analytic solution model reveals a range of values for which

equilibrium cannot be reached, and suggests a desirable borderline equilibrium dis-

tribution. Thus, a control objective to stabilize the channel water state is proposed,

using channel humidity as the reference. This reference humidity locates the active

two-phase water front at the interface between the GDL and the channel (xfr = L),

where it has been shown that controllability of both the liquid water in the GDL and

the channel water state exists using the inputs λH2 and RH in
an. A simple P-control

algorithm provides further evidence of the concept that the GDL liquid states can

be controlled indirectly by control of the water vapor in the channel, which is the

boundary value for the water vapor in the GDL. Since the GDL water vapor distrib-

ution is determined by the boundary, a distributed control is obtained over the GDL

liquid. The boundary value control proposed has the additional benefit of providing

the maximum hydration of the membrane under non-flooding conditions.
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Appendix A

Abbreviations and Nomenclature

Table A.1: Constant values and notation
Constant Meaning Value [units] Notation Meaning

γ evaporation 900 [s−1] j constituent

rate (H2, O2, etc.)

Afc FC active area 0.03 [m2] mb membrane

V ch
an ch volume 2.3×10−5 [m3] v, l, w, gas vapor, liquid

V ch
ca (an, ca) 2.0×10−5 [m3] water, gas

Sδ boundary condition 0.003 [-] e electrode

at S(xfr, t) (an,ca)

sim immobile 0.1 [-] ss steady-state

saturation value

R universal 8.3147
[

J
molK

]
GDL gas diffusion

gas constant layer

b1 Liq. flow 2.42×10−5 [-] 1p single-phase

b2 fit constants 2.88 [-] 2p two-phase

ρl density 997 [kg/m3] rct reaction

ε porosity 0.5 [-] fr mobile front

V ch ch volume [m3] amb ambient

tmb mb thickness 3.8×10−5 [m] in, out ch in, out

kin inlet, outlet 3.89×10−8 [m s] sat saturation

kout and channel 4.71×10−8[m s] ch channel

kch orifice const 1.91×10−7 [m s] app apparent

K1 tuned 1.17 [-] C capacitance

K2 voltage 4.44 [µ A] R resistance

K3 parameters 1.78 [-] MR modulated R

K4 3.27 [-] Sf flow source

L GDL thickness 5×10−4 [m] MSf modulated Sf

Mj molar mass [kg/mol] red reduced model
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Table A.2: Variable descriptions

Parameter Meaning [units] Variable Meaning [units]

e gen. effort [-] P power [J/s]

f gen. flow [-] i current density [A/m2]

Q vol. liquid [m3/s] φ relative [m3]

flow rate humidity

AIj Activity [-] u,w PDE sol’n [-]

Index dummy var

Dj(s) effective [m2/s] Dw membrane water [m2/s]

diffusivity diffusion coeff

ū outlet valve [-] uflow inlet valve [-]

control control

Wj,e mass flow rate] [kg/s] Nj,e molar flux [mol/m2s]

α1 anode cv(x) [mol/m3] ν1 cathode cv(x) [mol/m3]

α2 sol’n coeffs. [mol/m3] ν2 sol’n coeffs. [mol/m3]

Ist stack current [A] m1p dcv
dx

∣
∣
s(x,t)=0

[mol/m4]

λmb, λe water content — cj(x) concentration [mol/m3]

Tst stack temp. [K] se(x, t) saturation [m3/m3]

Dsim
j Dj(s) [m2/s] Se(x, t) reduced [m3/m3]

w/s = sim saturation

P pressure [Pa] m mass [kg]

Table A.3: Parameter descriptions

Parameter Meaning [units] Sup/Subscript Meaning [units]

γ evaporation [s−1] λj reactant (j = H2, O2) [-]
rate excess ratios

αw tuned membrane [-] sim immobile [-]
transport parameter saturation

Vp GDL pore vol. [m3]
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Appendix B

Separation of Variables

The details of the separation of variables method used to determine the analytic

solutions are shown in this section.

Background Equations - Water Vapor

The flux equation,

N(x, t) = −Dv(s)
∂cv(x, t)

∂x
, (B.1)

combined with the mass balance PDE,

∂cv(x, t)

∂t
= −∂N

∂x
+ γ(csat

v − cv(x, t)), (B.2)

gives the 2nd-order equation of interest:

⇒ ∂cv(x, t)

∂t
=

∂

∂x

(

Dv(s)
∂cv(x, t)

∂x

)

+ γ(csat
v − cv(x, t)) (B.3)

With Boundary Conditions:

cv(L, t) = cchv and
∂cv(0, t)

∂x
= − Nmb

Dv(s)
. (B.4)

So, B.3 becomes,

∂cv(x, t)

∂t
= Dsim

v

∂2cv(x, t)

∂x2
+ γ(csat

v − cv(x, t)) (B.5)

Establish Homogeneous Boundary Conditions for SOV

Try a transformation of the form:

v(x, t) , cv(x, t) −
(
α1e

βx + α2e
−βx

)
− csat

v , (B.6)
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where the first ‘ - ’ sign is useful for later aesthetic purposes. Then,

dv(x, t)

dx
=
dcv(x, t)

dx
− β

(
α1e

βx − α2e
−βx

)
, (B.7)

and the first homogenous BC requirement is satisfied by,

dv(0, t)

dx
=
dcv(0, t)

dx
− β(α1 − α2) = −Nmb

Dsim
v

− β(α1 − α2) ≡ 0. (B.8)

Therefore,

α1 − α2 = − Nmb

βDsim
v

. (B.9)

The second homogeneous BC requirement must satisfy,

v(L, t) = cv(L, t) −
(
α1e

βL + α2e
−βL

)
− csat

v ≡ 0, (B.10)

which leads to:

α1e
βL + α2e

−βL = cchv − csat
v . (B.11)

Standard 2nd Order PDE with Homogeneous Boundary Conditions

Next is determining β,

∂v(x, t)

∂t
=
∂cv(x, t)

∂t
and

∂2v(x, t)

∂x2
=
∂c2v(x, t)

∂x2
−β2

(
α1e

βx + α2e
−βx

)
.

(B.12)

The 2nd order PDE to be solved can now be written:

∂v(x, t)

∂t
=Dsim

v

(
∂2v(x, t)

∂x2
+β2

(
α1e

βx+α2e
−βx

)
)

+ γ
(
−v(x, t)−

(
α1e

βx+α2e
−βx

))
,

(B.13)

and if we choose,

β =

√
γ

Dsim
v

, (B.14)

then the simplified PDE becomes:

∂v(x, t)

∂t
= Dsim

v

∂2v(x, t)

∂x2
− γv(x, t), (B.15)

which has zero BC, but can have any initial condition that solves the steady-state

case of the original PDE.
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Separation of Variables (SOV)

Let’s assume that the solution to (B.15) will be in the form:

v(x, t) = f(x)g(t), (B.16)

so then:

dv(x, t)

dt
= f(x)

∂g(t)

∂t
and

∂2v(x, t)

∂x2
=
∂2f(x)

∂x2
g(t). (B.17)

Dropping the arguments from f(x) and g(t), using the common PDE notation fx ,

∂f/∂x and plugging in the f(x), g(t)-relationships,

fgt = Dsim
v fxxg − γfg. (B.18)

Dividing through by Dsim
v fg gives,

gt

Dsim
v g

=
fxx

f
− γ

Dsim
v

we put the γ

D
sim
v

term with the ‘time’ equation , (B.19)

⇒ gt

Dsim
v g

+
γ

Dsim
v

=
fxx

f
= const , −λ. (B.20)

The Time Equation

gt +

(

λ+
γ

Dsim
v

)

Dsim
v g = 0 Let ξ ,

(

λ+ γ

D
sim
v

)

, (B.21)

then

gt + ξDsim
v g = 0 ⇒ g(t) = e−ξt. (B.22)

The Space Equation

fxx + λf = 0 ⇒ f(x) = Acos(
√
λx) +Bsin(

√
λx). (B.23)

The Zero Boundary Conditions

vx(0, t) = 0 ⇒ fx(0)g(t) = 0 ⇒ fx(0) = 0, (B.24)
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v(L, t) = 0 ⇒ f(L)g(t) = 0 ⇒ f(L) = 0, (B.25)

fx(0) =
(

−A
√
λsin(

√
λx) +B

√
λcos(

√
λx)

)
∣
∣
∣
∣
x=0

= 0 ⇒ B = 0, (B.26)

f(L) = Acos(
√
λL) = 0 ⇒

√

λn =

(

n +
1

2

)
π

L
. (B.27)

Since any linear combination of the λn constitutes a solution, we can write the spatial

solution as an infinite sum over n:

f(x) =
∞∑

n=0

Ancos(
√

λnx), (B.28)

therefore, the full transformed solution is,

v(x, t) = e−ξt

∞∑

n=0

Ancos(
√

λnx), (B.29)

Finding the An Using the Initial Conditions

The initial distribution of the water vapor concentration is assumed known, and let’s

call that distribution,

cv(x, 0) = η1e
βx + η2e

−βx + csat
v,o , (B.30)

where csat
v,o is the vapor saturation at the initial time, to, and β is not a function of

time, so it remains unchanged. In the v(x, t) transformed coordinate system,

v(x, 0) = c(x, 0) − (α1e
βx + α2e

−βx) − csat
v . (B.31)

Now,

v(x, 0) = (η1 − α1)e
βx + (η2 − α2)e

−βx + (csat
v,o − csat

v ). (B.32)

Let,

ϕi , (ηi − αi) and ∆csat
v , (csat

v,o − csat
v ), (B.33)
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so that,

v(x, 0) =
∞∑

n=0

Ancos(
√

λnx) = ϕ1e
βx + ϕ2e

−βx + ∆csat
v . (B.34)

Applying the orthogonality argument, which is multiplying by cos(
√
λmx) and

integrating
∫ L

0
dx,

∞∑

n=0

An

∫ L

0

cos(
√

λmx)cos(
√

λnx)dx (B.35)

=

∫ L

0

cos(
√

λmx)
(
ϕ1e

βx + ϕ2e
−βx + ∆csat

v

)
dx.

By orthogonality, the LHS term is zero unless m = n, and we get,

Am

L

2
= ϕ1

∫ L

0

eβxcos(
√

λmx)dx+ ϕ2

∫ L

0

e−βxcos(
√

λmx)dx (B.36)

+∆csat
v

∫ L

0

cos(
√

λmx)dx.

∫ L

0
eβxcos(

√

λmx)dx =
eβx

β2 + λm

(

βcos(
√

λmx) +
√

λmsin(
√

λmx)

)∣
∣
∣
∣

L

0

(B.37)

=
eβL

β2 + λm

[√

λm(−1)m
]

− β

β2 + λm

,

∫ L

0
e−βxcos(

√

λmx)dx =
e−βx

β2 + λm

(

−βcos(
√

λmx) +
√

λmsin(
√

λmx)
)

∣
∣
∣
∣

L

0

(B.38)

=
e−βL

β2 + λm

[√

λm(−1)m
]

+
β

β2 + λm

,

∆csat
v

∫ L

0

cos(
√

λmx)dx =
∆csat

v√
λm

sin(
√

λmx)

∣
∣
∣
∣

L

0

=
∆csat

v√
λm

(−1)m. (B.39)

Am =
2

L

{(

ϕ1e
βL + ϕ2e

−βL
)
√

λm(−1)m

β2 + λm
+ (ϕ2 − ϕ1)

β

β2 + λm
+

∆csat
v√
λm

(−1)m
}

, (B.40)
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Conclusion

Recalling that:

cv(x, t) = v(x, t) + (α1e
βx + α2e

−βx) + csat
v , (B.41)

cv(x, t) = e−ξnt

∞∑

m=0

Amcos(
√

λmx) + (α1e
βx + α2e

−βx) + csat
v . (B.42)

Steady-state can be found by letting t→ ∞,

cv(x) = α1e
βx + α2e

−βx + csat
v . (B.43)

As a way to understand ηi is to think in terms of initial and final αi:

ϕi = ηi − αi = αi

∣
∣
∣
∣
t=0

− αi

∣
∣
∣
∣
t=∞

. (B.44)
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Appendix C

Liquid Steady-State Solution Derivation

The steady-state solution was derived from the second-order partial differential equa-

tion representing the liquid saturation in the GDL,

∂s

∂t
=

∂

∂x

(

b1S
b2
∂S

∂x

)

− Mvγ

ρl

(csat
v − cv(x)). (C.1)

Substituting the quasi steady-state solution for the water vapor,

cv(x) = α1e
βx + α2e

−βx + cv,sat, (C.2)

gives,

∂s

∂t
=

∂

∂x

(

b1S
b2
∂S

∂x

)

+
Mvγ

ρl

(α1e
βx + α2e

−βx). (C.3)

Setting ∂s/∂t=0, and moving the differential term to the LHS,

d

dx

(

b1S
b2
dS

dx

)

= −Mvγ

ρl

(α1e
βx + α2e

−βx). (C.4)

Move the dx to the RHS, and integrate,

∫

d

(

b1S
b2
dS

dx

)

= −
∫ L

0

Mvγ

ρl

(α1e
βx + α2e

−βx)dx. (C.5)

Integrate the RHS w.r.t x, and add the constant of integration,

b1S
b2
dS

dx
= −Mvγ

ρl

β(α1e
βx − α2e

−βx) + c1. (C.6)

Move the dx to the RHS, and integrate,

∫

b1S
b2dS = −

∫ L

0

Mvγβ

ρl

(α1e
βx − α2e

−βx + c1)dx. (C.7)
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Sb2+1 = −(b2 + 1)Mvγβ
2

b1ρl

(α1e
βx + α2e

−βx + c1x+ c2). (C.8)

Let βz = (b2+1)Mvγβ2

b1ρl
, and take the 1/(b2 + 1) root of both sides,

S(x) =
[
− βz(α1e

βx + α2e
−βx + c1x+ c2)

] 1
b2+1 . (C.9)

We find c1 and c2 from the boundary conditions, so we need the derivative of S(x)

w.r.t. x, for which it is convenient to define a notation for the equation inside the

parenthesis of (C.9),

Sinner = −βz(α1e
βx + α2e

−βx + c1x+ c2). (C.10)

So,
dS

dx
=

1

(b2 + 1)

(
Sinner

) −b2
b2+1

dSinner

dx
, (C.11)

and recalling that we have Neumann conditions at x = 0 implies (because Sinner 6=
∞),

dS

dx
= 0 ⇒ dSinner

dx
= 0. (C.12)

This leads to,

dSinner

dx
= −βzβ(α1e

βx − α2e
−βx + c1), (C.13)

and thus at x = 0,

c1 = −(α1 − α2). (C.14)

The Robin boundary condition at S(L) = Sδ, where Sδ is a non-negative small

value that is not affected by the actual amount of liquid water in the channel, used

with (C.9) and (C.14) gives,

Sb2+1
δ = −βz(α1e

βL + α2e
−βL − (α1 − α2)L+ c2). (C.15)

Rearranging leads to,

c2 = (α1 − α2)L− (α1e
βL + α2e

−βL) − Sb2+1
δ

βz

. (C.16)

Putting (C.14) and (C.16) into (C.9, and recognizing that α1e
βL+α2e

−βL = cchv −csat
v
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concludes the process,

S(x) =

[

βz

(

(α1−α2)(x−L)−(α1e
βx +α2e

−βx)+(cchv −csat
v )+

Sb2+1
δ

βz

)] 1
b2+1

. (C.17)
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Appendix D

Simultaneous Solution of SAS Boundary

Conditions and Coefficients

The details of the separation of variables method used to determine the analytic

solutions are shown in this section.

ANODE SIDE

W in
H2

= λH2W
rct
H2

(D.1)

W in
v,an =

P in
v,an

P in
an

Mv

M in
an

W in
an (D.2)

P in
v,an = RH in

anP
sat
v (D.3)

W in
an = W in

H2
+W in

v,an (D.4)

P in
an =

W in
an

kin
an/24

+ P ch
an (D.5)

M in
an =

P in
H2
MH2 + P in

v,anMv

Pan,ch

(D.6)

P in
H2

= P in
an − P in

v,an (D.7)

W out
an = ū · kout

an (pch
an − pamb) (D.8)
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P ch
an = cchanRTst (D.9)

cchan = (cchv,an + cchH2
) (D.10)

W out
H2

=
cchH2

cchan

MH2

M ch
an

W out
an (D.11)

W out
v,an =

cchv,an

cchan

Mv

M ch
an

W out
an (D.12)

M ch
an =

cchH2
MH2 + cchv,anMv

cchan

(D.13)

dcch
H2

dt
=

1

VpMH2

(
W in

H2
− W out

H2
+ WH2[n]

)
(D.14)

dmch
v,an

dt
=

(

∆W ch
v + Wv,an[n] + Wl,an[n]

)

(D.15)

cchv,an = min

[

mch
w,an

MvVp

, csat
v

]

(D.16)

∆W ch
v = W in

v,an −W out
v,an (D.17)

c2p
v,an(x) = α1e

βx + α2e
−βx + csat

v

x ≤ xfr

c2p
v,an[k] = α1e

βx[k] + α2e
−βx[k] + csat

v

c1p
v,an(x) = m1p(x− L) + cchv,an

x ≥ xfr

c1p
v,an[k] = m1p(x[k] − L) + cchv,an

xfr , min(x) such that s(x, t) = 0 (D.18)
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For semi-analytic system, xfr will be on border between sections with s > 0 and

sections with s = 0.

β =

√
γ

Dsim
v

(D.19)

Wv,an(x, t) = MvεAfcNv,an(x, t)

Wv,an[k] = MvεAfcNv,an[k]

WH2(x, t) = MH2εAfcNH2(x, t)

WH2 [k] = MH2εAfcNH2 [k]

Nv,an(x, t) = −Dsim
v

dcv,an
dx

Nv,an[k] = −Dsim
v

dcv,an[k]
dx

NH2(x, t) = −Dsim
H2

dcH2

dx

NH2 [k] = −Dsim
H2

dcH2
[k]

dx

dcH2
[k]

dx
= − Nrct

H2

D
sim
H2

OR
dcH2

[k]

dx
=

cH2
[k+1]−cH2

[k]

∆x

Since the continuous system would not have a discontinuity in s(x, t), we apply

continuity of cv,an(x) at xfr.

c2p
v,an(xfr) = c1p

v,an(xfr) (D.20)

Using mass flow continuity,

Wl[k] = −ρlεAfcb1S
b2
an[k]

dSan[k]

dx
(D.21)

dsan[k]

dt
=

−1

ρlεAfc

(
Wl,an[k]−Wl,an[k−1]

)
−rcond[k]. (D.22)
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W 1p
w (xfr) = W 2p

w (xfr)

Wv(x
+
fr, t) = Wv(x

−

fr, t) +Wl(x
−

fr, t)

Dv,ε
dc

1p
v

dx

∣
∣
∣
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xfr

= Dsim
v

dc
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v

dx

∣
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dx

∣
∣
∣
∣
xfr

dc
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dx
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xfr

= D
sim
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v

dx
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b2 dS

dx

∣
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rcond[k] =
Mvγ

ρl

(
csat
v − cv,an[k]

)
. (D.23)

San[k] =
san[k] − sim

1 − sim

for san[k] > sim, (D.24)

San[k] = 0 O.W.

dSan[k]

dx
=

(San[k + 1] − San[k])

∆x
. (D.25)

Since

m1p ,
dc1p

v

dx
(D.26)

c1p
v,an(xfr) = c2p

v,an(xfr) =
dc

1p
v

dx
(xfr − L) + cch

v,an (D.27)

dc
2p
v,an[k]

dx
= β
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−βx[k]

)
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1
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v (D.44)

Wv,ca(x, t) = MvεAfcNv,ca(x, t)
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ANALYTIC SOLUTION

β(α1 − α2) = −Nmb

Dsim
v

,

⇓ (D.45)

α1 = − Nmb

βDsim
v

+ α2,

α1e
βxfr + α2e

−βxfr = cv(xfr) − csat
v ,

⇓ (D.46)
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(
cv(xfr) − csat

v − α1e
βxfr

)
/e−βxfr ,
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Figure D.1: Solution flow the case where the GDL has s > 0 for all sections (xfr = L).

MEMBRANE TRANSPORT
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Appendix E

Voltage Model

The voltage model is taken from [3] and is included here for reference.

The unique aspect of this model is embodied by the implementation of the

apparent current density iapp, which translates the mass of liquid water accumulated

in the anode channel into an apparent current density. The total water mass from

(2.30) is used to find the apparent fuel cell active area, Aapp, which is the total active

area less the area occupied by the thin film of liquid water that is assumed to form

on the GDL-channel interface,

Aapp = Afc −
2mch

l

ρltwl

. (E.1)

The film thickness, twl = 0.14 mm is another tunable parameter, and the factor

of 2 in the numerator exists since only half of the GDL-channel interfacial area is

available for coverage due to the gas distributor land area.

The apparent current density is found by using Aapp from

iapp =
Ist
Aapp

. (E.2)

The estimated cell voltage, v̂, is equal to the theoretical open circuit voltage

less the activation, ohmic, and concentration voltage losses,

v̂ = E − Uact − Uohmic − Uconc. (E.3)

Typical fuel cell operation avoids the concentration loss range of current density,

therefore Uconc = 0. The theoretical open circuit voltage varies with temperature,

reactant partial pressures, and temperature according to [65],

E = −
(

∆H

2F
− Tst∆S

2F

)

+
RTst

2F
ln




pmb

H2

√

pmb
O2

p1.5
o



 , (E.4)
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where ∆S and ∆H are the differences in entropy and enthalpy from standard condi-

tions, po is the standard pressure, and pmb
O2

and pmb
H2

are taken from the GDL Section

1.

The activation voltage loss is modeled using,

Uact = K1
RTst

F
ln

(
iapp

io

)

, (E.5)

where K1 =1.17 is a charge transfer-related coefficient, and the exchange current

density, io, is given by,

io = K2

(
pmb

O2

po

)K3

exp

[

− Ec

RTst

(

1 − Tst

To

)]

, (E.6)

where K2 = 4.44 µA and K3 = 1.78 are tunable parameters, Ec is the activation

energy for oxygen reduction on Pt, and To is the reference temperature.

Finally, the ohmic voltage loss model is taken from [13], including the experi-

mentally identified parameters b11 and b12, and modified with the tunable parameter

K4 = 3.27,

Uohmic = K4

[
tmb

(b11λmb − b12)
e
−1268

�
1

303
−

1
Tst

�]
iapp, (E.7)

where tmb is the membrane thickness and λmb is the membrane water content.
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