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Abstract

Recently, applications of spray combustion in internal combustion engines (ICE) are being

expanded from conventional to gasoline direct injection engines. Moreover, stratification

using spray is further considered as a controlled autoignition (CAI) measure in Homoge-

neous Charge Compression Ignition (HCCI) engines.

A well validated spray combustion model can provide a good modeling tool which can

facilitate understanding of spray combustion physics. In this research, a spray combustion

model is proposed to model low temperature combustion in internal combustion engines.

The proposed model is based on the Representative Interactive Flamelet (RIF) model of

Peters (2000). In addition to the original RIF model, the effect of spray and vaporization of

droplets in the reaction space were considered to be included in the governing equations as

source terms. The effect of such source terms were examined in the reaction space in ideal-

ized control volumes, where the effect of vaporization is assumed as gaseous fuel addition

with known rate of addition. It was found that the effect of spray may not be negligible

when fuel addition occurs over a reaction space with chemical reaction. The proposed

model was validated by comparing pressure and fuel concentration against experimental

data from the rapid compression machine experiment of Akiyama et al. (1998) and the

diesel engine experiment of Honget al. (2008). Predictions showed good agreement with

the experimental observations. Comparison between numerical models, one with spray

source terms and the other without them has been carried out to examine the effect of spray

source terms on spatial fuel distributions and overall pressure histories.

The proposed model has been implemented in KIVA3v. The proposed model is applied

xi



to investigate the effect of stratification under PPCI operating condition using direct injec-

tion. An experimental study on the effect of stratification on combustion and emission has

been numerically reproduced. The numerical results showedgood qualitative agreement

with the measured engine performance and emission trend against the experimental data.

Detailed analysis of the in–cylinder combustion is also provided.

xii



Chapter 1

Motivation and Objectives

1.1 Introduction

Recent developments in internal combustion engines (ICE) have been driven by two major

driving forces. One is the limited fossil fuel reserve, which motivates researchers to de-

velop engines with better fuel economy. The other is health and environmental awareness

on emissions. Every year, more stringent emission regulations are legislated to nitrogen

oxides, particulate matter, carbon dioxide and unburned hydrocarbons, and in future green-

house gases.

Research has been carried out to meet both of engine efficiency and emissions require-

ments. As part of these effects, investigation on differentcombustion modes has been

actively carried out, in order to better meet the demands of future engines. Well-known

examples are Premixed Charge Compression Ignition (PCI) combustion mode (Blakeman

et al. , 2003; Takeda & Keiichi, 1996; Lechneret al. , 2005) and the Homogeneous Charge

Compression Ignition (HCCI) combustion mode (Najt & Foster, 1983). The PCI combus-

tion mode aims to improve Compression Ignition (CI) combustion to reduce emissions by

taking advantage of low temperature combustion by high EGR (Exhaust Gas Recirculation)

and less stratification by longer ignition delay.

The HCCI combustion mode is a hybrid combustion mode of CI andSpark Ignition

(SI) combustion. Fuel and oxidizer are mixed before entering the engine cylinder (similar

to SI engines) to be auto-ignited by compression (similar toCI engines). Both HCCI and

1



PCI share the same principles of homogeneous mixture and lowtemperature combustion,

while the degree of homogeneity is the major difference. HCCI has shown successful re-

sults in reducing NOx and particulate emissions. However, HCCI suffers from combustion

instability and misfire at low load conditions where the in-cylinder mixture becomes too

lean to autoignite. Various controlled autoignition (CAI)methods have been suggested to

obtain combustion stability at low load conditions. The most well-known strategies are

Variable Valve Actuation (VVA) and stratification using direct injection. In the VVA, a

large amount of residual gas is introduced into the combustion chamber to obtain high

enough temperature for the mixture to ignite. On the other hand, the stratification strategy

utilizes direct injection to create locally rich enough mixture for autoignition. A combus-

tion mode utilizing the stratification strategy is commonlyreferred to as Partially Premixed

Charge Compression Ignition, or PPCI combustion mode to be distinguished from HCCI.

It can be summarized that novel combustion methods aim to provide more homoge-

neous charge which will be consumed by low temperature combustion. At the same time,

some level of stratification is required to maintain combustion stability, which is accom-

plished by direct injection and spray combustion. Numerical simulation techniques have

the potential to provide valuable information for spray combustion. Even though there has

been progress in experimental measurement methods, computational fluid dynamics can

still provide valuable insight where experimental measurements are not yet possible.

Computational fluid dynamics simulations for turbulent combustion modeling have

been improved over the last few decades. The main problem in turbulent combustion mod-

eling has been how to determine an average reaction rate in fluctuating turbulent flow. This

problem is commonly referred asturbulence-chemistry closure problem, and development

and improvement of turbulent combustion model has been carried out to achieve better

model for the turbulence chemistry closure based on physics.

One of the simplest models, a characteristic time combustion model (CTC) was sug-

gested by Pattersonet al. (1994). In the CTC model, the rate of change in species is

2



modeled by considering the turbulent time scale. This modelhas been extensively used in

diesel combustion literature due to low computational costand reasonably accurate result.

However, the CTC model utilizes empirical constants to determine the turbulent time scale,

which should be calibrated for each case the model is applied. On the other extreme of

the CTC model exists the Direct Numerical Simulation (DNS) (Poinsot & Trouve, 1994),

which demands very high computational cost for the sake of numerical accuracy. Due

to its extremely high computational cost, the DNS model has so far been applied only to

fundamental studies.

Among other turbulent combustion models is an Eddy Dissipation Concept (EDC)

model suggested by Magnussen & Hjertager (1976), which is based on the Eddy Breakup

(EBU) model of Spalding (1976). Both the EBU and EDC models focus on a rate-limiting

process for turbulence-chemistry closure modeling. In a non-premixed combustion, re-

actants are supplied by fuel-air(oxidizer) mixing, and therate of reaction is expected to

be controlled by the deficient species, either being an oxidizer or fuel. The EDC model

has been successfully implemented and applied to diesel engine combustion (Honget al. ,

2008; Wooldridgeet al. , 2005).

A conserved scalar variable approach was suggested by Klimenko & Bilger (1999) for

turbulent non-premixed combustion modeling. In the conserved scalar variable approach,

only transport equations related to theconserved scalarare solved in the physical space

regardless of the number of participating species. Then, the local value of passive scalar

variables such as species mass fraction, temperature, and pressure are determined by a func-

tion of conserved scalar variable. Two different models have evolved from the conserved

scalar variable approach. One is the flamelet model of Peters(2000), and the other is the

Conditional Moment Closure (CMC) model of Klimenko & Bilger(1999). Even though

both models are based on the same conserved scalar variable,and the final governing equa-

tions share some similarities, the approach taken by each model is quite different.

In the CMC model, a transport equation for reactive scalars~Φ conditioned atZ, or

3



〈~Φ|Z〉 is derived to be solved, where~Φ is not only a function ofZ but also as a function

of t and~x. Meanwhile, the flamelet model assumes dependency of~Φ on onlyZ. Another

difference between the two models is thatΦ is treated as an instantaneous fluctuating quan-

tity in the flamelet model. Both models are under active research and have been applied to

the internal combustion engine modeling. The CMC model has higher computational cost

due to added transport equation of~Φ(Z;~x, t). It is a common practice to use separate grids

for ~Φ andZ on the same physical domain in the CMC model to reduce the computational

cost. However, such separate meshes in an internal combustion engine may not be feasi-

ble considering complex geometries of modern internal combustion engines. Meanwhile,

the flamelet model benefit from the usual computation mesh along with one-dimensional

reaction space, which leads to significantly reduced computational cost while maintaining

good numerical results.

In this study, the flamelet approach of Peters (2000) will be used to investigate spray

combustion. As a well-validated turbulent combustion model, the flamelet model has been

applied to a wide variety of combustion devices from gas turbines (Riesmeieret al. , 2004)

to diesel engines (Hasse & Peters, 2005; Hergartet al. , 2005; Hergart & Peters, 2002). A

major application of the flamelet approach is the DICI engines, where the flamelet model

has shown good agreement against experimental results under various engine operating

conditions. Most recently, the flamelet model is even applied to model low temperature

combustion Weberet al. (2007). At the same time, effort has been made to improve the

flamelet model by considering the effects of spray in governing equations, which were not

considered in the original formulation of the model Pitsch &Peters (1998).

The effects of direct injection on the flamelet approach are twofold. Typically, direct

injection is applied by a high-pressure injector to facilitate droplet breakup and mixing of

fuel and oxidizer. With a high-pressure common rail system with an injection pressure of

100MPa, the injection velocity may reach up to 500m/sec. Droplets injected by such high

velocity interact with ambient air to result in an increase in in-cylinder turbulence, which
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will be reflected by an increase in the variance ofZ, Z̃′′
2
. Such increase iñZ′′

2
will increase

the scalar dissipation rate, which is a key variable controlling turbulent combustion. Also,

the shape of local PDF will be changed. The effect of direct injection on the variance

variable has been carried out by a number of researchers (Demoulin & Borghi, 2002; Ge &

Gutheil, 2008; Hollmann & Gutheil, 1998, 1996). Recently, the modified variance equation

has been incorporated into CFD solver to model an internal combustion engine (Kimet al.

, 2004).

The other effect of direct injection is the increased local fuel mass concentration. In

the flamelet approach, the reaction is treated separately inthe reaction space from the re-

action space. Only the amount of mixing between the fuel and the oxidizer is considered

in the physical space. Actual fuel species informations arestored and updated in the reac-

tion space considering turbulent combustion. Previous applications of flamelet approach in

spray combustion have considered the increase in fuel mass in the physical space, which

is reflected by increase localZ values. However, the effect of vaporization in the reaction

space has not been considered in most of previous studies. When reaction progress in the

reaction space is yet not significant, consideration ofZ increase may be sufficient to con-

sider the increase in fuel in the reaction space. However, when fuel is added over partially

reacted mixture, the effect of vaporization should be considered in the reaction space. Oth-

erwise, the species information in the physical space will be updated by a reaction space

which solely considers turbulent reaction but not the effect of vaporization.

1.2 Objective

A few of available turbulent combustion models have been discussed in the previous sec-

tion. Among discussed models, the flamelet approach was found to provide detailed chem-

istry capability with reasonable amount of computing resource. Other models will require

higher computing resource as the number of species is increased. The flamelet approach

5



also provides a turbulence-chemistry closure model based on solid physics in turbulent

non-premixed combustion. At the same time, this approach has room for improvement to

be applied to model spray combustion.

The objective of this study is to propose an improved spray combustion model suited

for low temperature combustion with direct fuel injection.The improved model should

properly address the turbulence closure issue with appropriate consideration on the effect

of spray on reaction. For the purpose of turbulence closure,the current model will be based

on the flamelet approach of Peters (2000).

A brief description of flamelet model will be given in Chapter2. The proposed model

will be presented in Chapter 3. The model will consider the effect of vaporization on the re-

action space. For the purpose, the governing equations willbe rederived to identify source

terms in the reaction equation reflecting the effect of droplet vaporization. The effect of

such terms will be examined by idealized control volumes which represent different loca-

tion in a spray and different reaction/vaporization history. Implementation of the suggested

model and consideration on computational efficiency will bediscussed in Chapter 3. Val-

idation studies of the proposed model will be carried out in Chapter 4. Finally, the model

will be applied to a low temperature combustion engine to investigate the effect of injection

timing on engine performance in Chapter 5.
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Chapter 2

Introduction to the Laminar Flamelet
Approach

2.1 Introduction

In this chapter, a brief introduction to the laminar flameletapproach will be given following

Peters (2000). Peters (1984) suggested a turbulent combustion model based on the flamelet

concept. In the flamelet approach, the flow field and species compositions are described

by a single variable, which is a conserved scalar (Z) following Bilger’s approach. The

actual species information is determined by a library, where each species mass fraction

information is available as a function ofZ, Yi(Z). This library, which is often referred to

asflamelet Library, is determined by solving the reaction in one dimensional space in the

direction of the largest gradient in species mass fraction.

The most well-known and widely used model in turbulent combustion models using

the flamelet approach is theRIF model, which stands for the Representative Interactive

Flamelet Model. The flamelet approach has a few variations based on the RIF concept. A

brief description of a flamelet approach and its variants will be described in this section.

2.1.1 Steady Laminar Flamelet Model: SLFM

In the original formulation of the non-premixed flamelet approach by Peters (1984), a

steady non-premixed combustion was investigated . Since itis a steady system, only a
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singleYi(Z) information, orflamelet library, was required. The suggested model was re-

ferred to as a Steady Laminar Flamelet Model, or SLFM in short. Each flamelet library

was determined by different scalar dissipation rateχ . Later, SLFM was expanded to un-

steady combustion by providingYi(χ,Z) for χ at given time in unsteady flow. However,

in an unsteady flow, the transient value ofχ determines the reaction history. As a result,

unsteady combustion modeling based on steady flamelet libraries may not be appropriate to

provide reasonable results. This model was soon supersededby the well-knowRIF model

which considers transient evolution of the flamelet library. In SLFM, libraries ofYi(χ,Z)

are prepared for possible range ofχ a priori. When applied to unsteady combustion, these

libraries are used for correspondingχ value in transient flow field.

2.1.2 Representative Interactive Flamelet Model: RIF

Unlike SLFM, the Representative Interactive Flamelet (RIF) model by Pitschet al. (1998)

builds a dynamic library ofYi(χ,Z) at each time step during unsteady combustion in the

reaction space. At each time step, a nominal scalar dissipation rate for the entire combustion

region is determined based on volumetric average over stoichiometry (conditional average).

The flamelet equation is solved considering the unsteady scalar dissipation rate to properly

consider the effect of turbulence on combustion. Details ofthe RIF modeling approach will

be covered in Section 2.2. The shortcoming of the RIF model isthe use of single nominal,

or conditionally averaged, scalar dissipation rate for thewhole combustion region.

2.1.3 Eulerian Particle Flamelet Model: EPFM

An Eulerian Particle Flamelet Model (EPFM) was suggested byBarthset al. (1998, 2000).

In EPFM, more than one dynamically updated flamelet libraries are utilized. Each flamelet

governs computational cells for a certain range of the scalar dissipation rate. Each flamelet

is tracked in the physical space by an Eulerian particle tracker.

8



2.1.4 Other variants of the RIF model

Variants of the RIF models have been developed to apply the flamelet approach to differ-

ent configurations than gaseous non-premixed combustion. The enthalpy–based flamelet

model (Hergart, 2001; Hergartet al. , 2005) was developed specifically consider the HCCI

engine where direction of the largest gradient of reactive scalars occur in the direction of a

conserved variable based on enthalpy rather than conservedscalar. A two-mixture fraction

variable model was suggested by Hasse & Peters (2005) to consider a split injection case

in diesel engines.

2.2 Laminar Flamelet Approach

In this chapter, the classic formulation of the RIF model in gaseous non-premixed combus-

tion will be presented following Peters (2000).

The flamelet approach is based on two major principles. One isthe use of the conserved

scalar, and the other is the separation of turbulent combustion consideration from the physi-

cal space. In the flow field, a conserved scalar variableZ is used to account for the turbulent

flow field and turbulent mixing between the fuel and the oxidizer streams. Meanwhile, the

actual information on reactive species is stored in the reaction space against different levels

of mixing, or different values ofZ as a function ofZ, asYi(Z). This functional dependency

of Yi on Z is commonly referred to asflameletor flamelet library, which may occasionally

arouse unnecessary confusion with the term “flamelet” mentioned in usual combustion lit-

erature. In this research,reaction spacewill be used to refer theYi(Z) relationship since it

is essentially a one-dimensional space where such relationship is considered for turbulent

combustion.

The three-dimensional physical space is then mapped to the one-dimensional reaction

space. A coordinate for the one-dimensional reaction spaceis chosen as a direction in the

physical space where the most significant change, or the largest gradient, in the reaction
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Figure 2.1: Direction of the largest gradient in reactive species in a non-premixed combus-
tion

space is observed.

In this regard, the flamelet model may be considered as an eigenvalue problem (Cheng,

2007). The principal axis, or eigenvector, of the physical space takes a direction where

the gradient ofYi is the largest. This eigenvector is assumed to be theZ direction based

on physical reasoning in a non-premixed combustion system.Then, only the change inYi

againstZ is considered for reaction consideration.

By taking such direction, it is possible to create a one-dimensional space for considering

reactions. In a non-premixed combustion system, the largest gradient in reactive scalars

occurs in the direction across the flame as shown in a schematic diagram, Figure 2.1.

Such treatment results in two spaces to be considered. The first one is thePhysical

Spacewhere temporal and spatial change in the conserved scalar isdetermined. The other
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is aReaction Spacewhere the species information is stored as a function of the conserved

scalar, which is again updated at each time step to account for temporal change under

turbulent combustion.

In both spaces, the governing equations are derived from species transport equations

in the physical space. Derivation of the governing equations in the physical space and the

reaction space will be discussed following the approach of Peters (2000) in subsequent

sections.

2.2.1 Physical Space: Conserved Scalar Variable

In a non-premixed combustion system, the fuel and the oxidizer are separately introduced

into the combustion chamber where they are mixed. The level of mixing between the

fuel and the oxidizer can be described by introducing a conserved scalar variable. The

conserved scalar variable, as its name implies, does not vary due to chemical reaction. This

characteristic enables to use a conserved scalar to track mixing between fuel and oxidizer

regardless of reaction.

A few different definitions of the conserved scalar are available. In this study, the

conserved scalar variable based on carbon mass fraction will be used.

mj =
n

∑
i=1

ai jWj

Wi
mj (2.1)

Wi represents the molecular weight of an element, whileai j represents the number of ele-

mentsj in speciesi. The mass fraction ofj th element is then

Z j =
n

∑
i=1

ai jWj

Wi
mjYi (2.2)

One may derive a conservation equation for the elemental mass fraction (2.4) from mass
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conservation equation (2.3).

ρ
∂Yi

∂ t
+ρu ·∇Yi = −∇ · j i +wi (2.3)

ρ
∂Z j

∂ t
+ρu ·∇Z j = −∇ ·

(
n

∑
i=1

ai jWj

Wi
mj

)
(2.4)

n

∑
i=1

ai jWivik = 0 (2.5)

It can be noticed that the chemistry source term does not appear in (2.4), since the

element mass is conserved regardless of reaction. Further generalization based on con-

stant diffusivity for all species leads to the conservationequation (2.6) for conserved scalar

variableZ.

ρ
∂Z
∂ t

+ρu ·∇Z = ∇ · (ρDZ∇Z) (2.6)

In this study, a mass fraction-based scalar variable will bedenoted asZ, defined by the

normalized carbon element mass fraction.

Z =
N

∑
i=1

Yi
ζi

ζFuel
(2.7)

ζi =
Carbon element mass in species i

MW i
(2.8)

A relationship betweenZ and the equivalence ratio can be determined as follows.

Φ =
1−Zst

Zst

Z
1−Z

(2.9)

, whereZst denotes theZ value at stoichiometry. It should be noted that the equivalence
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ratio Φ in (2.9) denotes an equivalence ratio based on pure mixing. This is similar to the

big Φ used in the KIVA-Multi-Zone model of Babajimopouloset al. (2005).

2.2.2 Reaction Space: Flamelet Equation

In a non-premixed combustion systems, reaction is generally confined within the thin re-

action zone or the flame near stoichiometric mixture. Also within the flame, the direction

of highest gradient is always across the flame, as shown in Figure 2.1. It is being assumed

that no significant change occurs in a tangential direction to the flame.

Since the most significant gradient in species occurs acrossthe flame, a coordinate

transformation from the Cartesian coordinate system to a coordinate system attached to the

flame surface is suggested. The new coordinate system has oneaxis normal to the flame

surface (Z1), while two other axis (Z2,Z3) are tangential to the flame surface. The direction

of Z coincides with the flame surface normal directionZ1. A transformation rule from

the three-dimensional space to one-dimensional space withits coordinate direction ofZ is

suggested as follows, assuming negligible change of species in Z2 andZ3 directions.

∂
∂ t

=
∂Z
∂ t

∂
∂Z

+
∂

∂τ
(2.10)

∂
∂xi

=
∂Z
∂xi

∂
∂Z

+
∂

∂Zi
i = 2,3 (2.11)

∂
∂x1

=
∂Z
∂x1

∂
∂Z

(2.12)

Applying the above coordinate transformation to (2.3) leads to:

ρ
∂Yi

τ
+

∂Yi

∂Z

[
ρ

∂Z
∂ t

+ρu ·∇Z−∇ · (ρDi∇Z)

]
= ρ

χ
2

LeZ

Lei

∂ 2Yi

∂Z2 +ωi (2.13)

The terms in the bracket on LHS represent convective terms inthe reaction space, which
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can be simplified by usingZ transport equation (2.6).

ρ
∂Yi

τ
+

∂Yi

∂Z
[∇ · (ρDZ∇Z)−∇ · (ρDi∇Z)] = ρ

χ
2

LeZ

Lei

∂ 2Yi

∂Z2 +ωi (2.14)

The terms in the bracket represents the effect of differential diffusion. The differential

diffusion is transformed by the following relationship.

∂Z
∂xi

∂
∂Z

(
ρDi

∂Z
∂xi

)
=

1
4DZ

χ
∂ρD
∂Z

+
1
4

∂
∂Z

(
Di

DZ
ρχ
)

(2.15)

In the above equation, the instantaneous scalar dissipation rate defined as

χ = 2D|∇Z|2 (2.16)

was introduced. The scalar dissipation rate reflects the effect of turbulence on the reaction

space.

Using this relationship in (2.13) yields:

ρ
∂Yi

τ
+

∂Yi

∂Z

[
1

4DZ
χ

∂
∂Z

(ρ(DZ−Di))+
1
4

∂
∂Z

(
(DZ−Di)

DZ
ρχ
)]

= ρ
χ
2

LeZ

Lei

∂ 2Yi

∂Z2 +ωi

(2.17)

This equation is further simplified by assumingLeZ = 1 and constant Lewis number for

all species to obtain the final flamelet equation.

ρ
∂Yi

∂ t
=

ρ
Le

χ
2

∂ 2Yi

∂Z2 +ωi (2.18)

In a laminar non-premixed configuration, (2.18) and (2.6) along with the scalar dissipa-

tion rate are enough to describe the physical space and the reaction space. In the reaction

space,Yi(Z) information is stored againstZ values.
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(b) Equilibrium Limit

Figure 2.2: Reaction space showing Mixing Limit and Equilibrium Limit

2.2.3 Reaction Space:Yi(Z)

It is often convenient to understand ifYi profiles are plotted in a functional form ofZ.

Illustrative figures of the reaction space are shown in Figure 2.2. For simplicity, only the

fuel species and the oxidizer profiles are shown.

By definition, Z ranges from 0 to 1, and so areYf . The oxidizer stream hasZ value

of zero, while the fuel stream hasZ value of unity. This may be better understood if a

counterflow flame configuration is assumed, as shown at the topof Figure 2.2. When

the oxidizer and the fuel stream are purely mixing without any reaction,Yf (Z) takes a

linear profile, representing pure mixing between two streams. This is shown in blue line

in Figure 2.2(a). The mixing limit constitutes an active upper limit for the each species

considered in the reaction space. On the other extreme is theequilibrium limit, which

resembles the well-known Burke-Schmann limit in a counterflow flame. If fuel and oxidizer

are reacting with infinitely fast reaction,Yi at eachZ reaches equilibrium which is plotted

in red in Figure 2.2(b). The equilibrium limit constitutes the lower limit ofYi at eachZ

value.
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Flamelet and Reaction Space

The wordflamelethas been used to imply different meanings. In general, flamelet refers to

the thin reaction zone in a non-premixed combustion system.In other words, it refers to a

region in the physical space, where reaction occurs with negligible effect of turbulence.

On the other hand,flamelethas also been used to describe the reaction space, orYi(t,Z)

relationships. During the development of the flamelet approach, SLFM of Peters (1984)

used libraries ofYi(t,Z), where each library was constructed by solving the reactionequa-

tion under different configurations (mainly differentT andχ). The termflamelet libraries

was used to describe such libraries, which are essentiallyYi(t,Z) relationships in the reac-

tion space. This was often referred to as simplyflamelet.

In this study, to avoid unnecessary confusion, the termflameletis used to explicitly

describe thethin reaction zone in the physical spaceas mentioned before. Correspond-

ing Z space, as shown in Figure 2.2, will be referred to asReaction Space, or Reduced

Dimensional Space. The relationshipYi(t,Z) is defined in the reaction space.

2.3 Laminar Flamelet Model for Non-premixed Turbulent
Combustion

2.3.1 Describing the Turbulent Reacting Flow: Favre Averaging

Turbulence is characterized by fluctuating quantities. Stochastic description is used to de-

scribe these fluctuating quantities based on statistical description. Mean values of fluctuat-

ing quantities, or random variables, are of interest in the turbulent flow modeling.

A density-weighted average, known as Favre average, is usedin this research to de-

scribe the mean and fluctuation of a random variable.
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u(t,~x) = ũ(t,~x)+u′′(t,~x) (2.19)

ρu′′ = 0 (2.20)

The Favre averaging is very useful in modeling a compressible turbulent flow. In this

research, the Favre averaging will be used to derive the governing equations with mean

quantities. In stochastic description of turbulence, a mean value of a fluctuating quantity is

usually described by statistical mean, or expectation, of instantaneous value.

ũ =
∫ +∞

−∞
P(u)du (2.21)

Knowledge of the governing PDF is required to determine the statistical mean. In the

flamelet model, a presumed PDF function is assumed, which will be discussed in detail in

Section 2.3.5.

2.3.2 Conserved Scalar Variable

As mentioned in Section 2.2.1, the turbulent flow field is described by the conserved scalar

variable. The conserved scalar variable is split into mean (Z̃) and fluctuation (̃Z′′
2
). Gov-

erning equations for̃Z andZ̃′′
2

are derived as follows from theZ transport equation (2.18).

ρ̄
∂ Z̃
∂ t

+ ρ̄~̃u ·∇Z̃ = ∇ · (ρ̄D∇Z̃) (2.22)

ρ̄
∂ Z̃′′2

t
+ ρ̄~̃u ·∇Z̃′′2 = −∇ ·

(
ρ̄DZ̃′′

2)
+2ρ̄Dt(∇Z̃)2− ρ̄ χ̃ (2.23)

Molecular diffusion terms are assumed to be negligible. A Gradient transport assump-

tion is taken in (2.22) and (2.23). These two equations are used to describe the turbulent

flow field.
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2.3.3 Turbulent Combustion: Turbulence-Chemistry Closure in the
Flamelet Model

One of the major problems in turbulent reacting flow modelingis the evaluation of the mean

chemical source term. Favre averaging of a reactive scalar leads to the following equation.

ρ̄
∂Yi

∂ t
+ ρ̄~̃u ·∇Ỹi = ∇ · (ρD∇Ỹi)+ ω̄i (2.24)

whereω̄i represents a mean chemical reaction source term and˙̄ρi represents spray source

term. Chemical reaction is a nonlinear function of pressure, temperature and related reac-

tive scalars which may not be determined by simple averaging. Most of turbulent combus-

tion models described in Section 1.1 are aimed to provide a closure model for the mean

chemical reaction source term, or turbulence-chemistry closure problem. In the flamelet

approach, a closure model for the turbulence-chemistry closure by assuming a very thin

reaction zone, or flamelet. A schematic diagram of Flamelet concept in a turbulent flame is

shown in Figure 2.3, following Venkatesh & Abraham (2002).

In the flamelet approach for non-premixed combustion systems, the turbulent flame is

understood as an ensemble of instantaneous flame fronts, width of which are much smaller

than characteristic length scale of turbulent eddies as shown in Figure 2.3(a). These instan-

taneous flame fronts are wrinkled by the turbulent eddy motion as shown in Figure 2.3(b).

The structure of laminar flame is retained in the thin reaction zone, which is usually referred

to as flamelet. Since the characteristics of laminar flame structure is maintained in these in-

stantaneous flame fronts, it is not required to determine theturbulent mean reaction source

term. The mixing between fuel and oxidizer at the instantaneous flame front is modeled

by a counterflow flame configuration as shown in Figure 2.3(b).As a result, instantaneous

change due to chemistry can be determined by the laminar vaporization-reaction equation

(3.4).
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(a) Turbulent Flame

(b) Flamelet Concept

Figure 2.3: Laminar Flamelet Concept in a Turbulent Reacting Flow
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2.3.4 Turbulent Reaction Equation

Even though the flame structure in the thin reaction zone, or flamelet, maintains the laminar

flame structure, the effect of turbulence should be considered for the scalar dissipation rate

χ . The scalar dissipation rate in the flamelet model is the single variable which carries the

turbulence information from the flow field to the reaction space. As the scalar dissipation

rate should be determined from the physical space considering turbulence,̃χZ will be used

in the reaction equation, instead of instantaneousχ . The turbulent scalar dissipation rateχ̃

will be discussed in detail in Section 2.3.6.

ρ
∂Yi

∂ t
=

ρ
Le

χ̃Z

2
∂ 2Yi

∂Z2 +ωi (2.25)

2.3.5 Presumed PDF approach

The mean value in the physical field is determined by taking statistical average for instan-

taneous species information stored in the reaction space. It should be noted that not only

Z, but alsoχ in the laminar vaporization-reaction equation (3.4) are fluctuating quantities

in the turbulent field. Therefore, two PDFs, one forZ and the other forχ are required in

the presumed PDF approach to describe the turbulent field. The mean turbulent species

information is determined by a double integral.

Ỹi(t,~x) =
∫ 1

o

∫ ∞

−∞
P̃χ(χ)P̃Z(Z)Yi(Z)dχdZ (2.26)

In the classic flamelet approach, the PDF forχ is usually assumed to be a delta function

at the conditional Favre mean valueχ̃Z. Then the integration can be simplified to:

Ỹi =
∫ 1

0
Yi(Z)P̃(Z)dZ (2.27)

To perform the integration (2.27), the information on the probability distribution func-
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tion, or PDFP̃(Z), is required. One way to determine the PDF is to analyticallyformulate

and solve a transport equation for PDF’s, like in PDF methods(Pope, 1985). Another com-

monly used method is to assume a predefined shape of PDF based on physical observation.

This method is commonly referred as a presumed PDF approach (Peters, 2000). A beta

function PDF (2.28) is widely used in non-premixed turbulent combustion, and will be

used in this research.

P̃(Z; t,x) =
Zα−1(1−Z)β−1

Γ(α)Γ(β )
Γ(α +β ) (2.28)

where α = Z̃γ (2.29a)

β = (1− Z̃)γ (2.29b)

γ =
Z̃(1− Z̃)

Z̃′′2
−1≥ 0 (2.29c)

2.3.6 Scalar Dissipation Rate

The scalar dissipation rate is the most important parameterin the flamelet approach. It

conveys the effect of turbulence in the physical space to thereaction space. Also it is the

single variable by which the physical space and reaction space communicate with each

other.

The instantaneous scalar dissipation rate is defined by a square of gradient of conserved

scalar.

χ = 2D|∇Z|2 (2.30)

Note thatχ is a function ofZ. In a simple configuration such as infinite mixing layer or

counterflow flame,χ(Z) can be determined analytically. Analytical solutions ofχ(Z) from

different flow configurations have been determined by different researchers as listed below.

21



• One-D mixing layer (Pitsch & Peters, 1998)

χ(Z) =
1

2πt
exp
(
−2
[
er f c−1(2Z)

]2)
(2.31)

• Infinite one-D mixing layer (Pitschet al. , 1998)

χ(Z) = χst(
Z
Zst

)2 ln(Z/Zmax)

ln(Zst/Zmax)
(2.32)

• Counterflow (Peters, 1984)

χ(Z) =
a
π

exp
(
−2
[
er f c−1(2Z)2]) (2.33)

It should be noted thatχ(Z) formula listed above are based on one dimensional flow

field, whereχ can be determined analytically using one-to-one mapping ofZ andx. How-

ever, the same strategy may not be applied to a full three dimensional flow. Peters (2000)

suggested to use a presumed shape ofχ from analytical solutions to representχ as a func-

tion of Z.

In the physical space, a mean value ofχ , or χ̃ evaluated at each(t,~x) is the only scalar

dissipation rate related variable. It is required to determine the scalar dissipation rate as a

function ofZ to be solved in the reaction space.

First, the mean scalar dissipation rate can be determined bysplitting Z into mean and

variance, then taking an average in the physical space.

χ̃ = 2D ˜|∇Z′′|2 (2.34)

and is modeled by turbulence variables, withcχ = 2.0 as follows.

χ̃ = cχ
ε̃
k̃

Z̃′′2 (2.35)

The mean scalar dissipation rate determined by (2.35) is evaluated at each(t,~x), and is

not yet a function ofZ. A mean scalar dissipation rate should be determined as a function

of Z to be used in solving turbulent flamelet equation (3.42). To determine the mean scalar
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dissipation rate as a function ofZ, a functional dependency ofχ onZ over a known function

is assumed at a fixed value such asZst.

χZ = χst
f (Z)

f (Zst)
(2.36)

The function f (Z) is one of the analytical solutions listed above which best describes

the mixing field, which in this case is (2.32). The value ofZ̃st is to be determined from the

turbulent flow field. A relationship betweeñχ andχ̃st can be determined from known PDF.

χ̃ =

∫ 1

0
χ̃ZP̃(Z)dZ = χ̃st

∫ 1

0

f (Z)

f (Zst)
P̃(Z)dZ (2.37)

which leads to an equation to evaluateχ̃st at (t,~x).

χ̃st(t,~x) = χ̃(t,~x)
f (Zst)∫ 1

0
f (Z)P̃(Z)dZ

(2.38)

whereχ̃(t,~x) is modeled by turbulence variables as (2.35). A volumetric average of local

scalar dissipation rate was suggested (Pitschet al. , 1998) to determine a nominal value of

χ̃st.

χ̃st =

∫

V
χ̃st(t,~x)

3/2ρ̄P̃(Zst)dV
∫

V
χ̃st(t,~x)

1/2ρ̄P̃(Zst)dV
(2.39)

Onceχ̃st for whole combustion chamber is determined by (2.39),χ̃Z(Z) can be deter-

mined by (2.36) with known functionf (Z), such as the one shown in (2.32).
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Chapter 3

Extensions of RIF model to Account for
the Effect of Vaporization in the

Reaction Space

3.1 Flamelet Approach Applied to Direct Injection

The flamelet approach, or more specifically the RIF model has been widely used in non-

premixed combustion systems including spray combustion devices such as direct injection

compression ignition engines. However, the RIF framework was developed based on a

pure gaseous non-premixed combustion, while DICI is basically a two-phase reacting flow

where droplet vaporization occurs to provide gaseous fuel for combustion.

Efforts have been made to improve the RIF model for DICI modeling , or more gener-

ally, spray combustion systems. One of the most common approaches is to consider only

the change in local̃Z(t,~x) by droplet vaporization, while model constants for spray models

are calibrated, as Weber & Peters (2006) suggested. Otherwise, the classic flamelet ap-

proach was kept in its original form. This implies that the reaction space will be kept the

same as for non-vaporizing case, regardless of droplet vaporization in the physical space.

Other approaches have been investigated by researchers to properly account for the

effect of direct injection in the context of flamelet approach. Different formulation of gov-

erning equations in the context of the flamelet approach applied to spray combustion are

summarized in Table B.1 for comparison. In this section, theeffect of direct injection on

the flamelet modeling and related modeling efforts will be described.
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3.2 Effects of Direct Injection

The effect of direct injection may be categorized into two major categories:

3.2.1 Increased Turbulence

To facilitate mixing between the fuel and the oxidizer, typically the fuel is injected at high

pressure resulting in high injection velocity. The injection velocity may reach up to 50000

cm/sec with injection pressure close to 100 MPa with diesel engines utilizing a common

rail injection system. Droplets injected at such high velocity increase turbulence in the flow

field by interacting with the in-cylinder gas mixture. Modeling of increased turbulence in

the context of flamelet models will be discussed in detail in Section 3.5.2 after description

of turbulence treatment. As the current study aims to properly capture the effect of fuel

addition on the reaction space, the effect of increased turbulence will be covered briefly

with current modeling issues.

3.2.2 Addition of Fresh, Unreacted Fuel

When direct injection is applied, injected fuel droplets vaporize by heat transfer from high

temperature ambient gas. Droplet vaporization provides unreacted fuel for subsequent mix-

ing and combustion. In the flamelet approach, this would affect the reaction space itself by

changing bothZ andYi(Z) values at the same time.

For example, in conventional flamelet models, each pointZa and Zb in the reaction

space carries their own reaction history by solving the reaction equation (3.42). This is

shown schematically in Figure 3.1.

Two different locations or computational cells~xa and~xb are marked on the LHS, which

represents the physical space. On the RHS, a fuel species reaction space governing the

physical space is shown, assuming some degree of reaction. Two locations having different

Z values will have different amount of fuels from the reactionspace, reflecting different
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Figure 3.1: Schematic Diagram Comparing Reaction Space Without Vaporization

Figure 3.2: Schematic Diagram Comparing Reaction Space With Vaporization
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reaction histories.

Let us assume a case where vaporization occurs at location~xa, such thatZ value at this

location is increased fromZa to Zb. In such case, species mass fractions at these values

in the reaction space should communicate with each other, such that the mass fraction at

~xa may be informed of vaporization history. Otherwise, both locations~xa and~xb will have

the same amount of fuel even though vaporization and reaction histories at these locations

are different. This is shown in Figure 3.2. Locations~xa and~xb have undergone different

vaporization history. However, after the vaporization, both locations have the sameZ value

at Z = Zb. In the conventional flamelet approach, these two computational cells will have

the same amount of fuel from the reaction space. The current study aims to suggest a

methodology to account for such vaporization history underspray combustion for better

combustion modeling.

3.3 Representative Interactive Flamelet Model for Evapo-
ration Effect in Reaction Space: RIF-ER

In this research, effort has been made to properly account for the effect of droplet vaporiza-

tion in the reaction space. We will begin by re-driving the governing equations in both the

physical space and the reaction space to identify terms regarding the effect of vaporization.

3.3.1 Governing Equations

A species transport equation with droplet vaporization andchemistry is shown in (3.1).

ρ
∂Yi

∂ t
+ρ~u·∇Yi = ρD∇2Yi + ρ̇i +ωi (3.1)

In (3.1), ρ̇i represents the addition of species mass due to vaporizationof injected

droplets, andωi represents the chemical source term from reaction. The vaporized mass

ρ̇i is determined by CFD solver, considering related droplet physics. In most cases, vapor-
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ization is considered for one single fuel species in computational modeling of spray, where

ρ̇i = 0 exceptρ̇fuel.

Physical Space: Conserved Scalar Transport Equation

A conservation equation for the conserved scalar under spray combustion can be derived

from the mass conservation equation (3.1).

ρ
∂Z
∂ t

+ρ~u ·∇Z = ρD∇2Z+ ρ̇Z (3.2)

ρ̇Z represents the vaporization source term. It should be notedthat ρ̇Z has the same

value with ρ̇fuel for single species fuel vaporization. Details of this relationship can be

found in Appendix A.

Reaction Space: Vaporization-Reaction Equation

A coordinate transformation (2.10) is carried out on (3.1) to determine the governing equa-

tion in the reaction space.

ρ
∂Yi

τ
+

∂Yi

∂Z

[
ρ

∂Z
∂ t

+ρu ·∇Z−∇ · (ρDi∇Z)

]
= ρ

χ
2

LeZ

Lei

∂ 2Yi

∂Z2 +ωi + ρ̇i (3.3)

The same assumptions of constant unity Lewis number for eachspecies are applied

to (3.3) as (2.18). In the flamelet approach with gaseous medium, the terms in brackets

in LHS would have been canceled out by theZ transport equation (2.6). However, the

Z transport equation (3.2) does not match the terms in brackets in (3.3) like its gaseous

counterpart. Rather, the terms in the brackets will have a value equal toρ̇Z from theZ

transport equation. As a result, the final equation governing reaction space becomes:

ρ
∂Yi

∂ t
+ ρ̇Z

∂Yi

∂Z
= ρ

χ
2

LeZ

Lei

∂ 2Yi

∂Z2 +ωi + ρ̇i (3.4)
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Equations (3.2) and (3.4) are the final equations in direct injection case, each governing

the physical space and the reaction space. These equations enables proper consideration

of vaporization effect in the reaction space, which will be referred to as Representative

Interactive Flamelet Model accounting for Evaporation effect in the Reaction space (RIF-

ER).

3.3.2 Vaporization History Effect

In this section, the effect of two additional terms in (3.4) will be described. Two source

terms were identified in (3.4) from the consideration of vaporization in the reaction space.

The effect of these source terms will be examined over the reaction space as shown in

Figure 3.3.

In Figure 3.3,mi(Z) relationship for the fuel species in the reaction space is shown.

First, the vaporization effect is realized in the physical space by solving theZ transport

equation (3.30), which is to be reflected by an increase inZ, as shown in Figure 3.3(a).

Previous applications of the RIF model in spray combustion has considered this effect as

the governing equations listed in Table B.1. However, previous research did not consider

the effect of vaporization in the reaction space. As a result, the fuel species after vapor-

ization would have been determined as shown in Figure 3.3(b)by looking upmi value

corresponding toZ(t +∆t). As shown in Figure 3.3(b), this would result in fuel massm∗,

which is less than the fuel mass before vaporization. Such prediction is due to the fact that

theYi(Z) or mi(Z) is determined by solely considering the effect of turbulence, but not by

the effect of vaporization. The currentmi(Z) profile is chosen to present a case where such

approach should fail. The effect of vaporization should be considered to properly deter-

mine the fuel mass after the vaporization, rather than usingYi(Z) or in this case, themi(Z)

relationship.

The actual amount of fuel species after vaporization atZ(t +∆t) should be the sum of

the original fuel amount before vaporizationandthe fuel amount added by vaporization.
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�

(a) Increase inZ by Z transport equation

�

(b) Fuel mass determined byYi(Z): Conventional Ap-
proach Without Vaporization Consideration

�

(c) Determination of fuel mass before vaporization

�

(d) Addition of vaporized fuel mass

Figure 3.3: Effect of additional terms in flamelet equation
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mi(t +∆t,Z(t +∆t)) = mi(t +∆t,Z(t)) fuel amount before vaporization

+∆mi added fuel by vaporization (3.5)

Two additional terms in (3.4) account for this effect. For simplicity of discussion, a

time-splitting scheme between vaporization terms and diffusion-reaction terms in (3.4) is

assumed. The vaporization equation is shown below.

ρ
∂Yi

∂ t
= −ρ̇Z

∂Yi

∂Z
+ ρ̇i (3.6)

Note that (3.6) is being evaluated after vaporization. The convection-like term has been

moved to the RHS. The role of this term is to determinethe original fuel amount before

vaporizationby subtracting∆Y(∆Z), as shown in Figure 3.3(c). This convection-like term

can also be interpreted as translation of the original curveby the amount of∆Z in the

direction of negative∂Yi/∂Z at Z(t +∆t) as plotted in a dashed line in the same plot. This

can be better understood if (3.6) is rewritten in a discretized form.

mt+∆t
i (Zt+∆t) =

[
mt(Zt+∆t)−∆m

∆Yi

∆Z

∣∣∣∣
Zt+∆t

]

︸ ︷︷ ︸
Species amount before vaporization atZ(t+∆t)

+ ∆m︸︷︷︸
amount of added species

(3.7)

Then, ρ̇i is added to representfuel amount added by vaporizationas shown in Fig-

ure 3.3(d). In other words, the convection-like term determines the fuel amount before

vaporization by linear approximation, then the actual amount of fuel added by vaporization

is added to get the correct value of fuel amount after vaporization.

These two additional terms account for the vaporization history. Without these terms,

eachmi value in the reaction space carries its own reaction history, completely unaware

of vaporization. These additional terms convey the vaporization history into the reaction

space by properly accounting for the addition of fresh fuel from vaporization.
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3.3.3 Droplet Vaporization Treatment

The vaporization equation (3.4) has been properly derived from relative governing equa-

tions. The effect of vaporization terms in (3.4) has been analyzed in Section 3.5.3. This

section will discussed how to evaluate these vaporization terms to properly reflect the effect

of vaporization into the reaction space. The reaction equation with vaporization terms is

rewritten for convenience of discussion.

ρ
∂Yi

∂ t
+ ρ̇Z

∂Yi

∂Z
= ρ

χ
2

LeZ

Lei

∂ 2Yi

∂Z2 +ωi + ρ̇i (3.8)

Let us consider only the effect of vaporization by neglecting the diffusion and chemistry

source terms.

ρ
∂Yi

∂ t
= −ρ̇Z

∂Yi

∂Z
+ ρ̇i (3.9)

The linear, convection-like term in (3.9) does subtract some amount of mass to findthe

amount of fuel before vaporization, while the source term is added to properly account for

the addition of fuel. In other words, the information required in solving (3.9) are:

• Z value before vaporization

• mass fraction atZ value before vaporization

• increase inZ value due to vaporization

,which are evaluated deterministically in the physical space by a CFD solver. As a result,

instead of solving (3.9), it is possible to use an algebraic relationship to update the reaction

space to reflect the effect of vaporization.

First,Z values before and after vaporization are determined from the CFD solver KIVA3v
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by vaporization subroutineevap, where the following equation is solved.

∂
(
ρ̄Z̃
)

∂ t
= ˙̄ρZ (3.10)

This equation is solved in the Phase A in KIVA3v1, where no cell boundary transport is

assumed. Recall thatρ̇ f = ρ̇Z as discussed in Appendix A, since a single species of liquid

vaporization is assumed. After discretization, (3.10) becomes:

∑i m
∗
i −∑i mi

V∆t
=

∆mf

V∆t
(3.11)

where an asterisk is used to denote properties att +∆t. Sinceρ̇ f = ρ̇Z, it follows that

∆m= ∆Z. Then∆m can be found as:

∆m= ∑
i

mi
∆Z

1−Z∗
(3.12)

= ∑
i

mi
Z∗−Z
1−Z∗

(3.13)

Then, it is possible to determine the mass after vaporization by simply adding∆m from

(3.12) to the known mass value atZ before vaporization, instead of solving (3.8) in the

reaction space. Now the following equations are solved to evaluate mass fractions after

vaporization in the reaction space.

m∗
i = mi +∆mi (3.14)

=





mi +∑i mi
Z∗−Z
1−Z

for fuel species

mi for all other species

(3.15)

1Refer to Section 3.6.1 for details on KIVA3v.
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Then information onY∗
i at t + ∆t can be determined by normalizingm∗

i ’s as follows.

First, for the fuel species,

Y∗
f =

m∗
f

∑
i

m∗
i

(3.16)

=

mf +∑
i

mi
Z∗−Z
1−Z∗

∑
i

mi +∑
i

mi
Z∗−Z
1−Z∗

(3.17)

=
Yf +

Z∗−Z
1−Z∗

1+
Z∗−Z
1−Z∗

(3.18)

Y∗
f =

Yf +α
1+α

(3.19)

where α =
Z∗−Z
1−Z∗

(3.20)

Then for all other species,

Y∗
i =

Yi

1+α
(3.21)

where α =
Z∗−Z
1−Z∗

(3.22)

By (3.19) and (3.21), it is possible to determineY∗
i after vaporization from knownZ,∆Z

andYi values. Now let us examine what these equations represent inthe reaction space.

Equation (3.18) can be rewritten into:

Y∗
f =

Yf +
Z∗−Z
1−Z∗

1+
Z∗−Z
1−Z∗

(3.23)

=
(1−Z∗)Yf +Z∗−Z

1−Z
(3.24)

=
1−Z∗

1−Z
Yf +

Z∗−Z
1−Z

(3.25)
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= Yf +(Z∗−Z)
1−Yf

1−Z
(3.26)

Equation (3.26) can be visualized in the reaction space, as shown in Figure 3.4.

Figure 3.4: Equation (3.26) in the Reaction Space

A fuel mass fraction profile in the reaction space is given in Figure 3.4 for illustrative

purpose.Z values before and after vaporization (Z andZ∗) are shown onZ axis. What needs

to be determined after vaporization is the true fuel mass fractionY∗ after the vaporization.

The new mass fractionY∗ determined from (3.26) is simply a linear approximation ofY∗
f

usingYf value before vaporization to the pure fuelYf value, which in this case is located at

Z = 1.

As the line connectingYf andYf (Z = 1) represents a pure mixing line, the physical

meaning of 3.26 can be interpreted from Figure 3.4. The fuel mass fraction after vaporiza-

tion is determined by a pure mixing betweenYf before vaporization and pure fuel, evaluated

at Z∗.
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From the above discussion, it can be concluded that the vaporization effect can be

treated without iteration from knownZ andYi values. As a result, it is not necessary to

solve the re-derived reaction equation (3.10) as a whole. A first order operating splitting

scheme is applied such that the vaporization effect can be updated in a single step without

any iteration.

∂ (ρY∗)i

∂ t
= −ρ̇Z

∂Yn
i

∂Z
+ ρ̇i (3.27)

ρ
∂Y∗∗

i

∂ t
=

χ̃Z

2
∂ 2Y∗

i

∂ t2 +ωi (3.28)

Yn+1(t +∆t,Z) = Y∗∗(t +∆t,Z) (3.29)

3.3.4 Effect of Droplet Vaporization Terms

One very interesting observation can be made from Figure 3.4. If no fuel addition was

modeled by the vaporization terms, the predicted fuel mass fraction atZ∗ is determined by

the fuel mass fraction evaluated atZ∗. This value is presented asY′ in Figure 3.4. It is worth

to notice that the fuel mass fraction predicted by vaporization termsY∗ is smaller than the

fuel amountY′ determined without vaporization consideration. A more general explanation

on the fuel mass prediction can be summarized as follows based on relative amount of fuel

species gradient versus(1−Yf )/(1−Z) and reaction progress in the reaction space.

1.
∂Yf

∂Z

∣∣∣
Z∗

=
1−Yf
1−Z

Consideration of vaporization terms will predict the same amount of fuel species as

the classic RIF model without vaporization consideration.This is observed when the

progress in reaction is yet not significant.

2.
∂Yf

∂Z

∣∣∣
Z∗

<
1−Yf
1−Z

This is a case with local species gradient in the reaction space is smaller than(1−

Yf )/(1−Z). As a result, consideration of vaporization terms result inincrease in
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(a) Effect of Vaporization Terms: Increasing Fuel Content

(b) Effect of Vaporization Terms: Decreasing Fuel Content

Figure 3.5: Effect of Vaporization Terms in the Reaction Space: Comparison of Fuel
Species Amount Prediction with RIF model
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fuel amount compared to the no vaporization consideration case. This is shown in

Figure 3.5(a), with mass fraction after vaporization with the vaporization source term

is shown asY∗, while without vaporization source term is shown asY′. In this case,

Y∗ > Y′. This occurs mostly on the lean side.

3.
∂Yf

∂Z

∣∣∣
Z∗

>
1−Yf
1−Z

In this case,(dYf /dZ) is larger than(1−Yf )/(1−Z). This occurs where significant

reaction is occurring. As a result, consideration of vaporization terms result in de-

crease in fuel amount compared to the no vaporization consideration case. In this

case,Y∗ < Y′. This occurs mostly on the rich side.

It should be noted that the increase or decrease in fuel amount by droplet vaporization

consideration, as depicted in Figure 3.5, may be interpreted as an indicator for the progress

in reaction. More fuel species may be interpreted as less reaction progress and vice versa.

In general, the RIF model predicts lower fuel content than the RIF-ER model within lean

range, where the RIF results can be interpreted as predicting faster reaction. As a result,

higher pressure and temperature than the RIF-ER model will be predicted in the physical

space.

3.4 Effect of Droplet Vaporization Terms

3.4.1 Introduction

The droplet vaporization source terms in the reaction equations were examined and inter-

preted in the previous section. In this section, a quantification study of these terms will be

attempted over a spray combustion case within an idealized control volume.

The RIF-ER model is focusing on capturing the effect of freshfuel addition by fuel

injection and following vaporization. However, fuel injection and droplet physics re-

quires highly complicated models and empirical constants as mentioned by Weber & Peters
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(2006). Moreover, local vaporization rate is determined bylocal temperature, pressure and

droplet conditions, which are affected by conditions at theprevious time step. Most impor-

tantly, due to the cumulative nature of vaporization and combustion, the local vaporization

rate will differ from the RIF model and the RIF-ER model, which will affect results in

subsequent time steps. As a result, it becomes not an easy task to separately examine the

effect of vaporization source terms in (3.4).

An idealized setup is suggested to consider the effect of fresh fuel addition separated

from direct injection. In this setup, vaporized fuel mass inthe gas phase is assumed to

be added to a computation cell, which is governed by a reaction space. By assuming

fixed amount of vaporized mass addition, the spray-related effects can be isolated to solely

consider the effect of fuel addition.

In a spray combustion system, the effect of vaporization is realized at different time

steps based on the relative distance from the nozzle. This isschematically shown in Fig-

ure 3.6. For example, a location near the nozzle exit would experience the effect of vapor-

ization at an early stage of reaction space evolution. This corresponds to~x1 in Figure 3.6.

In this case, the effect of vaporization may not affect the reaction space, since the reaction

space has not undergone significant reaction to remain closeto its mixing limit.

On the other hand, a location far downstream from the exit nozzle will experience

vaporization after certain amount of time. The reaction space would have evolved to some

degree as shown in the bottom right in Figure 3.6 when the vaporization is realized at this

location of~x3. In this case, the effect of vaporization will affect the reaction space.

In this section, three different locations in a hypothetical spray combustion will be

examined to investigate the effect of vaporization terms. These locations will be chosen

to represent a near nozzle exit location, downstream and fardownstream of the nozzle exit

condition. The effect of vaporization at these locations will be analyzed by considering an

idealized control volume to investigate the effect of vaporization terms at different stages

of the reaction space evolution.
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Figure 3.6: Schematic diagram showing different stage of flamelet evolution at fuel addition
in a spray

3.4.2 Simulation Setup

Each of these locations,x1,x2 andx3 will be modeled as an idealized control volume, which

is assumed to have prescribedZ̃ andZ̃′′
2

values. For simplicity, the cell is assumed to have

negligible diffusion or convection mass transfer through its boundaries. The only mass

transfer will occur by fuel addition which will be added at a prescribed rate in the gas

phase. A scalar dissipation rateχ̃st is also prescribed for the cell, such that there exists

subgrid level turbulence mixing. It is further assumed thatχ̃st is fixed and does not change.

It is being assumed that fuel droplet introduced into this cell is vaporized as soon as it is

injected. A schematic diagram is shown in Figure 3.7. Fuel species used in the numerical

experiment is n-heptane, and a reaction mechanism suggested by Liu et al. (2004) was

used to model the chemical kinetics.

To maintain similar rate of vaporization, a constant increase inZ̃ value over fuel addi-

tion duration was assumed. It is possible to compare the effect of fuel addition separately

40



Figure 3.7: Schematic Diagram of Idealized Control Volume and Fuel Addition

(a) Case A (b) Case B (c) Case C

Figure 3.8: Schematics of Different Cases
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Table 3.1: Control Volume Configuration
Initial Z̃ 0.5×Zst

∆Z̃ by fuel addition ∆Z = Zst

Final Z̃ after fuel addition 1.5×Zst

Initial Z̃′′
2

0.08
χ̃ 30 sec−1

T(Z = 1), fuel stream temperature 572 K
T(Z = 0), oxidizer stream temperature 920 K

Pressure 40 bar

Table 3.2: Vaporization Configuration
Case A Case B Case C

Fuel addition begins at 0.1 ms 0.3 ms 0.5 ms
Fuel addition duration 0.1 ms

from other effects regarding fuel droplet and vaporizationhistory by applying a specified

rate of fuel addition.

Three sets of fuel addition cases were examined using the RIF-ER code as shown in

Table 3.2. These three cases were chosen such that each case A, B and C may be interpreted

as near nozzle exit condition, downstream location and further downstream from nozzle

exit, as shown in Figure 3.8. It is being assumed that the reaction space is activated at the

same time for all three cases, such that the same reaction history is maintained for all cases

before vaporization or effective fuel addition occurs. In all cases, the initialZ values are set

to 0.5×Zst, or equivalence ratio of 0.48. Fuel addition occurs at constant rate over 0.1ms

for the initial mixture to reachZ = 1.5×Zst, or equivalence ratio of 1.59. Constant fuel

stream temperature was assumed for the temperature of addedfuel.

It should be noted that the aim of the current simulation is not to solve the entire spray

combustion structure, but to examine the effect of fuel addition at different stages of the

reaction space evolution within a spray. Figure 3.8 is provided to facilitate understanding

of the control volumes. Only the reaction space is being solved for these three cases with

initial conditions prescribed in Table 3.1 and Table 3.2.
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3.4.3 Results of Numerical Experiments Using Idealized Control Vol-
ume

Results: Case A

Temperature and pressure histories from Case A are shown in Figure 3.9. The RIF results

are shown in dashed lines, while the RIF-ER results are plotted in solid lines. The fuel

addition begins at 0.1ms with 0.1ms duration of fuel addition as shown in Figure 3.9(a). The

fuel addition occurs very early like in cells near the nozzleexit as depicted in Figure 3.8(a).

As a result, both the RIF and the RIF-ER predict similar results. This is mainly due to the

fact that the reaction space has not evolved significantly atthis time step, and the reaction

space is still at its mixing limit, close to the initial condition2. The fuel mass fractions in the

reaction spaces are shown in Figure 3.10, at the beginning offuel addition in Figure 3.10(a)

and at the end of fuel addition in Figure 3.10(b).

Again, the RIF results are shown in dashed lines and the RIF-ER results are shown

in solid lines. From Figure 3.10, it is observed that the reaction space has not undergone

significant reaction. The additional source terms in (3.4) are pushing the fuel mass fractions

to the mixing limit as vaporization occurs. However, in thiscase, the fuel mass fractions are

still at the mixing limit even at the end of fuel addition. As aresult, the RIF-ER model result

does not differ significantly from the RIF results, as shown in Figure 3.9 and Figure 3.10.

It should be noticed that the vaporization terms in (3.4) do not affect the reaction space

after the end of vaporization or fuel addition. If there is nosignificant difference at the

end of fuel addition, the reaction spaces from the RIF and RIF-ER models become quite

similar in the time period after the end of fuel addition. Hence, under such circumstances,

the RIF-ER model results are identical to the RIF model.
2see Figure 2.2 for the species profile at the mixing limit
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Figure 3.9: Pressure and Temperature History of Case A
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Figure 3.10: Fuel Species Mass Fraction in the Reaction Space: Case A
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Results: Case B

Case B represents a case where fuel addition effect is realized later than in Case A. Pressure

and temperature history plots for Case B are shown in Figure 3.11. This case corresponds

to a mixture at a downstream spray location, as shown in Figure 3.8(b) and the second row

in Table 3.2. Again, the RIF results are plotted in dashed lines, and the RIF-ER results are

plotted in solid lines.

The results are similar to Case A. The pressure and temperature histories do not differ

much between the RIF and the RIF-ER models. The fuel species mass fraction in the

reaction space at the beginning and the end of fuel addition timing are shown in Figure 3.12,

when theZ axis has been scaled to better examine differences in the results.

First, at the beginning of fuel addition as shown in Figure 3.12(a), there are no sig-

nificant difference between the RIF and the RIF-ER results. However, at the end of fuel

addition, difference between the RIF result and the RIF-ER result is observed. The RIF

result, which is shown in a dashed line, shows faster fuel consumption than the RIF-ER re-

sult. While the RIF-ER result shown in the solid line is stillvery close to the mixing limit,

implying that the fuel addition effect is considered. This difference is still not significant

and does not significantly affect actual pressure and temperature in the control volume as

shown in Figure 3.11.

Results: Case C

The pressure and temperature plots for Case C with the RIF andthe RIF-ER model are

shown in Figure 3.13. One significant difference from the previous two cases is that the

RIF-ER model predicts longer ignition delay than that of theRIF model. The increased ig-

nition delay is due to the increased fuel amount by fuel addition and following endothermic

reaction to fuel breakdown to smaller radicals.

The fuel mass fraction in the reaction space for Case C at the beginning and the end of

fuel addition are shown in Figure 3.14. There are a few noticeable differences at the begin-
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ning of fuel addition from previous cases. First, some partial reaction has occurred in the

reaction space as shown in Figure 3.14(a), while the fuel species mass fractions in previous

two cases were still at their mixing limit, as shown in Figure3.10(a) and Figure 3.12(a).

The other difference is a tiny peak shown in Figure 3.14(a), which represents the amount

of fuel being added nearZ = 0.03 where the fuel addition was assumed to occur. During

the fuel addition period, not only the reaction but also the fuel addition is modeled in the

RIF-ER model, such that at the end of fuel addition, as shown in Figure 3.14(b), there ex-

ists significant difference in the fuel mass fraction in the reaction space between the RIF

model and the RIF-ER model. As a result, longer ignition delay is being predicted from

the RIF-ER model in the physical space as shown in Figure 3.13.

3.5 Consideration of Turbulence in Turbulent Spray Com-
bustion Modeling with the RIF-ER Model

The vaporization-reaction equation (3.4) was derived in the context of a laminar flame. In

this section, the suggested model will be extended to turbulent spray combustion. Details

of turbulent non-premixed combustion modeling using the laminar flamelet approach was

presented in Section 2.3 following Peters (2000). In this section, only additional consider-

ation regarding spray combustion will be described.

3.5.1 Z̃ Transport Equation in Turbulent Spray Combustion

The governing equations for̃Z is modified to consider the spray source terms.

ρ̄
∂ Z̃
∂ t

+ ρ̄~̃u·∇Z̃ = ∇ · (ρ̄D∇Z̃)+ ˙̄ρZ (3.30)
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3.5.2 Z̃′′
2

Equation in Turbulent Spray Combustion: Effect of Increased
Turbulence

Spray injection increases turbulence through the interaction between the fast-moving droplets

and the ambient gas. For illustrative purpose, change in turbulent kinetic energy after in-

jection in a diesel engine is shown in Figure 3.15. Clearly, the turbulent kinetic energy

increases by almost an order of magnitude by direct injection. In this specific case, the

droplet injection velocity was 340 m/s with a fuel injectionamount of 3mg.

The increase in turbulent kinetic energy results in an increase in the scalar dissipation

rate. In a conserved-scalar based modeling,Z̃′′
2

represents the fluctuation due to turbulence.

At the same time, increase in turbulence would result in a different PDF which governs the

flow field. Demoulin & Borghi (2002) concentrated their effort to model the effect of

increased turbulence to suggest a modified variance equation and a different PDF for the

spray.

ρ̄
∂ Z̃′′2

t
+ ρ̄~̃u ·∇Z̃′′2 = −∇ ·

(
ρ̄ ˜~u′′Z′′2

)
+2ρ̄Dt(∇Z̃)2− ρ̄ χ̃

+2ρ̄Z̃ωv−2ρ̄Z̃ω̃v + ρ̄Z̃2ω̃v− ρ̄Z̃2ωv (3.31)

where ρ̇i = ρ̄ω̃v (3.32)

The last four terms on the RHS of (3.31) are additional sourceterms in the variance

equation suggested by Demoulin & Borghi (2002). There existunclosed terms, which can

be further modeled by:

ρ̄Z̃ωv = ∑Zp
s

ṁp

V
(3.33)

ρ̄Z̃2ωv = ∑(Zp
s )2ṁ

V
(3.34)
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(a) Turbulent Kinetic Energy Before Injection

(b) Turbulent Kinetic Energy After Injection

Figure 3.15: Change in Turbulent Kinetic Energy by Direct Injection
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whereZp
s representsZ value on the droplet surface, orZ value at saturation as suggested by

Reveillon & Vervisch (2000). However, Ge & Gutheil (2008) reported that such assumption

onZs value would not be sufficient.

It is worth to notice that ifZs value is chosen at pure fuel stream with the value of unity,

these additional source terms will vanish. In that case, thevariance equation becomes

identical to the classic flamelet approach as (2.23).

Any value ofZs less than unity will result in increased̃Z′′
2
. Such increase iñZ′′

2
will

first increase the turbulent scalar dissipation rate. In general, increased scalar dissipation

rate results in longer ignition delay, since it would require more time for the scalar dissipa-

tion rate to become lower thanχig. Also, it affects the shape of PDF, which is determined

as a function of local̃Z andZ̃′′
2
. As a result, proper determination ofZs becomes of high

importance. However, there is not yet a standard model forZs.

Kim et al. (2004) applied Demoulin’s model to a direct injection compression igni-

tion diesel engine to report increased scalar dissipation rate during injection using (3.31)

and following increase in ignition delay under late injection cases. Hollmann & Gutheil

(1996, 1998) investigated the structure of turbulent spraynon-premixed flame based on the

flamelet model. In their paper, it was recognized that the structure of the laminar spray

flame is considerably different from that of the gaseous flame. The transport equations for

the mixture fraction and its variance were modified to include the effect of droplet vapor-

ization (Hollmann & Gutheil, 1996). These models have been emphasizing the effect of

spray on the turbulence field.

Even though it has been reported that the increase in turbulence should be accounted

for to properly consider spray combustion, there exist uncertainties regarding how to model

unclosed terms in the variance equation as described in the above. As a result, in the current

study, the conventional variance equation was utilized. Investigating the effect of increased

turbulence from the spray will be left for the future work.
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3.5.3 Droplet Vaporization Term in the Turbulent Flow Field

In the reaction space, an instantaneous value ofρ̇i is used to solve the reaction-vaporization

equation (3.4). However, the vaporization is considered inCFD solver which solves Favre

mean quantities at each computational cell. As a result, theonly information regarding the

vaporization available is a mean value,˙̄ρi.

In this research, it is being assumed that the fluctuation in the vaporized mass is negli-

gible, such that a delta function PDF is assumed for the PDF ofthe vaporized mass.

˙̄ρi = ρ̄ω̃v (3.35)

w̃v =
∫ 1

0
P̃v(Z)ωvdZ (3.36)

P̃v(Z; t,~x) = δ (Z−ζ (t,~x)) (3.37)

In above equations,ζ is used to represent the random variable. The delta functionPDF

assumption enables the mean value and instantaneous value of the vaporization source term

to be directly related to each other.

3.5.4 Droplet Vaporization Term in the Reaction Space

The droplet vaporization term is evaluated at each computational cell in the physical space

by the CFD solver. As a result, the vaporization term is defined as a function of(t,~x). This

should be determined as a function ofZ to be solved in the reaction space (3.4).

A conditional averaging approach was used to determine the vaporization source term

as a function ofZ.

ρ̇(Z) = 〈ρ̇Z|Z = ζ 〉 (3.38)

= 〈ρ̇Z|ζ 〉 (3.39)

=
∫

V
ρ̇Z(t,~x)Pc(Z|ζ )dV (3.40)
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Pc(Z) in (3.40) denotes a conditional probability density function, which is the proba-

bility of finding cells with vaporization withZ = ζ in the whole volume.Pc can be defined

as following.

Pc(Z|ζ ; t,~x) =

∫

V
ρ̇Zδ (Z−ζ )dV
∫

V
ρ̇ZdV

(3.41)

The conditional PDF in (3.41) is normalized mass fraction ofvaporized mass for a

givenZ value.

3.5.5 Turbulent Reaction-Vaporization Equation

The reaction-vaporization in the reaction space is determined as:

ρ
∂Yi

∂ t
+ ρ̇Z

∂Yi

∂Z
=

ρ
Le

χ̃Z

2
∂ 2Yi

∂Z2 +ωi + ρ̇i (3.42)

where the turbulent scalar dissipation rateχ̃Z is determined by a log-normal function

(2.32) conditioned byχst as described in Section 2.3.2.

3.6 Implementation into KIVA3v

The suggested model was implemented into the multi-dimensional CFD solver KIVA3v

(Amsden, 1997). In this section, a brief description of KIVA3v code structure and necessary

modification to the original KIVA3v code will be discussed.

3.6.1 KIVA3v

Significant progress in numerical modeling of internal combustion engines has been made

since the late 1970s (Haworth, 2005). The KIVA family of CFD codes was developed by

the Los Alamos National Laboratory.
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Adaptive Lagrangian-Eulerian Method

KIVA3v was developed based on the Adaptive Lagrangian-Eulerian method (Hirtet al. ,

1974; Pracht, 1975). Each cycle (one iteration step) is divided into a Lagrangian phase

and a rezone phase. Within the Lagrangian phase, each cell istreated as a Lagrangian

particle flowing in the flow field without any convection nor diffusion across cell bound-

aries. Droplet vaporization and chemical reaction are two major subprocesses modeled in

the Lagrangian phase. The Lagrangian phase is commonly referred to asPhase Ain KIVA

literature.

In the next phase,Phase B, flow related properties, specifically velocities and pressure

are solved implicitly using SIMPLE algorithm by Patankar (1980). Diffusion processes of

species, turbulence parametersk andε are solved in this phase.

The Eulerian phase is calledPhase C. In Phase C, the cell vertices are moved to spec-

ified location, and convection and diffusion through cell boundaries are determined by

moving the mesh relative to the fluid.

Spray related submodels

A droplet governing equation based on a discrete-particle technique by Dukowicz (1980) is

solved in KIVA3v. The initial KIVA code featured a Taylor-Analogy Breakup (TAB) model

to model droplet breakup (O’Rouke & Amsden, 1987). The current version of KIVA3v has

a breakup model based on Kelvin-Helmholtz theory as suggested by Reitz (1978, 1987),

commonly referred to as theWavebreakup model.

3.6.2 KIVA3v Integration

A code integration diagram is shown in Figure 3.16. In the CFDcode, transport equations

for the mean (3.30) and the variance (2.23) ofZ are solved instead of species transport

equations.
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In the CFD solver, total internal energy is chosen as a thermodynamic variable and

solved instead of sensible enthalpy in conventional KIVA3v. Turbulence parameterk andε

are solved as well. The turbulent scalar dissipation rateχ̃st is determined from a volumetric

averaging (2.39). The vaporization source termρ̇Z is also determined from the CFD solver.

In the reaction solver, the reaction equation (3.4) is solved. A time-splitting scheme

is applied such that the effect of vaporization and diffusion-reaction are treated at separate

step within the single time step.

Yn
i (t,Z) = Y(t,Z) (3.43)

∂ (ρY∗)i

∂ t
= −ρ̇Z

∂Yn
i

∂Z
+ ρ̇i (3.44)

ρ
∂Y∗∗

i

∂ t
=

χ̃Z

2
∂ 2Y∗

i

∂ t2 +ωi (3.45)

Y(t +∆t,Z) = Y∗∗(t +∆t,Z) (3.46)

Chemkin (Keeet al. , 1989b,a) is used in the chemistry solver to evaluate thermody-

namic properties and reaction rates. An ODE SOLVER (Hindmarsh, 1983; Radhakrishnan

Figure 3.16: Code integration
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& Hindmarsh, 1993) is used to solve the system of ordinary differential equations.

3.6.3 Modifications in KIVA3v

As mentioned in Section 3.6.1, KIVA3v relies on Adaptive Lagrangian-Eulerian method,

where droplet vaporization and chemistry are solved in the first part of Lagrangian phase.

The reaction space solver was implemented at the end of PhaseA to match the code flow in

the original KIVA3v. A separate subroutine,spupdate was implemented for numerical

integration (2.27) usingQUADPACK by Piessenset al. (1983). The numerical integration

(eqrefeq:6) is calledtwice in a single outer iteration. The first call tospdupdate is made

at the end of Phase A after the reaction space solvers are called. This updates species

information to be used in subsequent energy transport equations. Then, a second call is

made at the end of outer iteration to determine actual species value at the end of time step.

Major modifications on the transport equation solvers in KIVA3v were implemented by

Hamosfakidis (2006). Species transport equations were replaced byZ̃ and Z̃′′
2

transport

equations. The original KIVA3v uses a sensible internal energy with reference temperature

of 0 K. However, in the current case, the reaction solver solely treats chemistry. As a

result, it is not possible to reflect the change in sensible internal energy from the reaction

solver. As a remedy,total internal energyis used as the thermodynamic variable instead of

the sensible internal energy. The total internal energy is conserved during reaction, which

enables the CFD solver to determine local temperature from known species information

from the reaction solver and the total internal energy.
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3.7 Parallel Implementation

3.7.1 Computational Bottlenecks in General Reacting Flow Modeling

Typically, there exist two computational bottlenecks in computational reacting flow model-

ing. One is related to the total number of species. With the advent of more strict emissions

standards, consideration of detailed chemistry has becomenecessary to accurately model

the emissions species. In general, the number of species considered in a detailed reaction

mechanism can be quite large, which implies that species transport equations as many as

the total number of species are to be solved in the CFD solver.For example, a reduced

mechanism for iso-octane (Chenet al. , 2008) used as part of this research has total of 258

species. In this case, at least 258 transport equations for the participating species will be

solved in the CFD solver, which creates a huge computationaloverhead.

In the flamelet model, the number of total transport equations is limited to two regard-

less of the total number of species participating in the reaction. This is mainly due to the

fact that the conserved scalar was chosen to represent the flow field. Therefore, the compu-

tational overhead in the flow field is significantly reduced even though a detailed reaction

mechanism is applied.

The other bottleneck occurs in the chemistry solver. Again,when detailed chemistry is

applied, a system of ordinary differential equations with as many as the number of reactive

scalars (species and temperature) is to be solved. If such evaluation is to be considered at

each computational cell level, the dimension of the problemleads tothe number of cells

multiplied by the number of reactive scalars, which makes the use of detailed chemistry

hardly justifiable. In the flamelet approach, the effect of chemistry and reaction is con-

sidered in a one-dimensional reaction space which usually has much less grid points than

the three-dimensional flow field. However, even with a smaller number of grid points, the

computational cost is still considerably high.

In this research, a parallel processing of the chemistry reaction is applied in the reaction
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space. The chemistry at each grid point inZ space is distributed to different processors

where the reaction is solved. Then updated temperature and species information is returned

to the main node, where all related information inZ space is gathered into a single array.

3.7.2 Computational Bottleneck in Reacting Flow Modeling with Flamelet
Models

The flamelet approach has one additional computational bottleneck, which is the numerical

integration (2.27). Usually, numerical integration with aknown function can be carried out

quite simply by well known algorithms, such as simple quadrature rules or Simpson’s rule

(Presset al. , 2007). However, the numerical integration in (2.27) has a constraint as it is

related to a probability density function, which is:

∫ 1

0
P̃(Z)dZ = 1 (3.47)

Equation (3.47) must be satisfied at each computational cell. As a result, more computa-

tionally expensive numerical integration algorithms are required, such as adaptive quadra-

ture (McKeeman, 1962). In this research, the adaptive quadrature with step size control

was used for the numerical integration usingQUADPACK (Piessenset al. , 1983).

Not all computational cells undergo the numerical integration at each time step. Espe-

cially soon after the start of injection, most of computational cells are still at pure oxidizer

state where no integration is required. However, even with ahandful of cells being inte-

grated, it was found that the computational time was significantly increased. To reduce

computational cost related to the numerical integration, the numerical integration subrou-

tine was parallelized as well, such that the numerical integration of each computational cell

is distributed to different processors.

A schematic parallelization flowchart is presented in Figure 3.17. Most of the CFD code

is ran in serial, such that the main node solely considers theCFD solver until it reaches

reaction subroutines. When the code reaches the chemistry solver subroutine, the main
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node (node 0) distributes reactive species at each grid point to each node along with the

temperature and pressure information. Each node updates the reactive species information

considering chemical kinetics to be returned to the main node. Similar bifurcation occurs

at the numerical integration subroutine, where numerical integration at each grid point is

carried out by each node.

3.7.3 Parallelization Scaling Study

Two sets of parallelization scaling studies were carried out to examine the performance of

the parallel code. In the first case, a three dimensional non-moving mesh of a rapid com-

pression machine was used. While in the second case, a three dimensional moving mesh

of a diesel engine was used. In both cases, the maximum numberof active computational

cells were similar to each other was approximately 15000. However, in the latter case, the

total number of active computational cells are changing to reflect the change in cylinder

volume during compression and expansion stroke. The numberof active cells at TDC is

less than 4000.

These two sets of meshes will be used for validation study in Chapter 4. Detailed

information on mesh setup and operating conditions can alsobe found in Chapter 4.

Case 1: Non-moving mesh

The scaling result is shown in Figure 3.18(a) for the non-moving mesh case . The compu-

tational mesh is shown in Figure 4.3. From Figure 3.18(a), itcan be found that the com-

putational time shows nonlinear decrease with increasing number of processors. This can

be attributed to the fact that most part of the CFD code is leftat its original serial version.

As a result, an absolute amount of computing time is consumedat the main node where the

CFD solution is determined. The decrease in the relative time is due to the parallelized part

of the code.
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Figure 3.17: Parallel Implementation Flow Chart
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Case 2: Moving mesh

The scaling result of a moving mesh is shown in Figure 3.18(b), with the computational

mesh shown in Figure 4.17. In this case, the total number of computational cells is not

constant. As the simulation runs into the compression stroke, the total number of cells

will be decreased while at expansion stroke it will be increased. Overall, the number of

computational cells will be less than that of Case 1. Therefore, it could be assumed that the

scaling study will exhibit better result than that of Case 1.

However, it was found that the computational time does not scale as well as in Case

1. As shown in Figure 3.18(b), the computational time is almost constant as the number

of processors is increased over four. Even the scaling result with two processors shows

less than 30% decrease in computing time, which is worse thanthe scaling for Case 1.

It was found that the computational overhead in CFD solver regarding moving boundary

treatment is quite large, such that the absolute time required by the serial CFD solver is

larger than that of the first case. As a result, the scaling study does not exhibit better result

than the first case.

3.8 Summary

A spray combustion model accounting for the effect of vaporization in the reaction space

has been suggested based on the flamelet approach of Peters (2000). The proposed model

is titled asRIF-ER to distinguish itself from the classic RIF model. A brief introduction

to the flamelet concept in non-premixed combustion was givenin Chapter 2. A governing

equation in the reaction space has been successfully derived in Section 3.3.

The governing equations in the RIF model and the RIF-ER modelare listed in Ta-

ble B.1 along with variants of the RIF model such as EPFM. As listed in Table B.1, most

of the flamelet approach in spray combustion considers only theρ̇Z increase in the physical

space by thẽZ conservation equation. Kimet al. (2004) considered the effect of spray on
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(a) Case 1: Non-moving mesh using RCM

(b) Case 2: Non-moving mesh using diesel engine

Figure 3.18: Scaling Study on Parallelization Performance
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turbulence by considering the effect of increased turbulence as listed in the fourth row in

Table B.1. None of previous approaches have considered the effect of vaporization as the

currently suggested model.

A simple comparison of the RIF and the RIF-ER model has been carried out in a 1-D

reaction space to examine the effect of vaporization sourceterms in (3.4) on the reaction

space. A simplified setup has been suggested to separately consider the effect of vaporiza-

tion from injection and droplet related phenomena.

Three different fuel addition timings were investigated toexamine the effect of fuel

addition on the reaction space and thermodynamic properties in the physical space. This

setup was intended to mimic different conditions in the spray where fuel addition effect is

experienced at different time steps.

It was found that fuel addition does not significantly affectcombustion in cells where

vaporization effect is realized early, since the reaction space is still at its mixing limit.

Source terms in (3.4) effectively push the reaction space tothe mixing limit. However,

if fuel addition occurs early enough, the reaction space hasnot deviated much from the

mixing limit. As a result, the effect of these source terms issmall enough to be negligible

as shown in Figure 3.9 and Figure 3.11.

The effect of vaporization source terms becomes significantwhen the fuel addition

occurs over a partially reacted mixture, as shown in Figure 3.13 for Case C. Vaporization

source terms effectively increase the fuel content in the reaction space, thus increasing the

ignition delay.

In spray combustion, the reaction space is initialized as soon as fuel is introduced into

the combustion chamber. The reaction space governing the combustion chamber is updated

by the reaction equation, maintaining its own time history with χ̃ provided from the physi-

cal space. If vaporization history is not considered properly, at a cell downstream from the

nozzle exit will be at partially reacted stage regardless ofthe amount of fuel introduced into

the computational cell. This may result in infinitely fast reaction orinstantaneousconver-
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sion of introduced fresh fuel to combustion product, which will lead to higher temperature

and/or pressure than reality for the cell of interest.

These simulations using idealized control volumes revealed that the effect of vaporiza-

tion source term should be included in the reaction space modeling.

Governing equations for turbulent combustion and turbulence-chemistry closure was

discussed in Section 3.5. The spray source term treatment for the turbulence was also

discussed. A conditional average was suggested to determine the spray source terṁρi as a

function ofZ in Section 3.5.3.

Implementation of the suggested model into KIVA3v has been accomplished. Details

of the implementation can be found in Section 3.6. The code was parallelized for efficient

simulation by taking advantage of multiple processors. Thescaling study on the parallel

performance can be found in Section 3.7.3.
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Chapter 4

Validation of the RIF-ER Model

4.1 Introduction: Validation of a Spray Combustion Model

Turbulent spray combustion is a complex phenomenon including high-speed liquid fuel

injection, droplet breakup, droplet vaporization and combustion (Steisch, 2003). Each of

these processes requires state-of-the-art submodels, which usually employ empirical con-

stants and correlations. Typically, a spray combustion model consists of two major sub-

models, a spray injection model and a turbulent non-premixed combustion model. In gen-

eral, the spray model and the combustion model are validatedseparately. The spray model

is typically validated against non-reacting, purely vaporizing spray experiments, where

empirical relationships and constants are determined based on experimental observations.

Consequently, the spray model is applied to the reacting case with a turbulent combustion

model, where these constants may require further calibrations. Since spray combustion

is a cumulative process over time, it makes comparison of different models not an easy

task. Typically, validation of the spray combustion model includes comparison of pressure

and/or heat release data with experiments along with comparison of combustion images

taken from such experiments to numerical results.

4.1.1 Validation Candidates: Spray Combustion Experiments

In this chapter, the suggested model implemented in KIVA3v is applied to actual spray

combustion cases. A number of different experimental setups have been considered for
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validation in a three dimensional spray combustion case, including the aforementioned

experiments by Vogelet al. (2005). However, details of the experimental high-pressure

vessel were not available in the literature.

Most of the spray combustion experiments were carried out ina co-flow configuration

(Goix et al., 1994), which resembles most of spray combustion applications. However, the

flamelet approach is based on a counterflow configuration. Hence, a counterflow configu-

ration would suit better for the purpose of validating the current model, which is based on

the flamelet approach.

A spray combustion over a counterflow configuration was examined experimentally by

Chen & Gomez (1992). In their work, a spray of n-heptane was injected over a counterflow

configuration against different strain rates. This would make a a good candidate for vali-

dating the suggested model, since the experiment is based onthe counterflow flame which

the flamelet model is based upon. Numerical simulation results could be compared against

Z values within the counterflow flame, which would provide solid comparison between

models with and without spray consideration in the reactionspace. However, the current

computational framework of KIVA3v (Amsden, 1997) is mainlyintended to simulate com-

bustion in an internal combustion engine. As a result, the computational framework cannot

model such counterflow configuration.

As a result, a spray combustion experiment using a rapid compression machine by

Akiyamaet al. (1998) was chosen as a reference case for model comparison along with

the diesel engine experimental data referred in Honget al. (2008). The fuel droplet physics

are considered within the multi-dimensional CFD solver KIVA3v (Amsden, 1997). As time

progresses, the amount of vaporized fuel may differ betweenmodels, which will affect the

subsequent reaction into the next time step. Since this study concentrates on the effect of

fuel addition in the reaction space and resulting fuel amount in the physical space, compar-

ison of spatial fuel distribution against experimental measurements in a spray combustion

system would be an ideal case. However, to the author’s knowledge, measurement of fuel
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vapor in a reacting flow is still an active research topic. A pioneering work in fuel concen-

tration measurement has been carried out by Vogelet al. (2005), where fuel concentration

in spray combustion was measured under a diesel-like environment. Some of the interesting

findings from Vogelet al. (2005) are shown in Figure 4.1.

(a) Radial profiles of fuel density at an axial loca-
tion of 33 mm at 1.0 ms. Comparison between ex-
periment and simulations. Simulations are shown
for 712 and 720 K gas temperatures.

(b) Radial profiles of fuel density at an axial loca-
tion of 33 mm at 1.5 ms. Comparison between ex-
periment and simulations. Simulations are shown
for 712 and 720 K gas temperatures.

Figure 4.1: Spray Combustion Comparison between Measurement and Experiment by Vo-
gelet al. (2005)

Radial fuel distribution across the spray is examined at 33mm downstream of the fuel

injector for two different time steps, 1.0ms (Figure 4.1(a)) and 1.5ms(Figure 4.1(b)). The

lines with markers are numerical results from the RIF model,with different markers repre-

senting different initial temperatures. A few different initial temperatures were examined

as shown in Figure 4.1. Not surprisingly, macroscopic thermodynamic properties such as

overall pressure and temperature traces did not vary much with variations in the initial tem-

perature, while the actual spatial fuel concentration doescome out differently with a slight

change in the initial temperature, as shown in Figure 4.1(b). Moreover, the fuel concen-

tration profiles for all temperature variation are different from the experimental result. It

is being expected that the RIF-ER model should provide better results than the RIF model

under similar conditions to Vogelet al. (2005).
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4.2 Validation Against Spray Combustion Experiment Us-
ing a Rapid Compression Machine

Different experimental spray combustion studies were examined to determine suitable data

for comparison against numerical results, including experimental works of Chen & Gomez

(1992); Goixet al. (1994); McDonell & Samuelsen (1995); Akiyamaet al. (1998) and

Vogel et al. (2005). The experimental data base of both reacting and non-reacting sprays

of McDonell & Samuelsen (1995) have been used as a reference in many papers including

Hollmann & Gutheil (1996, 1998). However, the fuel species considered in their experi-

ments was limited to methanol, while we are interested in cases similar to direct injection

in an internal combustion engine. Vogelet al. (2005) carried out both experimental and

numerical studies of spray combustion. This work has been the strongest candidate for

validation study of the proposed model. However, details onthe combustion facility setup

were sparse in the literature. Also, the spray combustion setup utilized a spray injected

over a co-flow configuration, which is different from a typical engine environment.

Akiyamaet al. (1998) conducted a spray combustion experiment using a Rapid Com-

pression Machine (RCM), which resembles the direct injection of an internal combustion

engine. The rapid compression machine had a quartz window for visual observation, and

some optical measurement data were also available in the aforementioned literature. The

experimental setup was found to have enough similarities todirect injection combustion in

an internal combustion engines. As a result, the experimental study carried out by Akiyama

et al. (1998) was chosen as to provide reference experimental datafor this validation study.

4.2.1 RCM Experiment

Akiyamaet al. (1998) investigated spray combustion characteristics using RCM with an

injector. The purpose of the study is to examine possibilityof reaching more homogeneous

combustion by different injection strategies and different fuel blends. A schematic diagram
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Initial Condition
Initial Pressure 2.7 MPa

Initial Temperature 830K

Fuel Information
Injection Amount 0.028 g

Fuel cetane number 55
Fuel JIS 2 oil

Injection Duration 3.8ms

Injection Parameter
Nozzle hole diameter 0.18 mm

Nozzle hole area 0.025mm2

Nozzle opening pressure 20 MPa
Fuel injection pressure 80 MPa

Table 4.1: RCM and Injector Specification

of the RCM is shown in Figure 4.2. The RCM has compression stoke of 692mm with a

compression ratio of 15.5. Quartz windows are installed in the cylinder head and piston

such that visual observation and optical measurement of combustion event is possible.

In the original experimental work, a test matrix composed ofdifferent injectors and

different fuel blends was used to study the effect of injector and fuel blends on the ignition

delay and the combustion characteristics. Two injectors with regular nozzle hole size and

fine hole size were used of different fuel blends with different cetane numbers. A baseline

case utilized an injector with 0.18 mm nozzle hole diameter with JIS 2 gas oil, which has a

cetane number of 55.

Shown in Figure 4.2 is a schematic diagram of the RCM at the endof the compression

stroke. At this stage, the combustion chamber has a diameterof 145 mm and 48mm depth.

An injector is located on the side wall of the chamber to inject fuel into the combustion

chamber once the piston has reached the piston stop. It should be noted that the injection

direction may appear different from a typical engine case where injection occurs from the

center of the piston head. This setup was chosen such that theinteraction between the wall

and the spray can be minimized.
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Figure 4.2: RCM: Experimental Setup from Akiyamaet al. (1998)

4.2.2 Numerical Experiment

In the numerical experiment, only the compressed part with the piston positioned at the

end position was simulated. Therefore, the pressure and thetemperature in Table 4.1 are

the initial pressure and temperature for the numerical simulation. Like the experiment, the

chamber was assumed to be well insulated, such that there is no heat loss to the wall. A

3-D computational mesh was prepared as shown in Figure 4.3. The computational mesh

has been refined such that it has more cells near the injector and along the spray.

In the experiment, the effect of fuel cetane number on ignition delay was examined by

changing the fuel cetane number by mixing two different fuels, which are JIS 2 gas oil with

cetane number 55 andα-methyl naphthalene with cetane number 0. In the baseline case,

only JIS 2 gas oil was used. Due to lack of JIS 2 gas oil reactionchemistry, n-heptane was

used as primary fuel in the numerical experiment with the reaction mechanism by Liuet al.

(2004).
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(a) Top View (b) Side View

Figure 4.3: A Computational Mesh for the RCM

4.2.3 Numerical Results

Pressure and temperature histories from the experiment andnumerical simulations using

both the RIF and the RIF-ER models are plotted in Figure 4.4. In Figure 4.4(a), three

different pressure histories are shown including the experimental result of Akiyamaet al.

(1998) using a fuel with cetane number 55 along with two numerical results.

In this case the RIF model prediction is in good agreement with the experiment as

shown in Figure 4.4(a). The ignition occurs around 2.4ms, where total injection duration is

3.8ms. The injection duration is also marked in Figure 4.4(a) and Figure 4.4(b).

The RIF-ER result also shows good agreement with the experimental data. Up to the

end of the ignition delay, both the RIF and RIF-ER models predict similar results. However,

pressure traces begin to deviate from each other as they reach the later part of the injection

duration, as shown in Figure 4.4(a). After ignition, the RIFmodel predicts higher pressure

and temperature than that of the RIF-ER model throughout injection and also following

combustion.

Such difference in the pressure trace can be understood by considering the fuel addition

effect. In the simulation, fuel is being added shortly afterthe simulation start to 3.8 ms.

At its initial stage, the reaction space is at its mixing limit. Thus, addition of fuel does not
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significantly affect the reaction space during the first phase of fuel injection before ignition.

After the ignition, the reaction space significantly deviates from its mixing limit, reflecting

the reaction occurred during ignition.

As a result, fuel addition occurs over the partially reactedmixture in the later part of

the injection duration. At this phase, the RIF and the RIF-ERmodels begins to deviate

from each other, since the RIF-ER model updates the reactionspace by considering fuel

addition into the reaction space. Fuel added during the later part of the injection period is

required to be broken down to smaller radicals by endothermic reactions. As a result, when

fuel addition is updated as in the RIF-ER model, the pressureand temperature prediction

become lower than that of the RIF model. From Figure 4.4 that RIF-ER model provides a

better prediction of measured experimental data than the RIF model. Details of the reaction

space at different time steps will be analyzed in Section 4.2.4.

In-cylinder luminosity images are compared in Figure 4.5 and Figure 4.6 for two time

steps, 2.4 ms and 6.8 ms. These time steps were chosen to represent a time step of first

observable luminosity and a time step for later combustion,respectively. An image taken

in the experiment of Akiyamaet al. (1998) is shown in Figure 4.5(a), and simulation results

at similar time steps is shown in Figure 4.5(b), which shows reasonable agreement to the

experimental data. In Figure 4.5(b), the RIF-ER may seem to predict higher temperature.

However, this is due to the fact that RIF-ER predicts slightly faster ignition by a fraction of

a millisecond.

Spatial temperature distribution at the later time step of 6.4 ms is shown in Figure 4.6.

It can be observed from Figure 4.6(b) that the RIF-ER result shown on the far right side,

predicts a larger width of the combustion region, which is inbetter agreement to the exper-

imental data shown in Figure 4.6(a).
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(a) Experimental
Result

(b) Numerical Result

Figure 4.5: In cylinder luminosity at t∼ 2.4ms

(a) Experimental
Result

(b) Numerical Result

Figure 4.6: In cylinder luminosity at t∼ 6.4ms
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4.2.4 Fuel Distribution in Physical and Reaction Spaces

Fuel distribution in the physical space and the reaction spaces at different time step will be

examined. The fuel distribution in the space will be examined by fuel distributions along

the spray and across the spray, as shown in Figure 4.7(b). Forsimplicity, fuel distribution

across the spray was examined at a constant distance of 7.4 cmfrom the spray tip regardless

of spray penetration depth. Fuel distribution along the spray was examined over a line

shown in Figure 4.7(a).

Spatial fuel distributions and fuel species mass fraction profiles in the reaction space

will be compared between the RIF model and the RIF-ER model for three different time

steps. These three time steps will be chosen to be before ignition, during combustion

following ignition, and at the end of significant pressure rise. Three different time steps of

1.643ms, 2.443ms and 4.676ms are chosen for comparison. These time steps are shown in

Figure 4.8 over a pressure history plot.

Fuel Distribution Before Ignition: t=1.643ms

First, spatial fuel distributions and fuel in the reaction space at t=1.634ms will be examined.

This time step is chosen to represent a case before ignition.The spatial fuel distributions are

shown in Figure 4.9. The RIF results are shown in dashed lines, while the RIF-ER results

are shown in solid lines. From the overall pressure trace shown in Figure 4.4, it is clearly

shown that the pressure has not risen by a significant amount at this time step of t=1.634ms.

However, the spatial fuel distribution shown in Figure 4.9 shows deviation between the RIF

and RIF-ER results. The fuel species distribution along thespray axial distance shown in

Figure 4.9(a) shows that the RIF-ER predicts lower amount offuel distribution than the

RIF model near the spray nozzle. This trend is reversed near the spray tip, where the RIF

model predicts lower amount of fuel than the RIF-ER model.

The location where the radial distribution shown in Figure 4.9(b) is evaluated is marked

by an arrow in Figure 4.9(a), which is closer to the spray tip.The radial fuel distribution
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shown in Figure 4.9(b) shows that the RIF-ER model predicts more fuel near the tip of the

spray.

The fuel distribution at the given time step is shown in Figure 4.10, with the RIF model

in dashed lines and the RIF-ER model in solid lines. The fuel mass fraction distribution for

the entireZ range is shown in Figure 4.10(a). From the fuel mass distribution, it is clear

that both reaction and vaporization are occurring at the given time step. There are small

amounts of fuel reduction in the lean side. Overall, the fuelmass fraction distribution from

the RIF and the RIF-ER models seems to be similar in macroscopic view. An enlarged

figure for the leanZ range is presented in Figure 4.10(b).

From Figure 4.10(b), it is found that the change in fuel amount predicted by the RIF-ER

model is observed in the fuel lean range. The maximumZ̃ value in the physical space is

yet up to 0.015, and the effect of vaporization is mainly up toa similar range. As a result,

the fuel amount in the RIF-ER model becomes larger, reflecting the effect of vaporization

in the physical space. The difference in fuel distribution in the physical space shown in

Figure 4.9 can be understood by the change in fuel mass fraction in the reaction space.

Fuel Distribution After Ignition: t=2.443ms

Similar plots to Figure 4.11 is shown in Figure 4.11. From Figure 4.11(a), it is observed

that both the RIF and the RIF-ER models predict high fuel consumption near the nozzle

exit nearx= 0. However, the fuel distribution along the spray is significantly different from

the RIF and the RIF-ER models.

At the given time step, predictions oñZ field become different from each model. As

a result, the fuel amount should be considered along withZ̃ distribution, which is shown

in Figure 4.12. From Figure 4.12(a), it is observed that RIF estimates higher̃Z values

than RIF-ER from the nozzle exit up to 4cm in the spray axial distance. Also, there is

difference in estimated̃Z′′
2

values. The higher amount of fuel in the RIF result along

the axial direction from the nozzle exit up to 4cm downstreamis expected to produce
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differences inZ̃ andZ̃′′
2

as vaporization effect is accumulated over time.

A more interesting result can be observed in Figure 4.11(b),which shows the radial

distribution of fuel mass across the spray. Spatial temperature distributions at this time

from the RIF and the RIF-ER models are shown in Figure 4.13.

As observed in Figure 4.13, there exist droplets on the periphery of the spray near the

cutline, and vaporization should be occurring near the periphery, where the temperature is

close to 2300 K. As observed in Figure 4.11(b), the RIF-ER model predicts higher fuel

content in this case, reflecting the effect of fuel droplet vaporization and subsequent fuel

addition, while the RIF model only considers the reaction. One interesting observation

from Figure 4.13 is that the width of the high temperature region is wider in the RIF-ER

prediction than that of the RIF prediction as mentioned before, which is more similar to the

experimental observation.

The fuel species mass fraction in the reaction space is shownin Figure 4.14, where

lean and rich sides are shown separately in Figure 4.14(a) and Figure 4.14(b). It is being

observed that the RIF-ER model predicts higher fuel concentration in the lean mixture frac-

tion range, as shown in Figure 4.14(a). An additional plot for the mixture fraction in the

rich range is shown in Figure 4.14(b). As mentioned in Section 3.3.3, the effect of vapor-

ization in the rich region is reflected by reducing the fuel amount in the rich region. This

trend is well shown in Figure 4.14(b). By comparing Figure 4.14(a) and Figure 4.14(b),

different effects of vaporization on the reaction space in the lean and the rich regions are

successfully identified and visualized.

Fuel Distribution After EOI: t=4.676ms

Now, we will examine how the accumulated effect of vaporization affects the spatial tem-

perature and pressure field even after the end of fuel injection and droplet vaporization.

First, the fuel species mass fraction in the reaction space is shown in Figure 4.15.

It should be noted that the y axis scale has been adjusted to reflect fuel consumption
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Figure 4.11: Spatial Fuel Distribution at t=2.443ms
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Figure 4.13: Spatial Temperature Distribution at t=2.443ms
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Figure 4.14: Fuel species profile in the Reaction Space at t=2.443ms
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and hence the very small amount of left-over fuel. At this time step, the last droplet has

already been vaporized, such that there is no fuel addition occurring at the given time step.

However, the effect of previous fuel vaporization is still in effect, such that the radial fuel

distribution from the RIF-ER shows still higher fuel concentration on the periphery of the

spray where vaporization occurred.

The fuel mass fraction in the reaction space at the current time step is shown in Fig-

ure 4.16. At this stage, the high temperature combustion is dominant, such that fuel dis-

tributions in highZ range become similar between the two models. At the lower limit, the

RIF-ER model still predicts higher fuel concentration at very low Z range.
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4.3 Validation Against Diesel Engine Experiment

In the previous section, a validation study against the RIF-ER model has been tried against

the Rapid Compression Machine experiment of Akiyamaet al. (1998). In this section,

a validation study will be tried against a diesel engine experiment, chosen from the EDC

model validation study of Honget al. (2008).

4.3.1 Numerical Setup

In Honget al. (2008), the EDC model was validated against diesel engine experiments over

a wide range of operating conditions including EGR, equivalence ratio and fuel injection

timing. In this study, two cases of Honget al. (2008) were chosen to examine the RIF-

ER model performance for different injection timings. The engine geometry and operating

conditions are listed in Table 4.2. Two cases with differentinjection timings with Start

of Injection timing (SOI) at -11.1◦ CA bTDC and -3.4◦ CA bTDC were examined. The

computational mesh is shown in Figure 4.17. A detailed n-heptane reaction mechanism

suggested by Liuet al. (2004) was used to model the detailed chemistry in conjunction with

a detailed NOx mechanism by Liuet al. (2006), which considers prompt NO formation

along with thermal NO formation.

Bore 9.5 cm
Stroke 10.5 cm
Squish 0.165 cm

Compression Ratio 18:1

RPM 1500
minj 30 mg
IVC -133 aTDC
EVO 122 aTDC

Table 4.2: Engine Geometry and Operating Conditions
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Figure 4.17: Computational Mesh of the Diesel Engine

4.3.2 Results

Case 1: SOI -11.1◦ CA bTDC

The pressure traces are compared in Figure 4.18 and Figure 4.19. In addition to the RIF

and RIF-ER model results, the EDC model prediction will be also considered for the com-

parison, as well. The EDC model results are plotted with a short dash. It can be shown

from Figure 4.19 that the EDC model predicts a gradual pressure increase during ignition.

Also ignition is predicted at an earlier crank angle from theEDC model. Such prediction

is consistent with the EDC model assumptions, where the transition from ignition to com-

bustion is modeled with a model constant which should be calibrated against experimental

data.

Both the RIF and RIF-ER models predict similar pressure traces in Figure 4.18. The

results show better prediction than the EDC model, i.e. closer to the experimental results

shown with solid lines. In this particular case, the RIF and RIF-ER models do not exhibit
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Figure 4.18: Diesel Engine Pressure Comparison with RIF andRIF-ER model: Case 1

significant difference in pressure histories.

A detailed comparison of pressure traces near TDC, shown in Figure 4.20, reveals a

similar trend to the RCM experiment in pressure histories. The RIF model predicts higher

pressure at combustion than that of the RIF-ER model. Even though the difference in the

pressure may not be significant, it would result in a difference in the emissions trends,

which are controlled by local temperatures.

The NO predictions are compared in Figure 4.21. The NO results shows that the RIF

model predicts more than 200% NO emissions than measurements. It should be noted here

that it has been reported that the RIF model provides excellent NO emissions prediction

(Hergart & Peters, 2002; Pitsch & Peters, 1998; Pitschet al. , 1996) under diesel engine

operating conditions. However, the injection parameters were also calibrated in these cases

(Weber & Peters, 2006). In the current case, the injection parameters were not calibrated.

Moreover, the detailed mechanisms applied are different between the references and the

current study, which may contribute to the increased NO formation from the RIF modeling
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Figure 4.19: Diesel Engine Pressure Comparison with EDC model: Case 1

as shown in Figure 4.21.

In the current study, the RIF-ER model predicts an NO level which is similar to the NO

level determined from the experiment. The decreased NO level from the RIF-ER model can

be interpreted to be a result of the slower reaction progressestimated in the RIF-ER model

than the RIF model. The NO esitmate from the EDC model, which is known to underpredict

NO as reported in Honget al. (2008), is also shown in Figure 4.21 for comparison. A

pressure trace comparison between the EDC result and the experimental result is shown in

Figure 4.22. The EDC model predicts a gradual pressure rise during ignition. Such gradual

pressure rise can be attributed to the calibrated transition parameter used in the EDC model

which determines the transition from ignition to combustion.

Case 2: SOI -3.4◦ CA bTDC

The pressure traces are compared for the SOI -3.4◦ CA bTDC case in Figure 4.23. The

RIF predicts higher pressure than that of the RIF-ER model. This can be interpreted as the
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Figure 4.20: Diesel Engine Pressure Comparison with RIF andRIF-ER models: Case 1

Figure 4.21: NO emissions comparison: Case 1
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Figure 4.22: Diesel Engine Pressure Comparison with EDC model: Case 2

effect of droplet vaporization ,which is correctly represented in the reaction space by the

RIF-ER model. As a result, the progress in reaction is retarded compared to the RIF model

to result in smaller pressure at combustion.

The NO emission comparison is shown in Figure 4.24. A similartrend with Figure 4.21

is observed, such that the NO emission is heavily overpredicted by the RIF model, while

the RIF-ER model prediction is closer to the experimental result. Comparison with the

EDC model, also shown in the same figure, indicates that it underpredicts the NO emission

in the -11.1◦ CA case.

4.4 Summary

The proposed numerical mode RIF-ER, has been validated in this Chapter.

A validation against spray combustion was first performed using the RCM experiment

by Akiyamaet al. (1998). The results showed that the RIF model itself produces satis-

factory results. At the same time, the suggested model was able to improve predictions to

better match the experimental data. Detailed analysis on the fuel distribution in both the
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Figure 4.23: Diesel Engine Pressure Comparison with RIF andRIF-ER models: Case 2

Figure 4.24: NO emissions comparison: Case 2
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reaction and the physical spaces were carried out to examinedifferences between the RIF

and the RIF-ER model results. It was found that in general, the RIF-ER model predicts

larger fuel concentrations by considering the effect of vaporization. This can be interpreted

as a reduction in the reaction progress, which will result inlower temperature and pressure

in the physical space than the RIF model prediction.

The RIF-ER model has been also validated against conventional diesel engine experi-

mental data. It was found that the RIF-ER model prediction isin a very good agreement

with the experiment, mainly due to the solid physics modeling of the flamelet-based ap-

proach. Comparison between the RIF and RIF-ER model showed that the RIF-ER model

predicts slightly lower pressure and temperature than the RIF model. This is in good agree-

ment with the previous observation made in the validation using the rapid compression

machine. Comparison of NO emission between the RIF and the RIF-ER models revealed

that the RIF-ER model prediction is in good agreement with the experimental observation,

while the RIF model predicts higher amount of NO. This can be explained by the reduction

in the reaction progress in the reaction space predicted by the RIF-ER model, which will

lower local pressure and temperature and hence lower NO formation.

Along with comparison between the RIF and the RIF-ER models,the EDC model was

also considered in the diesel engine modeling. It was found that the EDC model predicts

gradual pressure rise during ignition, which is different from the experimental observation.

Also, the EDC model predicts lower NO formation than the models based on the flamelet

approach.

Regarding computing resources, the EDC model required 71 hours on a 2.4GHz Opteron

processor. In contrast, both models based on the flamelet approach (RIF and RIF-ER) re-

quired only 6 to 8 hours of computing time, which is a significant reduction in computing

resources.
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Chapter 5

Application of RIF-ER model to PPCI
Combustion

5.1 Introduction to HCCI/PPCI Combustion

Homogeneous charge compression ignition (HCCI) engines have been studied extensively

as an alternative combustion concept (Thring, 1989; Najt & Foster, 1983). In HCCI en-

gines, a lean mixture of fuel and air enters the combustion chamber to auto-ignite as in

conventional diesel engines. Due to its low equivalence ratio, the combustion temperature

is relatively low, which results in low NOx emissions. Simultaneously, soot is reduced

compared to diesel combustion due to the lean homogeneous mixture. Such reduction in

major emission species makes the HCCI concept attractive with the advent of more strin-

gent emissions standards.

Despite these advantages, however, HCCI engines have a few challenges to overcome

for practical implementation. First, combustion in HCCI engines relies solely on the auto-

ignition of the in-cylinder mixture, such that limited control measures are available. Con-

sequently, the range of operating conditions is limited: athigh load condition, most of the

in-cylinder mixture burns simultaneously, causing an excessively rapid pressure rise which

is commonly referred to as knock. At low load conditions, on the other hand, HCCI en-

gines suffer from misfire as the mixture becomes too lean to auto-ignite. A typical HCCI

operating range in terms of engine speed and load conditionsis shown in Figure 5.1 (Zhao

et al. , 2002).
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Figure 5.1: HCCI operating range (Zhaoet al. , 2002)

Attempts have been made to extend the operating range of HCCIengines. One of the

most common methods for the low-load operating range extension is a stratification strat-

egy (Brewsteret al. , 2008; Dec & Sjöberg, 2003; Hwanget al. , 2007). At the low-load

limit, stratification of the in-cylinder mixture allows locally rich region where the mixture

is ignitable, while maintaining low overall equivalence ratio. To implement such stratifica-

tion, a direct injection strategy is typically applied at anearly stage before combustion. An

early injection should be controlled so as to provide sufficient time for the fuel to vaporize

and mix with the air, but without reaching complete homogeneity before combustion. This

type of early injection strategy allows stable combustion at low-load conditions by ignition

at locally rich region (Dec & Sjöberg, 2003). This combustion mode is referred to as the

partially premixed compression ignition (PPCI). Extensive experimental work can be found
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on the stratification effect in the PPCI mode of combustion (Berntsson & Denbratt, 2007;

Brewsteret al. , 2008; Hwanget al. , 2007).

5.2 Numerical Modeling of HCCI/PPCI Combustion

In HCCI combustion, the fuel and the oxidizer are well mixed before significant reaction

occurs. Combustion is initiated by auto-ignition by compression, which occurs simultane-

ously in differenthot zonesin the combustion chamber. As a result, it has been assumed

that HCCI combustion is more like combustion in a Perfectly Stirred Reactor, where no

visible flame exists to conclude that HCCI combustion is purely chemistry controlled as

suggested by Najt & Foster (1983). This assumption has been afundamental basis on

developing combustion models for HCCI combustion.

The simplest modeling approach is zero-dimensional as reported by Christensenet al.

(1999); Dec (2002). The zero-dimensional model is capable of reporting quantitative es-

timate of engine operations. Also it is very cheap in terms ofcomputational resources.

However, it lacks consideration on detailed engine geometry, stratification, wall heat trans-

fer and gas exchange process to result in shortcomings in theheat release rate and emissions

predictions.

Numerical efforts have been made to model HCCI combustion using multi-dimensional

CFD codes. Since separation of chemistry and turbulence is assumed, implementation of

HCCI combustion model usually does not require a chemistry-turbulence model. As a

result, no sub-grid turbulent combustion model has been used, such that the chemistry can

be evaluated at each cell by purely chemical consideration.However, this approach is still

computationally expensive when a large number of reactant species is used. To reduce the

amount of computational time required for evaluating chemistry at each computational cell,

a multi-zone model has been suggested by Aceveset al. (2000). In the multi-zone model,

species information in computational cells are grouped into a number of bins parameterized
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by a single parameter. The reaction is considered in each bin, instead of computational

cells. The total number of bins is usually much smaller than the number of computational

cells, such that a huge reduction in the computational resource is possible while maintaining

good accuracy. The model has been improved by Flowerset al. (2003) to consider the

mixing effect in the multi-zone model. Babajimopouloset al. (2005) further improved the

KIVA modeling framework by fully-coupling detailed chemistry in multiple zones with the

fluid solver successfully model HCCI combustion.

Application of the flamelet approach to the HCCI combustion modeling has been also

researched by a number of researchers. Cook & Peters (2005) suggested a novel approach

for applying the flamelet approach to HCCI combustion. In an HCCI engine, the mixture

is close to its homogeneous limit. As a result,Z̃ is almost constant, and may not require to

represent thermal stratification in the physical space. Instead, enthalpy was suggested as a

conserved scalar variable to capture the effect of thermal inhomogeneity in HCCI engine

and combustion. Most recently, Hergart & Peters (2002) and Hergartet al. (2005) sug-

gested application of the conventional RIF approach to model HCCI/PPCI combustion. In

their papers, similarities between the RIF model and the multi-zone model were identified

such that both models should result in similar predictions of HCCI engine combustion.

In contrast, relatively limited efforts have been made on PPCI modeling, although CFD

simulation may provide detailed information about the in-cylinder process and the effect of

stratification. This is mainly due to the difficulties in describing the combustion character-

istics in PPCI engines as compared to those in HCCI engines.

In PPCI engines, however, the presence of in-cylinder fuel injection makes it difficult

to justify the validity of the multizone type homogeneous reactor model, requiring more

accurate description of the effects of turbulent transporton combustion. This has been suc-

cessfully achieved by the flamelet approach (Peters, 2000),which postulates that chemical

reactions take place in flame-like conditions such that theycan be described in a reduced-

dimension reactive space, commonly using a conserved scalar variable such as the mixture
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fraction (Z).

The existing form of the flamelet approach, specifically the RIF model, has limitations

when applied to PPCI combustion problems. In particular, the effect of the additional fuel

vapor due to droplet evaporation has not been properly takeninto account in the reactive

space. The present study proposes an improved combustion model based on the RIF model,

which accounts for the spray evaporation in both physical and mixture fraction spaces. The

model is then applied to test simulations and validated against experimental data. Details

of combustion characteristics are also examined by the spatial distribution of key solution

variables for various injection timings.

5.3 RIF-ER model under HCCI conditions: Comparison
with KMZ model

The RIF-ER model has been successfully validated in direct injection cases in Section 4.2.

In this section, performance of the suggested model under close to HCCI conditions will

be examined by comparing the result against the well-known and widely used KIVA-Multi

Zone model of Babajimopouloset al. (2005). The KIVA-Multi Zone model, or KMZ

model, has been suggested by (Babajimopouloset al. , 2005) as an extension of the multi-

zone model of Aceveset al. (2000). The KMZ model utilizes two thermodynamic proper-

ties, temperature (T) and global equivalence ratio (Φ), to identify and group computational

cells with similar reaction history. Then these cells are grouped into a number of bins based

on T andΦ. Chemistry is solved for each bin, rather than each computational cell. As a

result, it is capable to reduce the computational cost related to the evaluation of chemistry

source terms. The model has been successfully validated andused extensively in a number

of HCCI related research studies(Hesselet al. , 2008; Flowerset al. , 2006; Babajimopou-

los et al. , 2005, 2002). In this section, a very early injection case ina gasoline HCCI

engine will be simulated by both the RIF-ER model and the KMZ model. The results will
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be compared to examine the performance of the RIF-ER model under near-homogenous

conditions.

Similarities between multi-zone based models and the flamelet approach have been

discussed by Hergartet al. (2005). To facilitate discussion, the governing equationsin the

reaction space from both models are shown below. For simplicity, the conventional reaction

equation without vaporization source terms is shown from the RIF model.

Multi-zone
∂ρi

∂ t
= ω̇ (5.1)

Flamelet approach
∂ρi

∂ t
= ρ

χ
2

∂ 2Yi

∂ t2 +ω̇ (5.2)

The similarities between (5.1) and (5.2) are obvious. The only difference is the exis-

tence of second order derivative in (5.2), which is multiplied byχ . From its definition,χ is

proportional to the gradient ofZ. Near the homogeneous limit,Z becomes homogeneous

such that∇Z becomes negligible. At this limit, the effect of the second order derivative

term becomes negligible, and one may expect a similar resultin (5.1) and (5.2).

However, there are several factors which may result in different predictions by these

two models. First, the initialization and reaction historytreatments are different. In KMZ,

the reaction space is initialized ateach time stepbased on CFD results. However, the

reaction space in RIF and RIF-ER models carry their own reaction history over the time

once initialized. The other difference between the two models is thezoning principle,

which utilizes both temperature and global equivalence ratio Φ in KMZ, while RIF-ER

utilizes onlyZ.

5.3.1 Numerical Setup

The early injection case of Dec & Sjöberg (2003) was chosen for comparison between the

two models. In Dec & Sjöberg (2003), a thorough investigation on the effect of various

parameters, including SOI timing, on the combustion was carried out. These results will
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Figure 5.2: Computational mesh for preliminary comparisonbetween RIF-ER model and
KMZ model

be discussed in Section 5.4 and the RIF-ER model will be applied to reproduce some of

important findings from Dec & Sjöberg (2003). Details of experimental and numerical

setup will be visited in Section 5.4. In this section an earlyinjection case of SOI 120◦ CA

will be chosen and examined using two different models.

As a preliminary test, a highly simplified two dimensional mesh has been prepared

for comparison purpose as shown in Figure 5.2. Details of engine geometry data will be

discussed in the actual parametric study in Table 5.1 of Section 5.4.1. The fuel species used

in the numerical experiment was iso-octane, modeled by a reaction mechanism suggested

by Tanakaet al. (2003).

5.3.2 Results

The pressure and temperature history for the given case of SOI 120◦ CA is shown in Fig-

ure 5.3. The RIF-ER model results are plotted in solid lines,while the KMZ results are

plotted in dashed lines. From Figure 5.3, it is clearly observed that the RIF-ER model pre-

diction matches well with the KMZ model. Comparison of spatial temperature evolution

over different crank angles near TDC is shown in Figure 5.4. Three crank angle degrees of

340, 360 (TDC) and 370◦ were chosen to compare the spatial temperature field evolution

predicted by two models. From Figure 5.4, it is clearly shownthat both the RIF-ER and

KMZ predict similar temperature distribution near TDC.
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Figure 5.3: Comparison of RIF-ER and KMZ models at Near-HCCICondition of SOI 120◦

Case.

Before reaching TDC, at 340◦ CA, both KMZ and RIF-ER predict almost identical

temperature distribution, as shown in Figure 5.4(a). As ignition and combustion occurs at

TDC as shown in Figure 5.4(b), KMZ predicts two ignition regions, one near the cylinder

axis and the other located at an outer radius. The RIF-ER model prediction is similar with

small difference near the cylinder axis. Similar trend is carried until after the TDC as shown

in Figure 5.4(c). The difference between the RIF-ER and the KMZ model can be attributed

to differentzoningprinciple. While KMZ utilizes both temperature and global equivalence

ratio Φ to consider reaction in the reaction space, the RIF-ER only utilizes Z, which is

equivalent toΦ, to consider reaction in the reaction space. As a result, theRIF-ER model

has coarser resolution which results in differences in the local temperature near TDC as

shown in Figure 5.4.

5.3.3 Discussion

Performance of the RIF-ER model under close to HCCI condition was examined and com-

pared to the widely used KMZ model in this section. It was found that KMZ and RIF-ER

predict almost identical pressure and temperature histories under a very early injection
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(a) Spatial Temperature Distribution at 340◦ CA

(b) Spatial Temperature Distribution at 360◦ CA

(c) Spatial Temperature Distribution at 370◦ CA

Figure 5.4: Comparison of RIF-ER and KMZ models in Spatial Evolution of Temperature
Field Near TDC
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case. Spatial temperature distributions near TDC were compared between the RIF-ER and

the KMZ model results. It was found that there exists slight differences between the RIF-

ER and KMZ predictions in spatial temperature. However, such difference may not affect

the overall results as shown in Figure 5.3.

It can be concluded that the RIF-ER model predicts almost identical result to the KMZ

model under close to HCCI combustion case, where the scalar dissipation rate is close to

zero. Based on this observation, the RIF-ER model will be utilized in subsequent sections

to simulate and analyze the effect of spray injection on PPCIcombustion.

One thing should be noted is that in this case, the injection event and the combustion

events are occurring at different times. In other words, theinjection event occurs very early

in the compression stroke, while the reaction does not proceed in significant amount until

around 10◦ bTDC. As a result, the effect of spray vaporization in the reaction space be-

comes minimal, where the temperature is still too low andYi(Z) are mostly at their mixing

limit. As a result, in this case the RIF and the RIF-ER model are expected to produce

results which are close to each other.

The KMZ model was expected to be able to model the PPCI combustion study in Sec-

tion 5.4. However, it was found that the KMZ model is not able to treat higher equivalence

ratio region, which occurs during injection period. The main purpose of KMZ code is to

investigate HCCI combustion with thermal and/or species stratification (Babajimopoulos

et al. , 2005). Local computational cells with equivalence ratio larger than unity were not

considered during the model development.
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5.4 Parametric Study on the Effect of Stratification on PPCI
Combustion using RIF-ER Model

5.4.1 Experimental Setup

In this research, emphasis is made on more practical engine situations, and an experimental

stratification study of Dec & Sjöberg (2003) was chosen as the reference case. In Dec

& Sjöberg (2003), the effect of stratification on combustion efficiency and emissions was

examined by a parametric study on SOI. A schematic diagram ofthe engine used in the

experiment is shown in Figure 5.5.

Figure 5.5: Experimental Setup

In the experiment, different levels of stratification were attained by varying SOI. Early

injection was used to prepare a mixture with less stratification (more homogeneous) by

providing ample amount time for the fuel and air to mix. Then stratification level was
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Table 5.1: Engine and Injector Specifications
Displacement (Single Cylinder) 0.981 liter
Bore 102 mm
Stroke 120mm
Compression Ratio 18:1
IVC 205◦ CA
EVO 480◦ CA
Injector type Hollow cone
Cone Angle 44 ◦

Fuel Iso-octane
SOI Range 15-315◦ CA bTDC intake

increased by retarding SOI, such that the time for mixing before combustion is reduced. In

the experiment, SOI was varied from early intake stroke (13◦ CA, measured from TDC at

intake stroke) to late compression stroke (315◦ CA) for two different equivalence ratios of

0.1 and 0.2. These equivalence ratios were chosen to represent stablecombustion (Φ = 0.2)

and low-load limit (Φ = 0.1), respectively. The engine and injector specifications are shown

in Table 5.1.

5.4.2 Numerical Setup

A computational mesh has been prepared with piston bowl and crevice volume as shown

in Figure 5.6 at TDC, with axis boundary on the left hand side of the Figure. A parametric

study similar to Dec & Sjöberg (2003) on the effect of SOI wasconducted using the current

numerical model implemented in KIVA3v. The operating condition simulated is shown in

Table 5.2.

Table 5.2: Operating conditions
Equivalence ratio 0.1
DOI 0.26 ms
RPM 1200
SOI Range 230-320◦ CA bTDC intake
Fuel injection amount 0.012 g

Each simulation was conducted from IVC to EVO. Due to the limitation of a two-
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Figure 5.6: Computational mesh at TDC

dimensional mesh, SOI was varied only within the closed partof the cycle in numerical

simulations from 240 CA to 315 CA. The fueling was kept constant for all SOI’s as in Dec

& Sjöberg (2003). The fuel used in the experiment was iso-octane, and a reaction mecha-

nism by Tanakaet al. (2003) was used for reaction modeling in simulation.

5.4.3 Results and Discussion

At low equivalence ratio, combustion suffers mainly from incomplete bulk-gas reaction,

particularly CO-to-CO2 reaction due to low combustion temperatures (Dec & Sjöberg,

2003). The bulk-gas reaction can be enhanced by creating locally higher equivalence ratio

zones, where the combustion temperature becomes higher. Inthis research, the case of low

equivalence ratio (0.1), which was found to benefit from stratification, was reproduced by

our numerical simulation.

Combustion efficiency and carbon monoxide mass at EVO are chosen as comparison

variables to examine the effect of stratification on combustion. First, the trend of fuel

efficiency against SOI is shown in Figure 5.7. Numerical results plotted in dashed line

show good agreement in trend with the experimental data plotted in solid line. In overall

SOI range, the numerical simulation predicted slightly higher combustion efficiency than

the experiment. Both the experiment and simulation predicted about 30% increase in fuel

efficiency by retarding SOI from 240◦CA to 320◦. The difference in absolute values may

be attributed to different methods to determine fuel efficiency, and use of simple reaction
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mechanism. In this paper, the fuel efficiency was determinedby the following formula.

ηcomb=

∣∣∣∣
(∑i hiYi)EVO− (∑i hiYi)U,ref

(∑i hiYi)EQ− (∑i hiYi)U,ref

∣∣∣∣ (5.3)

where subscript (U,ref) denotes unreacted state at reference temperature of 400K.

Figure 5.7: Efficiency comparison

The trend of CO emissions at EVO against SOI is shown in Figure5.8. It has been

reported in [6] that the rate of change in CO emissions becomes rapid as SOI becomes

further retarded beyond 270◦ CA, as shown in Figure 5.8 with two trend lines. This specific

change in trend is well captured by numerical simulation.

To examine the effect of different SOI on combustion, analysis on spatial equivalence

ratio distribution at TDC was carried out for four differentSOI (240, 270, 300 and 320◦

CA) which are marked by circles in Figure 5.8.
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Figure 5.8: CO comparison

SOI 240◦ CA

First, an early injection case of SOI 240◦ CA is examined in Figure 5.9. Spatial equiv-

alence ratio and temperature distributions are shown in Figure 5.9(a) and Figure 5.9(b),

respectively. From Figure 5.9(a), most fuel is located at cylinder wall, with some fuel con-

centrated at midpoint from cylinder wall to piston center. Such distribution of fuel species

is due to interaction between the spray and piston motion. Velocity and equivalence ratio

distributions at 270◦ CA (30◦ CA after injection) are shown in Figure 5.10.

It was observed that fuel droplets are fully vaporized before they reach the piston sur-

face. A secondary flow is developed by the interaction between spray momentum and

piston motion to create two recirculation zones around the spray periphery. These two re-

circulating zones push the gaseous fuel into both directions, to the axis and to the cylinder

wall. Further mixing in the late part of compression stroke results in fuel distribution at

TDC as shown in Figure 5.9(a), with a small region close to thepiston surface with high
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Figure 5.9: Fuel, Temperature, and CO distribution at TDC, SOI= 240◦ CA
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Figure 5.10: Velocity and fuel distribution at 270◦, SOI=240◦ CA
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concentration of fuel, while most of fuel is located near thecylinder wall.

The temperature distribution shown in Figure 5.9(b) is veryhomogeneous, indicating

that it is mainly determined by thermodynamic compression.Very little contribution to the

temperature field is made from chemical reaction, which results in low bulk-gas tempera-

ture. Subsequently, reaction cannot reach completion, andlarge amount of CO is produced

as shown in Figure 5.9(c). Carbon monoxide is mostly locatednear the cylinder wall, where

heat transfer to the wall results in lower temperature, preventing reaction completion.

SOI 270◦ CA

Similar plots for equivalence ratio, temperature and CO distributions for SOI 270◦ are

shown in Figure 5.11.These distributions are similar to theearlier injection case of SOI

240◦, shown in Figure 5.11. It is observed that as injection timing gets retarded, more fuel

is being pushed to the center of the cylinder, as shown in Figure 5.11(a). In the previous

case of SOI 240 CA, very small amount of fuel was be observed close to the cylinder axis,

as shown in Figure 5.9(a). The temperature field shows more stratification than that of

SOI 240◦ case. The high equivalence zone coincides with the high temperature zone in

Figure 5.11(b). By comparing Figure 5.9 and Figure 5.11, it was found that the spatial

distributions of equivalence and temperature do not significantly vary until SOI reaches

270◦ CA. Retarding SOI increases stratification level while not affecting the major flow

structures. Reduction in CO is experienced with retarded SOI due to increased stratification

and local high temperature area.

SOI 300◦ CA

Equivalence ratio, temperature and CO distributions with SOI 300◦ CA are shown in Fig-

ure 5.12(a). Two clearly separated regions exist for high equivalence ratio, resulting in

significantly different equivalence ratio distribution compared to the earlier injection cases

shown in Figure 5.9(a) and 5.11(a). This case shows higher concentration of fuel species
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Figure 5.11: Fuel, Temperature, and CO distribution at TDC,SOI= 270◦ CA
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in two small regions, implying poor mixing due to shortened time for mixing with retarded

SOI as well as spray-piston motion interaction.

Flow field and equivalence ratio distributions similar to Figure 5.10 are shown in Fig-

ure 5.13 at 10◦CA after injection. With SOI being further retarded, droplets begin to hit

the piston surface before being fully vaporized with highervelocity. This results in recir-

culation zones with faster velocity to push vaporized fuel into both directions faster. As

a result,injected fuel rapidly creates two separated zones. The time for mixing has been

reduced by retarded SOI. As a result, fuel species are found at two separated regions with

higher equivalence ratio than global equivalence ratio, asshown in Figure 5.12(a).

Due to the higher local equivalence ratios, higher temperature regions are developed as

shown in Figure 5.12(b). The CO levels shown in Figure 5.12(c) appear to be higher than

those of the earlier injection cases. However, CO produced at this stage reacts further to

CO2 in the late part of cycle by high temperature. This results inreduction in CO at EVO

as SOI gets retarded further than 270◦ CA as mentioned in Figure 5.8.

SOI 320◦ CA

An equivalence ratio distribution with SOI 320◦ CA is shown in Figure 5.14(a). In this

case, most of the droplets hit the piston surface before vaporization to travel along the

piston surface. As a result, the fuel distribution significantly differs from previous cases

with earlier injection, to result in a single region with very high concentration of fuel. Due

to the heavy stratification, a large portion of the in-cylinder region does not experience

fuel-air mixing.

CO creation is confined to a relatively smaller portion of thecylinder as shown in Fig-

ure 5.14(c). It should be noticed that the high temperature region coincides with the high

CO region in Figure 5.14. This high temperature allows the reaction to reach completion

as time proceeds. Therefore, the final CO level is further reduced at EVO, compared to the

level shown at TDC in Figure 5.14(c).
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Figure 5.12: Fuel, Temperature, and CO distribution at TDC,SOI= 300◦ CA
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Figure 5.13: Velocity and fuel distribution at 310◦ CA, SOI=300◦ CA

5.5 Summary and Discussion

The RIF-ER model has been used in a parametric study of the effect of stratification on

PPCI combustion. More specifically, the effect of differentSOI on spatial distribution of

fuel, temperature and CO level has been examined. It has beenfound that SOI before 270◦

produces nearly homogeneous mixture distribution at TDC, and the flow structure is not

heavily affected by changes in SOI. Changes in the flow structure are observed when SOI

becomes retarded further than 270◦. The mixture at TDC becomes more stratified due to

the interaction between the spray and flow field to create local hot region which promotes

reaction.

The numerical results were in good agreement with experimental data, though some

differences are observed. The differences between measured and modeled fuel efficiency

may be attributed to the simplified reaction mechanism used.Nevertheless, the RIF-ER has

shown promise in modeling PPCI combustion by reproducing the effect of stratification

well.
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Figure 5.14: Fuel, Temperature, and CO distribution at TDC,SOI= 320◦ CA
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Chapter 6

Conclusions

6.1 Conclusions and Contributions

6.1.1 Summary

The RIF model has been extended to account for the effect of vaporization in the reaction

space for use in DI turbulent combustion.

Lack of vaporization treatment in the conventional flameletapproach has been identi-

fied. A modified flamelet equation has been derived in Chapter 3by rigorous mathematical

derivation. A model for vaporization source terms in the reaction space is also suggested in

Section 3.5.3. Detailed discussion on the effect of vaporization terms have been carried out

in Section 3.3.4 to understand how these source terms affectthe reaction space and account

for the vaporization history.

The proposed model, RIF-ER, has been validated using data from both a fundamental

experiment and engine experiments. First, the effect of vaporization terms was examined by

considering an idealized control volume without any boundary mass transfer. The effect of

vaporization, or equivalently, fuel addition at differentstages in the reaction space evolution

has been examined using the idealized control volume as discussed in Section 3.4. Such

setup enabled separate consideration of fuel addition on the reaction space and lead to the

conclusion it produces different results from the RIF model. The result has been analyzed to

reveal that consideration of fuel addition terms is necessary in spray combustion modeling.

Then, validation of the suggested model was carried out based on a spray combustion
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experiment by Akiyamaet al. (1998), which was designed to resemble combustion in a

diesel engine. In Akiyamaet al. (1998), a rapid compression machine with direct injection

was used to investigate the spray combustion phenomenon. Results from both the RIF and

the RIF-ER models showed good agreement with the experiments, while the RIF-ER model

prediction showed a better agreement in the pressure history. Spatial distributions of unre-

acted fuel species at various phases in combustion have beenanalyzed. It was concluded

that the suggested model is well capturing the effect of fuelvaporization in the reaction

space, leading to more accurate prediction in pressure and local species distribution.

6.1.2 Conclusions

6.1.3 Improved RIF model Accounting for Evaporation in the Reac-
tion Space

Consideration of the vaporization effect is important to properly model the spray combus-

tion using the flamelet approach. The effect of droplet vaporization in the reaction space

can either increase or decrease the fuel mass fraction, based on the relative amount of∂Yi
∂Z

and 1−Yfuel
1−Z . The effect of droplet vaporization is realized by moderation of the reaction

progress. Without proper consideration of these droplet vaporization terms, the reaction

may progress faster or slower than reality. Such effect may result in increased pressure and

temperature during combustion, which can result in larger values of NO emissions. Con-

sequently, the effect of vaporization should be consideredin the reaction space to correct

such prediction.

The effect of vaporization in the reaction space should be considered in cases where

reaction occurs during the injection period, which occurs in most of DICI engine operating

conditions. The effect of vaporization terms on the fuel species in the reaction space should

be significant especially at late injection cases, which exhibit longer ignition delay. Evap-

oration and partial reaction occurs at the same time during the ignition delay. Accurate
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prediction of fuel content and progress in reaction with thevaporization effect is important

for combustion modeling at such cases.

PPCI combustion with high rate of EGR and DI also should consider the effect of vapor-

ization. The increased turbulence from DI requires a turbulence-chemistry closure model.

Conventional KIVA-Chemkin or KIVA-MZ model, which are based on the separation of

chemistry and turbulence, may not be appropriate such conditions. The RIF-ER model

provides a solid turbulence-chemistry closure based on theRIF model.

Even if the separation of chemistry from the turbulence is assumed in PPCI, the KIVA-

Chemkin model would require large computational time when applied to PPCI engine

modeling with detailed chemistry. Such large amount of computing resource would make

KIVA-Chemkin model hardly justifiable for practical application. The KIVA-MZ model

should provide better computational efficiency, by taking advantage of the multi-zone ap-

proach. However, the KIVA-MZ model is not capable of modeling rich region during the

injection. The KIVA-RIF-ER model is free of such restrictions. Moreover, the KIVA-RIF-

ER model is capable of modeling HCCI based on the similarities in the reaction governing

equation with the multi-zone. It can be said that the proposed KIVA-RIF-ER model is the

most reasonable computational model for modeling DI/PPCI engines, which can provide

both reduction in computational resources and satisfactory results.

6.1.4 Computing Performance by Parallelization

Partial parallelization has been implemented for efficientuse of computational resources.

Parallelization of the reaction solver and the numerical integration subroutine can provide

up to 30% decrease in computational time, based on the CFD overhead. It was found that

speedup by parallelization heavily depends on the CFD solver overhead, since the CFD

solver has not been parallelized yet. To obtain further reduction in computational resources,

further parallelization in the CFD solver is required.
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6.2 Future Work

The RIF model has been widely applied to modeling non-premixed combustion. However,

a few issues should be addressed to improve the current spraymodeling approach for appli-

cation to DI/PPCI engines First, future work regarding spray combustion will be suggested.

Then suggestions for future work regarding the general flamelet approach will be proposed.

6.2.1 Spray modeling based on flamelet approach

As discussed in the current research, the flamelet model requires consideration of vaporiza-

tion terms in the reaction space to be applied to spray combustion. The suggested model in

this paper has shown promise in modeling spray combustion. Obviously, there is still room

for improvements regarding the spray combustion modeling,as discussed below.

1. Multiple Flamelets Approach

The current results are based on a single flamelet approach. The main reason for uti-

lizing single flamelet is to prevent the effect of droplet vaporization being obscured

by multiple flamelets. The current study should be expanded to utilize the multiple

flamelets to properly account for spatially varying scalar dissipation rate and vapor-

ization.

Two different approach for multiple flamelets approach is suggested. The first ap-

proach, which requires further contemplation in its application, addresses the issue

of non-homogeneous vaporization. For example, we can safely assume two different

locations~x1,~xe in the physical space, which share the sameZ valueZ at t +∆t. The

physical space is governed by a single flameletYi(t,Z). Let us further assume that

at the last time step, vaporization has occurred at~xe but not at~x1, such that the va-

porization effect has been updated into the reaction space to result inYe
i (t + ∆t,Z).

As~xe has experienced the vaporization,it is reasonable to useYe
i to determine the lo-

cal species concentration at~xe. However,~x1 has not undergone vaporization, which
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makes application ofYe for all computational cells regardless of vaporization in the

physical space. A simple remedy is creation of new flamelets based on whether va-

porization has occurred at given time and location or not. However, in this case it

becomes hard to determine a tracker such as an Eulerian Particle. Also, in worst case,

at each time step the total number of flamelets may double up. This will increase the

computational cost to make the flamelet approach hardly justifiable. Further consid-

eration on the effect of non-homogeneous vaporization should be followed after the

current research.

Instead, one may follow a multiple flamelets approach suggested by (Barthset al.

, 2000) as in Eulerian Particle Flamelet Model. The droplet source term can be

identified for each flamelet as following.

ρ̇l (Z) =
∫

V
ρ̇Pc,l(ζ |Z)dV (6.1)

Pc,l(ζ |Z) =

∫
V Ĩl ρ̇δ (ζ −Z)dV∫

V ρ̇dV
(6.2)

In other words, the effect of vaporization is distributed todifferent flamelets denoted

by l , based on the Eulerian ParticleĨl . This approach still carries the issue of non-

homogeneous spatial vaporization unaddressed. However, this may still be a feasible

and meaningful option to investigate.

2. Effect of spray on the variance equations.

As discussed in Section 3.1, the effect of spray on flamelet-based models are twofold.

First, it increases the turbulence from the interaction between high-velocity droplets

and ambient gas. Also it affects the reaction space, which has been properly ac-

counted for by the current research.

The effect of spray on the variance equation is still an active research topic. It is

generally understood that the injection of spray will increaseZ̃′′
2

to result in higher
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χ̃st. Also the PDF will have to be properly redefined. If a beta function PDF is to be

used, its minimum and maximum values should be properly defined to clip the beta

PDF within a realizable region.

6.2.2 General Improvement of flamelet apporach - Heat Transfer

One of the most important issues to be addressed in the flamelet approach is accounting for

heat transfer. Since all local cells are mapped into one single flamelet, the computational

cells having the sameZ values will share similar thermodynamic properties, regardless of

its physical location or different level of local heat transfer.

This issue has been successfully addressed by Hergart & Peters (2002). Also, there

are efforts being made to incorporate both the mixture fraction and the total enthalpy as

conserved scalars. In this approach, local variation in heat transfer can be captured by a

conserved scalar defined by the total enthalpy. However, thefinal governing equations will

have a number of unclosed terms regarding dissipation rates, such as∂Yi
∂Z

∂Yi
∂H ,

∂Y2
i

∂ 2H
. Proper

modeling based on physics is required to account for these terms.
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Appendix A

Relationships betweeṅρi and ρ̇Z

Vaporization and increase in density is considered in CFD code KIVA3v (Amsdenet al. ,

1991). An Adaptive Lagrangian-Eulerian scheme is used in KIVA3v, and vaporization is

considered in Lagrangian phase with change in volume.

∂ρi

∂ t
= ρ̇i (A.1)

∂ (ρZ)

∂ t
= ρ̇Z (A.2)

If we discretize (A.2) with a time step∆t,

ρ t+∆tZt+δ t −ρ tZt

∆t
= ρ̇Z (A.3)

Then, from the definition ofZ in (2.2),

ρ̇Z =
1
∆t

×
[

ρ t+∆t ∑
i

Yt+∆t
i ζ ′

i −ρ t ∑
i

Yt
i ζ ′

i

]
(A.4)

ρ̇Z =
1
∆t

×

[
m+∆m

V ∑
i

mi +∆mi

m+∆m
ζ ′

i

−
m
V ∑

i

mi

m
ζ ′

i

]
(A.5)
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wherem is the mass att and∆m is increase in mass during∆t. ζ ′ denotes normalized

species carbon element mass fraction,ζ ′ = ζi/ζFuel. If only one single species, namely a

fuel species, is considered for vaporization,∆mi = 0 for all species except fuel species.

ρ̇Z =
1
∆t

×

[
����m+∆m

V ∑
i

mi +∆mi

����m+∆m
ζ ′

i

−
��m
V ∑

i

mi

��m
ζ ′

i

]
(A.6)

=
1
∆t

×

[

∑
i

��mi +∆mi −��mi

V
ζ ′

i

]
(A.7)

= ∑
i

ρ̇iζ ′
i (A.8)

Since we are interested in injection with single fuel species,

ρ̇Z = ∑
i

ρ̇iζ ′
i (A.9)

= ρ̇Fuel
�

��ζFuel

�
��ζFuel

(A.10)

Therefore, ρ̇Z = ρ̇Fuel (A.11)

for a single fuel species injection.
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Appendix B

Summary of Governing Equations in
Combustion Models Based on Flamelet
Approach Applied to Spray Combustion

Modeling
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Table B.1: Comparison of Governing Equations in Spray Combustion with Laminar Flamelet Model

Spray Z̃ conservation Z̃′′
2

conservation Reaction Equation

Peters (1984) No ρ̄ ∂ Z̃
∂ t + ρ̄~̃u ·∇Z̃ = ∇ · (ρ̄D∇Z̃)

ρ̄ ∂ Z̃′′2

t + ρ̄~̃u ·∇Z̃′′2 =
ρ ∂Yi

∂ t = ρ
Le

χ̃Z
2

∂ 2Yi
∂Z2 +ωi

∇ ·
(

ρ̄D∇Z̃′′
2)

+2ρ̄Dt(∇Z̃)2− ρ̄ χ̃

Barthset al. (1998) Yes ρ̄ ∂ Z̃
∂ t + ρ̄~̃u ·∇Z̃ = ∇ · (ρ̄D∇Z̃)+ ˙̄ρZ

ρ̄ ∂ Z̃′′2

t + ρ̄~̃u ·∇Z̃′′2 =
ρ ∂Yi

∂ t = ρ
Le

χ̃Z
2

∂ 2Yi
∂Z2 +ωi

∇ ·
(

ρ̄D∇Z̃′′
2)

+2ρ̄Dt(∇Z̃)2− ρ̄ χ̃

Hergart & Peters (2002) Yes ρ̄ ∂ Z̃
∂ t + ρ̄~̃u ·∇Z̃ = ∇ · (ρ̄D∇Z̃)+ ˙̄ρZ

ρ̄ ∂ Z̃′′2

t + ρ̄~̃u ·∇Z̃′′2 =
ρ ∂Yi

∂ t = ρ
Le

χ̃Z
2

∂ 2Yi
∂Z2 +ωi

∇ ·
(

ρ̄D∇Z̃′′
2)

+2ρ̄Dt(∇Z̃)2− ρ̄ χ̃

Kim et al. (2004) Yes ρ̄ ∂ Z̃
∂ t + ρ̄~̃u ·∇Z̃ = ∇ · (ρ̄D∇Z̃)+ ˙̄ρZ

ρ̄ ∂ Z̃′′2

t + ρ̄~̃u ·∇Z̃′′2 =

ρ ∂Yi
∂ t = ρ

Le
χ̃Z
2

∂ 2Yi
∂Z2 +ωi∇ ·

(
ρ̄D∇Z̃′′

2)
+2ρ̄Dt(∇Z̃)2− ρ̄ χ̃

+2
(

ρ̄Z̃ωv− ρ̄Z̃ω̃v

)
+ ρ̄Z̃2ω̃v− ρ̄Z̃2ωv

(Weberet al. , 2007) Yes ρ̄ ∂ Z̃
∂ t + ρ̄~̃u ·∇Z̃ = ∇ · (ρ̄D∇Z̃)+ ˙̄ρZ

ρ̄ ∂ Z̃′′2

t + ρ̄~̃u ·∇Z̃′′2 =
ρ ∂Yi

∂ t = ρ
Le

χ̃Z
2

∂ 2Yi
∂Z2 +ωi

∇ ·
(

ρ̄D∇Z̃′′
2)

+2ρ̄Dt(∇Z̃)2− ρ̄ χ̃

Current Model Yes ρ̄ ∂ Z̃
∂ t + ρ̄~̃u ·∇Z̃ = ∇ · (ρ̄D∇Z̃)+ ˙̄ρZ

ρ̄ ∂ Z̃′′2

t + ρ̄~̃u ·∇Z̃′′2 ρ ∂Yi
∂ t + ρ̇Z

∂Yi
∂Z =

= ∇ ·
(

ρ̄D∇Z̃′′
2)

+2ρ̄Dt(∇Z̃)2− ρ̄ χ̃ ρ
Le

χ̃Z
2

∂ 2Yi
∂Z2 +ωi + ρ̇i

1
2

5
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