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CHAPTER I

Introduction and Theory

1.1 Motivation

The use of combustion engines to generate power has steadily increased over the

past century [41]. As such engines have become increasingly pervasive, they have

consequentially come under increased scrutiny. The two major critiques of these

engines are fairly obvious: a) they burn a non-renewable fuel source and b) they

emit the products of this combustion as harmful pollutants. Nevertheless, for the

foreseeable future combustion will remain the primary energy source for transporta-

tion and power generation. The desirable advancements in combustion technology

are therefore equally obvious: a) burn fuel more efficiently and b) reduce pollutant

emissions. However, simultaneously achieving these goals while maintaining safety

and reliability standards is a difficult task. To do so requires complex systems and

advanced tailoring of the combustion process to an extent that has not been previ-

ously necessary. Consequentially, the extensive experimentation programs typically

employed in the design process have become progressively more expensive. In order

to mitigate such costs, increasing design work is performed using computational fluid

dynamics (CFD). However, a better understanding of many fundamental combus-

tion processes must be developed for such simulations to be a sufficiently accurate
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engineering tool.

For example, increasingly stringent standards have mandated the reduced emis-

sion of various oxides of nitrogen (NOx) [35]. One of the most promising methods

of achieving this is to employ lean premixed flames. This is the combustion method

used in advanced gas turbine engines such as the GENx [76]. In such an engine,

fuel is mixed with excessive oxidizer relative to the stoichiometric requirement. This

results in a lower flame temperature. By keeping the flame temperature below about

1800 K, the thermal and prompt mechanisms of NOx production are greatly reduced

[29, 63].

However, using premixed flames presents many design challenges. Unlike non-

premixed combustion where the reactions occur where fuel and oxidizer mix, pre-

mixed reactions occur in thin sheets that are free to move in the fluid. The position

and behavior of these sheets are dictated by the details of the incoming fluid and

the physical constraints. In almost all practical applications, the premixed flame is

propagating into a turbulent flow. The interaction between the flow field and the

flame creates a highly convoluted interface between the reactants and products. De-

tails of this interface control many of the important design considerations such as

flame length and shape, flame kernel growth, flash back and blow out limits, acoustic

instabilities, and noise. Hence, understanding the propagation of a premixed flame

in a turbulent flow is an important task.

1.2 Outline

The focus of this dissertation is to develop an improved understanding for the

manner in which turbulence interacts with a premixed flame. Of particular interest

are the mechanisms with which turbulence generates flame surface area. The flame
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area is fundamental in determining the rate at which the overall turbulent flame

propagates, and consequentially controls many aspects of the flame surface dynamics

associated with turbulence. As mentioned above, CFD is becoming a more prevalent

engineering design tool for combustion devices. Hence, the analysis is geared to

develop both a mechanistic understanding of turbulence-flame interactions, as well

as models that are appropriate for modern simulations.

The dissertation is arranged as follows:

1. Introduction and theory - The remainder of the first Chapter discusses the

relevant turbulence and combustion theory necessary for the subsequent Chap-

ters. A brief review of premixed turbulent combustion is provided. Previous

methods of simulating flames in the thin flamelet regime are discussed and the

physical consequences of the employed submodels analyzed. This analysis indi-

cates several issues that must be addressed for the models to accurately reflect

real turbulence-flame interaction.

2. Experimental approach - This Chapter introduces the experiment, test con-

ditions, diagnostics, and general experimental approach to the problem. Two

diagnostic techniques were developed for this research, which are described and

evaluated. The first technique, Cinema-Stereoscopic Particle Image Velocime-

try (CS-PIV), provides temporally resolved, highly accurate planar measure-

ments of turbulence-flame interaction processes. The second, Orthogonal-Plane

Cinema-Stereoscopic Particle Image Velocimetry (OPCS-PIV), provides recon-

structed pseudo-3D measurements of these processes. The roles of these diag-

nostics in the subsequent analysis are discussed. Data processing and reduction

techniques are also described.
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3. Characterization of the flow and flames - A detailed characterization of

the test conditions is provided. This includes relevant inflow parameters and

global mean results. These are necessary to produce and evaluate computational

simulations of this configuration.

4. The mechanisms of flame strain and wrinkling - This Chapter utilizes the

CS-PIV measurements to develop phenomenological descriptions of the strain-

ing and wrinkling processes in a turbulent premixed flame. It is first shown that

the typical image of stretching by turbulent vortices does not accurately describe

the turbulence-flame interactions. Hence, a new mechanism that explicitly dis-

tinguishes the roles of different types of turbulent structures is developed based

on both experimental results and theoretical analysis. This is shown to better

describe real turbulence-flame interactions. Numerical considerations and the

relationship between 2D and 3D measurements are also presented.

5. The geometry of turbulence-flame interactions - In this Chapter, the 3D

measurements of turbulence-flame interactions are utilized. Three-dimensional

structures in non-reacting turbulence are first discussed and compared with

direct numerical simulations (DNS). The interaction of such structures with

the flame surface are then presented along with statistics characterizing the

interaction geometry. From the complex geometry of these interactions, it is

argued that model development must not be based on a particular canonical

geometry. This is in conflict with previous theories.

6. Modeling subgrid terms for LES - First, a new analysis procedure for

studying turbulence-flame interactions is presented. This procedure is designed

to reflect the physical processes occurring at the subgrid scales of a Large
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Eddy Simulation (LES). Hence, the results produced should be ideal for de-

veloping subgrid models. Various models for the subgrid strain rate, curvature

stretch rate, and turbulent burning velocity previously employed in simulations

are then evaluated. It was found that these models do not accurately predict

the measured results due to many simplifying assumptions. However, the gen-

eral modeling paradigms employed could often be expanded to reflect the real

turbulence-flame interaction. These new paradigms are presented and used to

develop more accurate models for the various subgrid terms.

7. Conclusions - The results of this dissertation are summarized, conclusions are

drawn, and appropriate future research is indicated.

1.3 Review of flamelet regimes of turbulent premixed combustion

It has long been observed that a turbulent premixed flame occupying the same

mean volume as a laminar flame will consume reactants at a much greater rate [68].

This increase in burning rate is caused by the interaction of the turbulent flow with

the flame. Hence, the mechanisms with which turbulence affects the flame must be

understood.

A common assumption in the description of turbulent premixed combustion is

that the reactions occur in thin propagating sheets called ‘flamelets’. Such cases

exist when the chemical time scale (τc) is less than the turbulence integral time scale

(τL). The chemistry is then assumed to be sufficiently fast for the flow to consist of

only two phases: the unburnt reactants and the burnt products. These are separated

by the reacting flamelets.

Further classification of these flamelets may be made by considering the turbulence

and chemical length scales. If the smallest turbulence length scale, which for now
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Figure 1.1: Regimes of turbulent premixed combustion

will be associated with the Kolmogorov scale (λk) is larger than the laminar flame

thickness (δ0
l ), the inner structure of the flamelet is assumed to be that of an unsteady

stretched laminar flame or a ‘thin flamelet’. If this length scale is smaller than the

flame thickness, micro-scale eddies may penetrate and modify the flame structure,

creating a ‘thickened flamelet’.

To distinguish the different regimes of turbulent premixed combustion, it is com-

mon practice to construct a regime diagram. Such a diagram is given in Fig. 1.1. The

ordinate is u′rms/s
0
l , where u′rms is the root-mean-squared velocity fluctuations and s0

l

is the unstretched laminar flame speed. The abscissa represents the turbulence length

scale, characterized by the integral scale L, relative to the flame thickness. While

there is considerable variation in theoretically predicted regimes and transitions (e.g.

Refs. [85, 90]), the presented diagram demonstrates the important features.

In the lower left corner, the turbulence is weak and small scale. For a turbulent
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Reynolds number:

(1.1) ReL =
u′rmsL

ν
=

(
u′rms

s0
l

)(
L

δ0
l

)

less than unity, the flame is essentially laminar. The relationship between the kine-

matic viscosity, ν, and the flame properties will be shown in §1.4. In the lower right

exists the thin flamelet regime. This is sometimes further divided into ‘wrinkled

flamelets’ where no pocket formation is expected and ‘corrugated flamelets’ where

the flame front is convoluted to the point that isolated pockets of fresh and burnt

gasses are formed. The division is along the line u′rms/s
0
l = 1. Above this is the

thickened flamelets regime, with the division lying along the line Ka = 1, where Ka

is the Karlovitz number. This can be expressed as [85]:

(1.2) Ka =
τc

τk

=

(
L

δ0
l

)− 1
2
(

u′rms

s0
l

) 3
2

where τk is the Kolmogorov time scale. Farther above this is a regime in which

broadly thickened flames or distributed reactions may exists.

Of the different possible effects of turbulence on the flame, only the importance of

increasing flame surface area is known with certainty. The ability of eddies smaller

than the flame thickness to significantly modify the flamelet structure is uncertain

since the lifetime of these eddies in very short. The existence of distributed reac-

tions is generally only observed in cases of rapid compression ignition; the fast and

uniform temperature rise due to compression caused homogenous reaction, not the

turbulence [36]. However, the existence of the thin flamelet regime is well established

and represents a wide range of conditions having practical importance [40, 50, 106].

Hence, this class of turbulent premixed combustion is the focus of this work.
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Figure 1.2: Instantaneous turbulent flame surface.

1.4 The thin flamelet regime

Within the thin flamelet regime, flamelets have the structure of unsteady, stretched

laminar flames. Hence, they exist in thin sheets separating the fresh reactants from

the burnt products. These two states are distinguishable by the reaction progress

variable:

(1.3) c =
T − Tu

Tb − Tu

where T is the temperature, u indicates the unburnt reactants, and b indicates the

burnt products. Hence, c = 0 and 1 in these states respectively. A particular value,

c = c∗, is used to identify the flame surface.

Consider the wrinkled turbulent flame shown in Fig. 1.2. The instantaneous flame

surface is everywhere propagating normally to itself at the local flame speed, sl. This

propagation speed is, in general, different from the unstretched laminar flame speed
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s0
l . A control volume (V ) containing the flame surface may be created as shown.

The instantaneous mass flow rate of reactants (ṁr) through the flame in V can be

written as:

(1.4)
ṁr

V
= ρu〈sl〉At

V
= ρu〈sl〉Σ

where At is the flame surface area in V and ρu is the density of the unburnt gas. The

term Σ represents the flame surface density, which is the flame surface area per unit

volume. Spatial averaging is denoted by 〈·〉 and 〈sl〉 is the mean propagation speed

of the flamelet in V .

From Eq. 1.4, the two mechanisms associated with turbulence that affect the

reaction rate are apparent:

1. The flame surface density is altered. A turbulent flame is stretched due to

the interaction between velocity gradients in the reactants and the propagating

flame front. This results in an increase in the flame surface area per unit volume

and the total reaction rate of the flame.

2. The local reaction rate of the flame surface is altered. As turbulence

interacts with the flame, the curved streamlines and flame front cause unequal

diffusion of heat and different reactants. This in turn causes the local reaction

rate to change. The net effect alters the mean reaction rate, or equivalently the

mean propagation speed [64].

Hence, in order to properly model turbulent premixed flames, it is essential to

understand the mechanisms that control these two effects. However the increase

in flame surface area is by far the dominant of the pair. Increases in turbulent

flame speeds over laminar ones have been reported as high as factors of about five,

while changes in the propagation speed of stretched flames are generally on the
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order of 10% [36]. In practical application, the majority of turbulent combustion

simulations consider the increase in burning velocity to be nearly a purely flame

surface area effect. Variations in the local propagation speed are often ignored or

treated using simple laminar theory [22, 28, 51, 84]. Thus it is apparent that an

accurate description of the mechanisms responsible for the generation of flame surface

area is critical. Such a description is the focus of this work.

1.4.1 Properties of a laminar flamelet

Before moving on, a brief discussion of laminar flame properties is required. In

the above analysis, two flame properties were employed: the laminar flame speed and

the laminar flame thickness. A typical definition of the unstretched laminar flame

thickness is set by the unstretched flame speed and the thermal diffusivity of the

unburnt mixture (αu):

(1.5) δ0
l =

αu

s0
l

This thickness is about one order of magnitude smaller than the thermal thickness of

the flame and approximately represents the width of the reaction zone. An equivalent

stretched flame thickness, δl, can be defined using an appropriate stretched flame

speed (i.e. sl). Note that the thermal diffusivity in typical fuel-air mixtures is

approximately equal to the kinematic viscosity and Eq. 1.1 therefore represents a

Reynolds number.

However, the aforementioned stretched flame speed is a much more complicated

property. In general, flame speeds can be defined in two ways: displacement speeds

that measure the speed of a particular flame iso-surface, and consumption speeds

that are integrated through the flame front and represent the rate of reactant con-

sumption. In the case of an unstretched flame, these speeds are essentially equivalent
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Figure 1.3: Mean progress variable field of a turbulent premixed flame.

as all iso-surface move with the same speed.

However, as a flame is stretched the iso-surfaces move relative to each other.

Hence, the displacement speed is very dependant on the specific iso-surface con-

sidered. For the purposes of this dissertation, flame speeds will be considered as

consumption speeds. This is essentially the propagation speed of the overall wave.

That is,

(1.6) sl = − 1

ρu

∫ ∞

−∞
ẇrdn̂

where ẇr is the local volumetric reaction rate of the flamelet and n̂ is the flame surface

normal direction. This is the definition most consistent with that of a standard

laminar flame speed.
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1.5 The area of a turbulent flame

In 1940, Damköhler [32] postulated that the primary effect of turbulence at a

scale larger than the flame thickness is to increase the reactive flame surface area;

the turbulence causes the flame surface to wrinkle. Such a wrinkled flame is shown

in Fig. 1.2 and the reactant mass flux is given by Eq. 1.4. The temporal average

of this instantaneous equation may be taken to determine the mean reaction rate in

the volume.

Alternatively, the mean reaction progress variable can be considered. In the mean,

c is distributed over space as shown in Fig. 1.3. The flame is considered to lie on a

particular c = c∗ iso-surface, typically taken as c∗ = 0.5. Hence, it is smoother than

the instantaneous flame surface, possesses an area of Al < At, and propagates at a

turbulent burning velocity st > sl. In either view the mean reaction rate is equal,

yielding:

(1.7) ṁr = 〈sl〉Atρu = stAlρu

Hence, the increase in the consumption speed of the flame caused by turbulence

is given by:

(1.8)
st

s0
l

= I0
At

Al

= I0Ξ

The factor I0 represents differences in the local propagation speed of the actual

flamelet from that of the unstretched flamelet. This factor will be discussed further

in §1.5.2. The flame wrinkling factor is denoted by Ξ. This represents the projection

of the flame surface area onto the direction of mean propagation and is related to

the flame surface density by [22]:

(1.9) Σ = Ξ|∇c|
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u

Figure 1.4: Schelkin’s concept of flame wrinkling by a vortex.

It is therefore clear that the increase in burning rate of a turbulent flame relative

to a laminar flame is characterized by the increase in flame surface area. Hence, the

two common methods of determining the turbulent flame area are described below.

1.5.1 Geometric descriptions

To describe the change in flame surface area caused by turbulence, Schelkin con-

sidered the interaction between a simple rotating vortex with the flame as shown

in Fig. 1.4 [98]. In this configuration, there are equal regions in which the velocity

is lower and higher than the mean. It was postulated that such turbulence would

produce a pair of conical wrinkles, the area of which could be related to the vortex

strength relative to the laminar flame speed. From the geometry of these cones, a

relationship for the turbulent burning velocity was derived:

(1.10)
st

s0
l

=

[
1 +

(
2u′rms

s0
l

)2
]1/2

This equation reproduces the general trend experimentally observed for moder-

ately intense turbulence. That is, the turbulent burning velocity (and hence flame

area) increases in a somewhat linear manner with u′rms

s0
l

. However, there is consider-
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able scatter in experimentally measured and computationally determined values of

st

s0
l

when correlated with Eq. 1.10 [36, 85].

In an attempt to correct this, there have been many attempts to fit the turbulent

burning velocity to a more general equation of the form:

(1.11)
st

s0
l

= 1 + b1

(
u′rms

s0
l

)b2

where b1 and b2 may depend on the turbulence parameters [1]. However, there

does not appear to be any form of Eq. 1.11 that can reproduce the experimental

results; the relationship between the turbulent burning velocity and the turbulence

intensity appears to be highly geometry and case dependant even in simple laboratory

configurations [85]. Furthermore, the turbulent burning velocity does not increase

monotonically with the turbulence intensity, but exhibits a leveling off or ‘bending’

at high u′rms. At even higher turbulence intensities, the burning velocity may begin

to decrease. These trends are associated with flamelet quenching and merging, are

highly geometry dependent, and are difficult to predict using simple correlations

[36, 90].

A variety of other approaches have also been attempted to derive a general cor-

relation between the turbulent burning velocity and properties of the turbulence.

These include modeling the flame as a fractal surface [47, 48] or using theoretical

analysis based on Renormalization Group Theory [89, 114]. However, there is no

current method that can accurately predict the turbulent burning velocity based on

an algebraic relationship with the turbulence parameters for a variety of geometries

[36]. The reason for this and further aspects of modeling the turbulent burning

velocity are discussed in §1.9.
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Figure 1.5: Material surface subjected to stretch rates

1.5.2 Flame stretch

From the above discussion, it appears that simple correlations for the turbulent

flame speed or flame surface area are unlikely to be sufficiently accurate to describe

the complex processes in turbulence-flame interactions. In order to create a more ac-

curate model for the flame surface area, it is necessary to understand the mechanisms

with which turbulence changes the area of a flamelet.

In the flamelet regime the flame surface is treated as a propagating interface

between reactants and products. Hence, an equation is required for the change in

incremental area (δA) with time for such a surface in a turbulent flow. This change

in area is defined as the stretch rate (κ) and given by:

(1.12) κ =
1

δA

D(δA)

Dt

The equation relating the stretch rate to turbulence parameters has been derived

in various forms [17, 71]. To do so, we consider a surface given by A(t) with a

unit normal direction denoted by n̂ as shown in Fig. 1.5. For consistency with the

standard definition of curvature, n̂ will be taken to point into the reactants. The

surface is propagating at a velocity ~w in the laboratory frame.

For any vector quantity, the rate of change its flux across the surface (~q) can be
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written using the transport relation for a surface as:

(1.13)
D

Dt

∫

A(t)

~q · n̂dA =

∫

A(t)

[
∂~q

∂t
+ ~w · ∇~q − ~q · ∇~w + ~q∇ · ~w

]
· n̂dA

For the case of ~q = n̂, Eq. 1.13 yields:

(1.14)
D

Dt

∫

A(t)

dA =

∫

A(t)

[
∂n̂

∂t
+ ~w · ∇n̂− n̂ · ∇~w + n̂∇ · ~w

]
· n̂dA

Since n̂ is a unit normal vector,

∂n̂

∂t
· n̂ =

1

2

∂|n|2
∂t

= 0(1.15)

(~w · ∇n̂) · n̂ = ~w · 1

2
∇|n|2 = 0(1.16)

and hence,

(1.17)
D

Dt

∫

A(t)

dA =

∫

A(t)

(−n̂ · (n̂ · ∇) ~w +∇ · ~w) dA

Thus, for a differential surface element, δA, over which the argument on the right

remains constant, an expression for the stretch rate is obtained:

(1.18) κ =
1

δA

D(δA)

Dt
= −n̂ · (n̂ · ∇) ~w +∇ · ~w

To gain insight into the terms comprising κ, it is useful to decompose the prop-

agation speed of the surface in the laboratory frame (~w) into its flow and flame

propagation components. That is,

(1.19) ~w = ~u + sln̂

where ~u is the fluid velocity field. Recall that the surface normal points into the

reactants.

Substituting Eq. 1.19 into Eq. 1.18 and simplifying yields:

κ = (−n̂ · (n̂ · ∇) ~u +∇ · ~u) + sl∇ · n̂(1.20)

= (δij − ninj)
∂ui

∂xj

+ sl
∂ni

xi

(1.21)

= at + κc(1.22)

16



The first term on the right side of Eq. 1.21 is associated with velocity gradients at

the flame surface and represent the tangential strain rate exerted on the flame by the

flow (at). The second term represents changes in the flame area due to propagation

of the curved wave (κc). This can be seen clearly since ∇ · n̂ is the curvature (C)

of the surface. With the surface normal defined as above, a positive curvature is

convex towards the reactants. This corresponds to a center of curvature in the

products, an outwardly propagating wave, and hence an increasing flame surface

area. The converse is true for a negatively curved flame, which is concave towards

the reactants.

The relationship between the stretch rate and the flame surface area is further

elucidated by the flame surface density. The transport equation for Σ was originally

formulated based on heuristic arguments by Marble and Broadwell for the Coherent

Flamelet Model [69]. It has since been derived from more rigorous mathematical

arguments by a variety of authors [17, 92, 108, 110]. First we define the flame

surface density as Σ = δA/δV . The rate of change of any volumetric property, q,

within a surface, S(t), moving with the flame is:

(1.23)
D

Dt

∫

V (t)

qdV =

∫

V (t)

∂q

∂t
dV +

∫

S(t)

q ~w · n̂dA

Considering the rate of change of the volume itself as the surface is stretched,

q = 1 and:

(1.24)
D

Dt

∫

V (t)

dV =

∫

S(t)

~w · n̂dA =

∫

V (t)

∇ · ~wdV

For a differential volume element this becomes:

(1.25)
1

δV

D (δV )

Dt
= ∇ · ~w

Combining this with Eqs. 1.19 and 1.22 and expanding the substantiative derivative
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as:

(1.26)
D

Dt
=

∂

∂t
+ ~w · ∇

yields a final transport equation for Σ:

(1.27)
∂Σ

∂t
+∇· [(~u + sln̂) Σ] = (−n̂ · (n̂ · ∇) ~u +∇ · ~u) Σ+ (sl∇ · n̂) Σ = atΣ+κcΣ

The terms on the left represent the combined effects of advection, convection, and

normal propagation of the flame surface. The right side represents the mechanisms

that create and destroy Σ, namely the stretch rates. An additional term is often

subtracted from the right side to represent destruction phenomena not accounted

for in the above analysis. These include effects such as flamelet annihilation due to

quenching and merging. However, these phenomena did not occur in the present

experiment and are therefore not considered.

From Eq. 1.27, it is apparent that turbulence affects the flame area both by

straining the flame surface and generating wrinkles (i.e. curvature). However the

physical processes responsible for these two mechanisms are very complex. That is,

the turbulence affects the topography of the flame, changing both the strain rate

exerted and contributing stretch through curvature. The flame also greatly affects

the turbulence by both attenuating and generating velocity gradients. This further

alters the stretch rate. Hence, the physics of the turbulence-flame interaction must

be considered when describing the stretching of a flame surface.

1.5.3 The stretched flame propagation speed

The stretch rate is also a central parameter in determining deviations in the flame

speed from the unstretched value. The traditional laminar model states [85]:

(1.28) sl = s0
l − `κ
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where ` is the Markstein length. This can be recast in terms of the dimensionless

Markstein number, Ma = `/δ0
l , and Karlovitz number, Ka = κδ0

l /s
0
l , as:

(1.29)
sl

s0
l

= I0 = 1−MaKa

However, this relationship does not appear to completely account for the effect of

stretch rate on the flame speed. In particular, strain rate and curvature stretch rate

appear to cause different responses [24, 25]. Also, the flame speed cannot increase

monotonically to infinity; at some stretch rate (either positive or negative depending

on Ma) it begins to decrease. To account for these effects, more complex models

have also been proposed [64, 72]. However, such models are not the focus of this

dissertation and the qualitative relationship of Eq. 1.29 is sufficient.

1.6 Turbulent combustion simulations

From the above discussion, it is apparent that accurate models for κ and/or st/s
0
l

are required to predict the flame surface area and the consequential behavior of

turbulent premixed flames. However, before discussing previous modeling method-

ologies for these terms, it is useful to discuss how they are employed in turbulent

combustion simulations. This will be done in the context of Large Eddy Simulations

(LES).

In an LES, the large scales of the turbulence are explicitly resolved and the small

scale effects are modeled in the subgrid. That is, the flow field is filtered at some

scale, ∆, and fluctuations below this scale are not directly computed. In combustion

simulations, the flame is also too thin for explicit resolution. Hence, some form of

filtered flame front also must be considered. Simulations posses the filtered velocity

field, flame front position, and some other flow field properties such as the temper-

ature and composition. However, the small scale details of the flame and flow are
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not resolved. Hence, any turbulence-flame interaction processes occurring at subgrid

scales must be modeled.

LES methods for turbulent premixed combustion generally fall under three clas-

sification: models that employ a transport equation for the filtered reaction progress

variable (flame surface density methods), models that artificially thicken the flame

front, and models that attempt to track the filtered flame front location (G-equation

methods). All of these employ the laminar flamelet paradigm and face somewhat

similar challenges. A brief description of each is provided below. Further details are

provided by Pitch [88].

1.6.1 Flame surface density methods

Methods that employ the filtered reaction rate equation have been proposed by

Boger et al. [4] and Hawkes and Cant [51, 52]. Such methods require modeling of

the flame surface density at the subgrid scales. That is, the transport equation for

the filtered reaction progress variable is [52]:

(1.30)
∂ρ̃c̃

∂t
+

∂ρ̃ûic̃

∂xi

=
∂

∂xi

(
ρ̃νt

Scsg

∂c̃

∂xi

)
+ ρuslΣsg

where Scsg is a subgrid scale Schmidt number. The notation (̃·) indicates an LES

filtering operation and (̂·) indicates a density weighted filtering operation. That is,

for any field quantity, q(~x), and filter kernel, H(~x− ~x′), on a domain F :

q̃(~x) =

∫

F

q(~x′)H(~x− ~x′)d~x′(1.31)

q̂(~x) =

∫

F

ρ(~x)

〈ρ〉 q(~x′)H(~x− ~x′)d~x′(1.32)

In Eq. 1.32, the filter kernel must be normalized such that:

(1.33)

∫

F

ρ(~x)

〈ρ〉 H(~x− ~x′)d~x′ = 1
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Closure of Eq. 1.30 requires a model for the subgrid flame surface density (Σsg).

To do so, Hawkes and Cant [51, 52] employ the subgrid filtered equivalent of the

flame surface density transport equation (Eq. 1.27), which takes the form:

(1.34)
∂Σsg

∂t
+

∂

∂xi

[(ûi + ((ũi)f − ûi) + s̃lni) Σsg] = ãtΣsg +
˜
sl

∂nk

∂xk

Σsg

here (·)f indicates that the property is conditioned on the flame surface. Note that

some properties (at, sl, n̂) are only defined on the flame and hence the subscript f

is unnecessary. This equation has several unclosed terms; any terms involving flame

front conditioned properties cannot be resolved by the LES and must be modeled.

To do so, models are generally derived based on RANS paradigms such as those

in Refs. [17, 38]. In Refs. [51, 52], the strain rate was broken into three parts

representing the effect of the resolved flow (at,∆), subgrid turbulence (at,sg), and

choice of c∗ (at,c). The terms representing the effect of the turbulence on the flame

were then modeled as:

at,∆ = (δij −mij)
∂û

∂xj

(1.35)

at,sg = Γ
(
~ξ
) √k

∆
(1.36)

where mij is representative of the filtered flame surface normal (analogous to ninj

in Eq. 1.21), Γ is a stretch efficiency function parameterized by ~ξ, and k is the

turbulence kinetic energy.

The subgrid curvature stretch rate was also decomposed into the contribution

from the resolved and subgrid turbulence and modeled as:

κc,∆ =
∂

∂xi

(sl(1 + γc∗)Mi) + sl(1 + γc∗)
∂Mi

∂xi

(1.37)

κc,sg = −αβsl
Σsg

1− c̃
(1.38)
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where ~M is representative of a filtered flame orientation, γ is a heat release parameter,

α is a resolution factor, and β is a constant.

Further details of the model terms can be found in Refs. [51, 52]. However, two

important features of the subgrid scale models must be highlighted. It is first noted

that α, β, sl, Γ, k, and Σsg are all positive quantities and that c̃ varies between zero

and one. Hence, the subgrid scale strain rate is exclusively positive and character-

ized by the stretch efficiency function. This function is very important and will be

discussed in detail below. Also, the model implies that subgrid scale flame curvature

is exclusively negative and proportional to the flame surface density. The accuracy

of these assumptions will also be analyzed.

1.6.2 Thickened flame models

Flame surface density models, while being a physically attractive solution, pos-

sess one particular difficulty: they attempt to track the propagation of the reaction

progress variable, c. However, changes in the c-field between reactants and products

occur over too short of a distance to be resolved on an LES grid; the flame is thin-

ner than the size of a cell. While various methods have been proposed to overcome

this, they are generally quite complex and expensive, involving explicit filtering or

adaptive meshes. An alternative solution has been proposed in which the flame front

is artificially thickened such that it can be resolved on a standard LES grid, while

leaving the laminar flame speed unaltered [22, 28]. This is done by proportionally

increasing the molecular and thermal diffusivity. In such a formulation, the thick-

ened flame can be explicitly tracked. However, the physics of the turbulence-flame

interactions are significantly altered.

For this approach, the effect of the turbulence-flame interaction must be modified

such that the net influence of the turbulence on the thickened flame is similar to
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what would occur in a real flame. That is, the propagation speed (or reaction rate)

of the thickened flame must reflect increases is the subgrid flame surface that no

longer appear. This essentially reduces to determining the subgrid scale turbulent

burning velocity or the subgrid flame surface area.

To do so, Charlette et al. [22] employ the subgrid wrinkling factor, Ξ, which is

linked to the subgrid turbulent burning velocity by:

(1.39)
st

s0
l

=
AT∆

∆2
= Ξ

They then apply flame surface density ideas in the subgrid to determine Ξ. That is,

instead of using the subgrid flame surface density to close the c̃ transport equation,

it was used to derive an estimate for the subgrid enhancement of the flame speed

that is not reflected by the wrinkling of the thickened flame. However, the transport

equation itself was not solved. Instead, a balance between the subgrid production

and destruction of Σ was assumed. The subgrid strain rate was then modeled in a

similar fashion to Eq. 1.36, setting:

(1.40) at,sg = Γ
(
~ξ
) u′∆

∆
= −κc,sg

where u′∆ is the subgrid root-mean-square velocity fluctuations. They then postu-

late a relationship between the subgrid wrinkling factor and the subgrid curvature,

yielding an equation of the form:

(1.41)
st

s0
l

= Ξ =

(
1 + min

[
∆

δ0
l

, at,sg

])β

where β may be allowed to vary.

Despite the differences between the Σ and thickened flamelet models, both ap-

proaches include a few similar assumption: the strain rate is positive and related

to the stretch efficiency function, the curvature is negative. In the former method
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the curvature is related to the subgrid flame surface density while in the latter it is

related to the strain rate. The validity of these assumptions is an important aspect

of these models that needs to be evaluated. Also, the assumption that the strain

rate and curvature locally balance must be assessed.

1.6.3 G-equation methods

An alternative approach that avoids the problems caused by the thinness of the

physical flame is to employ an artificial scalar field, typically referred to as G [112].

The flame is represented by a particular isosurface of the G-field, G(~x, t) = G0. The

reactants are identified by G < G0 and the products by G > G0. Since G is an

artificial scalar, it can be smooth on the LES grid. Furthermore, G only has physical

meaning at the flame surface; as long as the dynamics of this surface are accurately

prescribed, the dynamics of the remainder of the G field are unimportant.

The equation for the transport of G has been derived by several authors [58, 85,

87, 112]. Pitsch [87] proposes the following form:

(1.42)
∂Ǧ

∂t
+ ~̆uu · ∇Ǧ = (s̆lu + stu)|∇Ǧ|

In this equation, (̆·) represents a conditional averaging operation along the flame

surface. That is, ~̆uu represents the mean gas velocity at the filtered flame front on

the unburnt side of the flame. Hence, it is the velocity field into which the flame

is propagating. Similarly, s̆lu is the mean laminar flame speed on the unburnt side

of the flame. The subgrid turbulent burning velocity relative to the unburnt gas is

given by stu. This describes the increase in the propagation speed of the flame due to

the subgrid turbulence and, in the laminar flamelet regime, represents the increase

in subgrid flame surface area. Note that Ǧ does not designate a filtering operation

applied to the G-field, but simply the level-set representation of the filtered flame

24



front; G is smooth on the grid. If proper values are used for ~̆uu, s̆lu, and stu, the

G-field at Ǧ = G0 accurately mimics the dynamics of the real filtered flame.

These terms must therefore be properly modeled. The mean laminar burning

velocity along the filtered flame can be computed using models such as Eq. 1.29

or another appropriate correlation. However, the Ǧ transport equation still requires

models for the subgrid turbulent burning velocity and conditional velocity field on

the flame.

For the subgrid turbulent burning velocity, Pitsch suggested using an algebraic re-

lationship that recovers the Damköler limits at appropriate turbulence levels [87, 88].

However, as was discussed in §1.5.1, such relationships are unlikely to be sufficiently

general for an accurate model in the flamelet regime; they do account for transport

of flame surface area and are geometry dependent. Appropriate models for the tur-

bulent burning velocity will be discussed in §1.9. For the conditional velocity on the

flame surface, a density weighted filtering of the velocity field was proposed, however

this term will not be evaluated herein [87].

1.7 Previous models for the stretch rate

As can be deduced from the above discussion, accurately predicting the flame

surface area is essential to accurately simulating turbulent premixed combustion.

Models for the stretch rate are intrinsically necessary for flame surface density meth-

ods and may be necessary for G-equation methods if algebraic relationships for the

turbulent burning velocity fail. Such models are typically derived based on a similar

paradigm. A characteristic stretch rate for the turbulence is determined based on

standard modeling variables. For example, using the turbulence kinetic energy and

kinetic energy dissipation rate (ε), a characteristic stretch rate for the large scale
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turbulence is given by ε/k or, equivalently, by u′rms/L. A characteristic stretch rate

for the small scale turbulence is
√

ε/ν. In LES, different characteristic stretch rates

can be defined based on a combination of these parameters and the LES filter scale.

This characteristic stretch rate is then multiplied by constants or a function that

attempts to simulate the turbulence-flame interaction. Early models used a simple

constant or a combination of constants and global turbulence parameters such as ReL

[90]. However, DNS of two-dimensional vortex pairs impinging on a laminar flame

showed that the relationship between turbulence and stretch rate was more complex

than could be captured by these simple methods [74]. In particular, it was observed

that the stretch rate exerted by small vortices was less than expected based purely

on consideration of the velocity gradient magnitudes. These discrepancies have been

attributed to a variety of effects involving the evolution of the vortices and geometric

effects of the finite flame thickness.

The difference in the effectiveness of different scales in stretching the flame front

led to development of the Intermittent Turbulence Net Flame Stretch (ITNFS) model

[74]. Since then, the philosophy behind the model has remained largely unchanged

with some modifications being made to the detailed formulation in various imple-

mentations [22, 28]. At present, it is the only modeling paradigm available that

explicitly takes into account the physics of the turbulence-flame interactions.

The concept follows two basic steps:

1. Determine the effective stretch rate exerted by a canonical configuration of

vortices impinging on a flame front at a variety of different strengths and scales.

Use these to determine the stretch efficiency as a function of scale.

2. Determine the distribution of stretch rate over the range of scales in a turbulent

flow. The net effective stretch rate can then be computed by integrating over
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these scales.

This procedure results in the stretch efficiency function for a turbulent flow that

consists of flame-vortex interactions in the canonical configuration. This is the stretch

efficiency function used in the aforementioned LES methods.

However, the ITNFS model relies on many simplifying assumptions that produce

and unrealistic image of the turbulence and the turbulence-flame interaction. These

assumptions are inherent to the fundamental building block of the model. That is,

the geometry, evolution, and characterization of the turbulence-flame interaction at

a given scale are extremely simplified and do not accurately reflect real turbulence.

These aspects of the model and the inherent problems are discussed below.

1.7.1 The stretch efficiency of scale r in the ITNFS model

The ITNFS model was developed based on DNS of a simple, canonical turbulence-

flame interaction [74, 91]. The configuration involved the interaction between a two-

dimensional counter-rotating vortex pair characterized by a scale (r) and a speed

(vr), and a planar laminar premixed flame front characterized by the flame speed

and thickness as shown in Fig. 1.6. The length scale was designated as the distance

between the vortex cores and the velocity scale was defined as the maximum velocity

difference relative to s0
l . Details of the exact numerical configuration can be found

in Ref. [91].

The effectiveness of turbulence at a given scale at stretching a flamelet was ex-

pressed using a stretch-efficiency transfer function, Φ. This was defined as a function

of r/δ0
l such that:

(1.43) κ = Φ

(
r

δ0
l

)
vr

r

The characteristic stretch rate of the vortices was assumed to be vr/r. To estimate
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Figure 1.6: Canonical configuration for DNS of flame vortex interactions

Φ, the rate of increase in the total reaction rate over the computational domain was

determined. This was equated with the rate of increase in flame surface area. Hence,

the stretch efficiency transfer function was calculated to account for both the strain

and curvature components of the stretch rate simultaneously.

The data and curve fit from Ref. [74] are reproduced in Fig. 1.7. The curve was

fitted by the function:

(1.44) Φ

(
r

δ0
l

)
= 10−

0.545
s+0.364

where

(1.45) s = log10

(
r

δ0
l

)

As can be seen, there is considerable vertical scatter around the curve fit, partic-

ularly at low r/δ0
l . Hence, it is apparent that another parameter is significant in this

relationship or the characteristic strain rate of the vortices was incorrectly defined.

Colin et al. [28] considered an additional parameter, setting:

(1.46) κ = Φ

(
r

δ0
l

,
vr

s0
l

)
vr

r

Based on the same methodology as above, they proposed the following fit for their

28



10
0

10
1

10
−2

10
−1

10
0

r

Φ

(

r

δ
0

)

l

δ0
l

Figure 1.7: Stretch efficiency transfer function of Meneveau and Poinsot [74].

Φ:

(1.47) Φ

(
r

δ0
l

,
vr

s0
l

)
=

1

2

[
1 + erf

(
0.6

(
ln

(
r

δ0
l

)
−

(
vr

s0
l

)−1/2
))]

Charlette et al. [22] use a similar approach to Colin et al. [28], adding an ad-

ditional cutoff scale for weak vortices. That is, they do not allow vortices with a

characteristic strength of vr/s
0
l < 1/2 to stretch the flame. However, this cutoff is

fairly arbitrary. In fact, it should be completely accounted for in a properly formu-

lated transfer function as described by Eq. 1.47.

Despite these modifications, there are several fundamental issues in the determi-

nation of Φ not accounted for in any of these studies. Firstly, this simple model

for the turbulence geometry may not be sufficient. Turbulence does not occur solely

in isolated counter rotating vortex pairs but is very complex, consisting of coherent

structures of various size, shape, orientation, and grouping. Attempting to model the

turbulence-flame interaction using a single ‘building block’ turbulent structure is a
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large simplification and likely inadequate for a proper description; it is unlikely that

the strain rate exerted by geometrically different turbulent structures would be the

same even if they possessed a few similar characteristic properties. Furthermore, the

canonical geometry assumes that the only effect of turbulence is to generate exten-

sive (positive) strain and negative curvature. However, several studies have shown

that both negative strain rate and positive curvature often occur. Secondly, there

is no inherent reason that the stretching of a flame surface should be characterized

entirely by vortices. Vorticity is only one quantity of importance in a turbulent flow.

Hence, characterizing the turbulence-flame interaction solely based on vortex prop-

erties could lead to inaccurate results. Thirdly, vorticity in this simple configuration

does not evolve in the same manner as a complete three-dimensional turbulent flow

field. For example, it does not allow for vortex line stretching. Fourthly, treating

the strain rate and curvature stretch rate as a single entity may lead to inaccura-

cies. These processes are fundamentally different and may be related to different

properties of the turbulence. Finally, the use of preconceived vortices requires an a

priori decision of the vortex scales and strengths to be considered. While these can

be varied over a considerable range, they may not properly represent the turbulence

in a given flow.

1.7.2 The effect of a range of scales in the ITNFS model

Despite the problems with the fundamental building block of the ITNFS model,

the stretch efficiency transfer function thus devised can be used to model the effects

of a turbulent flow containing a range of scales on the flame front. To do so, the

efficiency of the individual scales is integrated across the scales present in the flow.
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This yields a net stretch efficiency function, Γ, such that:

(1.48) κ = Γκ∗

where κ∗ is some characteristic stretch rate of the flow. Three methods for performing

the integration have been proposed based on various descriptions of the turbulence.

However, in all cases the final stretch efficiency function followed the same general

trend.

Meneveau and Poinsot [74] employed an intermittent model for the turbulence. A

multi-fractal description of the intermittency was used to relate the local dissipation

at scale r with the mean dissipation. From this and Φ, the distribution of velocity

and the mean stretch rate at r was determined. This was then integrated to provide

a stretch efficiency function associated with turbulence scales below ∆:

(1.49) ΓMP =

(
∆

L

)2/3
cv

ln 2

∫ pmax

pmin

Φ

(
e−p L

δ0
l

)
ep(2/3−µ/9)dp

where p = ln(L/r) and µ ≈ 0.25 is the intermittency exponent. The constant cv was

included to match the model to experimental data and was set to 0.28.

Colin et al. [28] realized that the final changes brought about by considering the

intermittency of turbulence were minor. That is, the intermittency only contributes

a deviation of µ/9 ≈ 0.028 relative to 2/3 in the integrand of Eq. 1.49. With this in

mind, they utilized the standard Kolmogorov cascade, yielding:

(1.50) ΓCo =

(
∆

L

)2/3
cv

ln 2

∫ pmax

pmin

Φ

(
e−p L

δ0
l

, e−p/3

(
L

∆

)−1/3
u′∆
s0

l

)
e2p/3dp

As an alternative to using the velocity distribution, Charlette et al. [22] choose to

use the relationship between the strain rate and energy spectrum for homogeneous

turbulence. That is, they propose that

(1.51) κ2 = (ΓChκc)
2 =

(π

L

)3
∫ ∞

1

Φ

(
r(k)

δ0
l

,
vr(k)

s0
l

)2

k2E11(k)dk
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Here, the turbulence scale is given as the non-dimensional wave number k = L/r.

The one-dimensional longitudinal energy spectrum, E11(k), was assumed to follow

the Pao spectrum:

(1.52) E11(k) =
18

55

(π

L

)−5/3

ckε
2/3k−5/3h(k, ReL)

The universal Kolmogorov constant, ck was taken to be 1.5. The function h(k, ReL)

represents the Pao correction for the viscous cutoff:

(1.53) h(k, ReL) = exp

(
−3

2
ck(kπ)4/3 Re−1

L

)

From this, they derive a stretch efficiency function given by:

(1.54) Γ2
Ch =

18

55
ckπ

4/3

∫ ∞

1

Φ

(
1

k

∆

δ0
l

,
1

k1/3

u′∆
s0

l

)2

k1/3h(k, Re∆)dk

The stretch efficiency function of Charlette et al. [22] is presented in Fig. 1.8

for various ∆/δ0
l . As larger scales are included in the subgrid, the stretch efficiency

of the subgrid turbulence increases. This indicates that the large scales are more

effective at stretching the flame. This trend is identical to those produced by the

other methods [28, 74].

1.7.3 Problems with the ITNFS model

As mentioned above, there are significant problems both with this model for the

stretch rate and its implementation in combustion simulations. Namely, the geomet-

ric configuration of the turbulence-flame interaction is over simplified, the stretch

rate may not be properly characterized, the turbulence does not evolve properly, and

the straining and wrinkling of the flame are treated simultaneously. Furthermore,

despite the fact that the ITNFS model computes a stretch efficiency function, it is

typically employed as a strain efficiency function.
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Figure 1.8: Stretch efficiency function of Charlette et al. [22].

Fundamentally, using such a model for the turbulence-flame interaction implies

that the sole effect of the turbulence is to produce extensive (positive) strain rate on

the flame and generate negative curvature wrinkles; it is the only possibly allowed

by the canonical configuration. In reality this is not the case. A variety of studies

have measured the probability density functions (PDFs) of the flame curvature using

Planar Laser Induced Fluorescence (PLIF) and Mie scattering techniques [7, 42, 43].

Limited measurements of the instantaneous strain rate on a flame have also been

made using Particle Image Velocimetry (PIV) [42]. Similar PDFs have been con-

structed using DNS [18, 24, 97, 116]. In all cases, the results indicated a distribution

of strain rate and curvature that was both positive and negative. For the most part,

the mean strain rate has been positive while the mean curvature has been near zero,

though in some cases the mean strain rate was negative and the mean curvature was

positive [116]. This indicates that the effect of turbulence on a flame surface cannot
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be described by the canonical flame-vortex interaction of Fig. 1.6.

1.8 Previous models for the curvature stretch rate

As described above, the stretch efficiency function describes the total stretch

rate on the flame surface. However, in modeling applications it is typically used to

describe only the strain rate. Separate models are used for the curvature stretch

rate. For example, Eq. 1.40 postulates that a balance exists between the strain rate

and curvature stretch rate, whereas Eq. 1.38 assumes that the curvature stretch

rate is negative and proportional to the flame surface density. The latter may be

conceptually related to the canonical flame-vortex interaction of Fig. 1.6 which

creates solely negative curvature.

1.8.1 Problems with the models

The assumption that the curvature stretch rate is everywhere balanced by the

strain rate implies that there is no transport of flame surface area. That is, the

generation of flame surface area is equaled by the destruction everywhere. This

model possesses the same faults that are made in algebraic models for the turbulent

burning velocity and is discussed in §1.9.1.

Other models are based on a geometric argument: in order for the flame surface

area in a given volume to increase, the flame must become more wrinkled and there-

fore more curved. However, this argument ignores the fact that an unwrinkled flame

still has flame surface density. Furthermore, a wrinkled flame contains regions of

both positive and negative curvature. As the flame becomes more wrinkled both of

these increase. Hence, models for the total curvature stretch rate should reflect this

balance and how it changes with increased wrinkling.
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1.9 Previous models for the turbulent burning velocity

As mentioned in §1.5.1, the original goal of studying turbulence-flame interactions

was to determine a general relationship for the overall turbulent burning velocity

of an apparatus as a function of global turbulence parameters. In the thin flamelet

regime, such correlations generally take the form of Eq. 1.11. However, experimental

and computational results have indicated that obtaining such a global correlation is

likely impossible; the results are highly geometry dependent [36, 85]. Upon further

reflection, the reasons for this are obvious: the correlation attempts to relate the

global flame speed of an entire apparatus to certain characteristic properties of the

turbulence. However, these properties may be varying in space and time. The

relationship between the overall flame speed and turbulence will therefore depend on

the relationship between the spatial and temporal history of the turbulence at the

flame, which is particular to given experiment or simulation.

To avoid this issue, one may attempt to relate the local turbulent burning velocity

to the local turbulence. That is, one might create correlations that are not based on

overall properties of an apparatus, but location by location along the flame. This

is the methodology employed by Charlette et al. [22, 23], Knusden and Pitsch [58],

Peters [85], and Pitch, [87].

As described in §1.6.2, Charlette et al. [22, 23] relate the turbulent burning

velocity directly to the area of the wrinkled flames. They then devise a model for

the flame wrinkling factor based on the subgrid flame surface density. However, they

do not employ the Σ or Ξ transport equations. Instead they assume that a local

balance exists between the subgrid strain rate and curvature stretch rate and then

employ the stretch efficiency function. They therefore relate the flame wrinkling to
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the local, instantaneous turbulence via the modeled strain rate. A dynamic exponent,

β, is employed to add adaptability to the model.

Models for the turbulent burning velocity also have been developed for the level

set paradigm. Peters [85] derived such an algebraic equation by assuming equilibrium

production and destruction of flame area and employing various submodels. Pitsch

[87] derives the equation based on the subgrid flame brush thickness, once again

employing various submodels. In both cases the models are designed to recover the

Damköhler limits for large and small scale turbulence. The forms of these models

are similar, and in the notation of Pitsch [87] given by:

(1.55)
st

sl

= − b2
3

2b1Sct

νt

αu

sl

u′∆
+

√(
b2
3

2b1Sct

νt

αu

sl

u′∆

)2

+
b2
3νt

Sctαu

where the bi are model constants.

Knudsen and Pitsch [58] have also proposed a dynamic model for the turbulent

burning velocity. This is based on the requirement that the overall flame propagation

be independent of the filter used. From this, they develop a dynamic model in which

a parameter, α, is set by the filter and physical properties of the problem. However,

the turbulent burning velocity was once again related only to the local turbulence.

Analysis of this model was performed using DNS of a propagating material surface

in a constant density, isotropic, homogenous turbulent flow. It was shown that at

least a dynamic model is necessary to predict the turbulent burning velocity.

1.9.1 Problems with the models

From the earliest studies (§1.5.1) to the modern models described above, all alge-

braic descriptions of the turbulent burning velocity possess a common assumption:

the local turbulent burning velocity can be related to the local turbulence. However

this is not the case. The local wrinkling of a turbulent flame has a ‘memory’ of
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the previous wrinkling that it has undergone. Such a memory is clearly apparent

in turbulent Bunsen flames. These flames become significantly more wrinkled near

the tip, despite the fact that the turbulence intensity decreases in this region [42].

A relationship for the local turbulent burning velocity based entirely on the local

turbulence intensity would predict the opposite: as the turbulence decayed down-

stream, the flame wrinkling and turbulent burning velocity would decrease. As a

further example, if a highly wrinkled flame in a region of intense turbulence prop-

agated into a region of weak turbulence, it would still be wrinkled. These wrinkles

may naturally shrink due to kinematic restoration (Huygen’s principle) or grow due

to an instability. However, in either case, there would exist a time where a turbulent

burning velocity relation based on the local turbulence would in no way reflect the

actual geometry of the flame.

It therefore appears that algebraic relations such as Eqs. 1.11, 1.40, and 1.55 are

unlikely to be accurate. The turbulent burning velocity, flame surface area, or flame

wrinkling at a particular location is not only related to the local turbulence, but to

all the wrinkling of the flame that has happened previously and transported to that

location. Similarly, the local curvature stretch rate is not only related to the local

strain rate as postulated in §1.6.2.

1.10 The structure and dynamics of turbulence

The above discussion has focused on various aspects of the interaction between

turbulence and a premixed flame. As such, properties characterizing the structure

and behavior of the flame surface have been described. Little has been said however

regarding the turbulent flow itself; the only turbulence explicitly mentioned has

been simple vortices used for the canonical studies. Despite this, the details of the
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turbulent flow obviously play a key role in the dynamics of the flame. Hence, a brief

discussion of turbulence is in order.

A turbulent flow can, as like any other continuum flow, be described by the Navier-

Stokes equations. However, at high Reynolds number the non-linear inertial term

in these equation dominates the linear viscous diffusion term. This results in the

equations being non-deterministic; infinitesimal changes in the initial or boundary

conditions will result in completely different flow fields.

To describe the dynamics of a turbulent flow, it is common practice to decompose

the velocity gradient tensor into its symmetric and anti-symmetric components:

∇~u =
∂ui

∂xj

=
1

2

(
∂ui

∂xj

+
∂uj

∂xi

)
+

1

2

(
∂ui

∂xj

− ∂uj

∂xi

)
(1.56)

= Sij − Ωij

Here, S is the fluid dynamic strain rate tensor and Ω is the rotation rate tensor. The

components of Ω are the various vorticity components:

(1.57) ~ω = ∇× ~u

The transport equation for the vorticity in a reacting flow has been previously

derived and is given by [31, 77]:

(1.58)
Dωi

Dt
= Sikωk + ν

∂2ωi

∂xk∂xk

+
1

ρ2

(
εijk

∂p

∂xj

∂ρ

∂xk

)
+ ξ

where εijk is the Levi-Civita tensor, and ξ represents the effects of viscosity gradients.

The flame front manifests itself in this equation by both the baroclinic torque (third

term on right side) and ξ. It has been shown that the baroclinic torque acts to

attenuate vorticity in the reactants and generate oppositely signed vorticity in the

products, while viscosity gradient effects are small [77].
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The transport equation for strain rate has been derived in a non-reacting flow

[81], and can be extended to a reacting flow (see Appendix A):

DSij

Dt
= SikSkj − 1

4
(ωiωj − δijωkωk) + ν

∂2Sij

∂xk∂xk

(1.59)

− 1

ρ

∂2p

∂xi∂xj

+
1

2ρ2

(
∂p

∂xi

∂ρ

∂xj

+
∂p

∂xj

∂ρ

∂xi

)
+ ζ

where ζ represents the effects of viscosity gradients. While the influence of the terms

in this equation has not yet been studied, it is apparent that the flame affects the

strain rate field through at least the density gradient (fifth term on right side).

It is noted that the strain rate may also be represented by a diagonal matrix

or vector comprised of the eigenvalues of S. In this representation, the eigenvalues

represent the principal strain rates and the corresponding eigenvectors represent the

directions in which they are applied.

Consistent with the concept of the vortices in the canonical turbulence-flame

interactions studies, it is common practice to consider coherent structures in the

turbulence. For the purpose of this study, a turbulent structure at a particular

threshold value will be defined as a connected volume in which a specific turbulence

variable is above that value. For example, a region of concentrated vorticity is a

vortical structure while one of concentrated strain rate is a strain-rate structure.

Obviously, such a definition requires the use of an arbitrary threshold. To avoid this,

some studies of turbulence have used local criteria to seek out vortex tubes and/or

sheets (e.g. Refs. [30, 53]); a binary criterion was used to determine if a particular

point in the flow is part of a structure and a structure was defined as a collection of

such points. These local methods have the advantage of providing a mathematically

rigorous definition of the turbulent structure that does not require the arbitrary

threshold. However, the threshold method also has many advantages. Firstly, it
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allows any geometry of structure to be identified; it is not restricted to searching

for vortex tubes or sheets. Also, by varying the threshold value, the geometry of

different scales of the turbulence can be observed. At higher thresholds the fine

scale (dissipative) structure is apparent, while at lower thresholds the intermediate

scale (inertial) structure is observed. Thirdly, by thresholding a particular turbulence

quantity, that quantity can be studied directly. Local methods do not generally study

vorticity or strain-rate directly. Furthermore, a variety of studies have shown that

the geometry of the vortical structures educed by the local methods and thresholding

are very similar [21, 37].

A detailed review of the dynamics of Eqs. 1.58 and 1.59 which govern the be-

havior of these structures is beyond the scope of this work (see for example Refs.

[75, 81]). However, a few simple observations can be made to aid in visualization

of the fields. Firstly, high-intensity (fine scale) vorticity and strain-rate structures

tend to be geometrically different. While vorticity tends to concentrate into ‘tube’-

or ‘worm’-like structures at the small scale, strain-rate structures tend to be both

amorphous (‘blob’-like) and ‘sheet’-like. Secondly, vorticity and strain-rate struc-

tures may be spatially distinct or may overlap. Hence, the same parcel of fluid may

contain different information depending on how it is viewed and isolating the im-

portant turbulent structures is necessary. Thirdly, the flame affects both forms of

turbulent structure as they pass through. In the case of vorticity, the baroclinic

torque decreases the strength of the incoming vortical structures and may attenu-

ate them completely. Furthermore, flame-generated vorticity of opposite sign to the

incoming vortices may be generated in the products. As will be seen in Chapter

IV, the flame also acts to attenuate strain-rate structures. However, there does not

appear to be any flame-generated strain rate in the products. Studies of canonical
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interactions between strain-rate structures and a flame front are needed to better

understand the processes involved.

1.11 Stretch induced by the hydrodynamic instability

The stretching of the flame front has thus far been associated with velocity gra-

dients manifesting themselves as turbulent fluctuations in the reactants. However,

in turbulent premixed flames there is another source of velocity gradients: the flame

front itself. The curved flame induces velocity gradients in the reactants due to

continuity and thermal expansion requirements. These velocity gradients are the

mechanism behind the hydrodynamic instability, which was first described indepen-

dently by Darrieus [33] and Landau [61]. They predicted that an infinitely thin flame

front would be unconditionally unstable to any wavelength perturbation.

A good physical interpretation of the mechanism causing this phenomenon is given

by Williams [111]. Consider an infinitely thin planar flame propagating at s0
l into the

reactants. As the unburnt gases pass through, they expand due to heat release. This

expansion and the related acceleration occur in the direction normal to the flame

front. If a small perturbation is made to the flame, as in Fig. 1.9, the acceleration

remains entirely normal to the flame; the tangential component of velocity is con-

served. Hence, as streamlines pass through the flame they deflect towards the flame

normal direction. As perturbations in the streamlines must disappear far away from

the flame (a stream tube of area A far upstream of the flame will have the same area

far downstream due to continuity) streamlines must diverge and converge around

the curved flame as shown. This results in a difference in reactant velocity upstream

of the negatively and positively curved regions in such a fashion that the wrinkle

amplitude grows. For a constant speed wave, the growth rate is proportional to the
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Figure 1.9: The hydrodynamic instability mechanism

difference between these velocities. The growth rate is therefore dependant on both

the expansion (acceleration) across the flame and the curvature.

In the linear small perturbation limit, the curvature is unimportant and the growth

rate (ς) of a disturbance with wave number k can be determined from a dispersion

relationship as [33, 61]:

(1.60) ς = s0
l k

[
−γ +

√
γ3 + γ2 − γ

γ + 1

]

where γ = ρu/ρb. Since γ > 1, the disturbance is unstable to all wave length per-

turbations. Obviously some effects are missing from this analysis as stable laminar

flames are commonly created in laboratories. Hence, numerous modifications, ex-

tensions, and corrections to the theory have been made to account for a variety

of effects, mostly associated with diffusion across curved streamlines (e.g. Refs.

[27, 70, 73, 100]). These show that differential diffusion and buoyancy may stabilize

perturbations.

In weakly turbulent flames, measurements and simulations have shown the hy-

drodynamic instability to be significant in setting the scale of flame cells, controlling
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the turbulent burning velocity, and causing flame-generated vorticity [16, 83, 116].

Yuan et al. [116] showed that the turbulent burning velocity in such cases fluctuated

in a periodic manner. As the turbulence intensity was increased, these fluctuations

became more random; turbulence initiated the majority of flame surface area gener-

ation. However, even in such cases the mechanism responsible for the hydrodynamic

instability is always present. Analytic work by Bychkov [15] has shown the signifi-

cance of the hydrodynamic instability and turbulence working in concert for strongly

corrugated flames. That is, as stronger turbulence creates larger corrugations in a

flame surface, the hydrodynamic channeling of flow also increases. Hence, straining

of the flame caused by this channeling may be significant over a considerable range

of conditions.

From the phenomenological description of the hydrodynamic instability in Fig.

1.9, it is apparent that the growth of the disturbance can be interpreted in terms of

the stretch rate. As the streamlines converge in the negatively curved region, they

are applying a compressive (negative) strain rate to the flame. The converse it true

in the positively curved regions. There is therefore a positive correlation between

strain rate and curvature. The change in area of the disturbance can be seen as the

negatively strained region being pushed into the products by the positively strained

regions, and the resulting wrinkled flame propagating normally to itself.

Note that the flow pattern induced by the hydrodynamic instability must be

irrotational; the flame is not a source of vorticity in the reactants. Hence, the

velocity gradients causing strain due to this mechanism do not appear as vorticity;

they must appear as fluid dynamic strain rate. There is therefore a source of fluid-

dynamic strain rate associated with the flame that can manifest itself a distance from

the front itself. It is suspected that this source is the pressure Hessian (fourth term
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on the right of Eq. 1.59). All other terms appear to only effect the local fluid as it

passes through the flame. However, the curved flame may send pressure waves into

the reactants that generate fluid dynamic strain rate in the flow pattern shown in

Fig. 1.9. However, this validity of this description is not analyzed in this work.

Regardless of the exact fluid dynamic mechanism, the significance of the hydro-

dynamic instability for generating flame surface area in a turbulent flame is still

unknown. To date, there have been very few attempts to include this effect in tur-

bulent combustion simulations. Paul and Bray [84] included a source of the form:

(1.61) κHD = b1

[
1− F

(
u′

s0
l

)]
G

(
γ,

u′

s0
l

,
L

Λn

)
s0

l

Λn

where b1 is a constant and Λn is the neutral wavelength [16]. The function F was

designed such that the significance of the hydrodynamic instability drops to zero as

the turbulence intensity increases. The function G describes the instability and is

related to the characteristic length scale of the wrinkling by:

(1.62) G

(
γ,

u′rms

s0
l

,
L

Λn

)
= lim

u′rms/s0
l→0

(
Λn

Λc

)

where Λc is a characteristic wrinkle length scale.

As can be seen, this model treats the strain rate due to the hydrodynamic instabil-

ity as a low turbulence intensity effect; both F and G are related to weak turbulence.

However, as described above, large scale wrinkling associated with strong turbulence

will increase the velocity gradients and strain rates associated with the hydrody-

namic instability mechanism. Hence, it is unlikely that this model properly captures

the straining due to this mechanism in stronger turbulence. The significance of this

straining must be investigated to determine if it is an important source. This issue

will be briefly addressed in this work.
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1.12 Objectives

In this Chapter, a review has been presented of the turbulent premixed flame

theory that is necessary for the remainder of the dissertation. The flames considered

were those identified as thin flamelets in the regime diagram. The majority of the

behavior for such flames is dictated by the increase in reactive surface area as they

are stretched by the turbulence. Accurate descriptions are therefore required for

the mechanisms that generate this area. However, it was also shown that present

descriptions are unlikely to properly reflect the actual physical processes occurring

in turbulent flames; they are based on extremely simplified vortex-flame interactions

that do not reflect real turbulence. Hence, models and modeling paradigms based

on these simple ideas are also unlikely to be accurate.

It is therefore apparent that measurements of real turbulence-flame interactions

are necessary. This would allow the mechanisms with which turbulence effects the

flame to be directly observed. However, to do so requires simultaneous temporally

resolved measurements of a turbulent flow field and flame surface topography, which

has not been previously accomplished. To do so, two new diagnostic techniques

were developed: Cinema-Stereoscopic PIV (CS-PIV) and Orthogonal-Plane Cinema-

Stereoscopic PIV (OPCS-PIV). These were employed in a turbulent slot Bunsen

flame and represent the first application of temporally resolved diagnostics for the

study of real turbulence-flame interactions; it is the first application of OPCS-PIV

in general.

Using these diagnostics, the first objective of this dissertation was to evaluate the

mechanistic description of turbulence-flame interactions that is predicted to occur if

the canonical vortex-pair configuration is accurate. It was found that this configu-
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ration did not accurately predict the effects of real interactions. A new description

was therefore developed. This was based on analysis of the strain rate equation and

confirmed from the measurements. Furthermore, the appropriateness of using any

canonical turbulence geometry (or range thereof) to develop models was evaluated

and found the be inadequate.

The second objective of the dissertation was to evaluate and develop models for the

various unclosed terms in turbulent combustion simulations. Hence, a new method of

investigating turbulence-flame interaction was developed that directly measures the

subgrid processes that must be modeled in LES and does not stipulate an interaction

geometry. Using this method, the models and modeling assumptions described above

were tested against the measured data. It was found that the previous models pos-

sessed incorrect assumptions that made them inaccurate. Where appropriate, new

models were developed that accurately describe real turbulence-flame interactions

and fit the measured data. These new models can easily be implemented in vari-

ous simulation algorithms and should provide a marked improvement in accuracy.

However, in some cases the basic modeling assumptions were found to be inher-

ently inaccurate. In these cases, the incorrect assumptions were explained and the

consequences for various simulation methods described.
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CHAPTER II

Experimental Approach

Investigation of turbulence-flame interactions requires simultaneous measurement

of the temporally evolving turbulent flow field and flame surface topography. This has

previously been accomplished in two-dimensional laminar flame/vortex experiments

using simultaneous single-shot Particle Image Velocimetry (PIV) and Planar Laser

Induced Fluorescence (PLIF) [77, 99]. Pseudo-temporal resolution was obtained by

repeating the experiment and taking measurements at different times. The highly

repeatable nature of the simple flow allowed construction of a time-sequence from

instantaneous single-image measurements. Furthermore, the two-dimensionality of

the flame and flow allowed all velocity components and the complete flame orientation

to be deduced from two-component planar measurements. However, this approach

is obviously impossible in real turbulence.

In turbulent flames, simultaneous measurements of the instantaneous velocity

field and flame location have also been performed by combining PIV with PLIF

and Rayleigh scattering techniques [26, 42, 86, 107]. However, temporally resolved

measurements have not been obtained. To study the dynamics of real turbulent

flames requires measurements to be taken at rates on the order of a kilohertz. This

in turn requires lasers and cameras able to operate at these rates with sufficient
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power and resolution respectively. Furthermore, efficient data processing algorithms

and hardware are required to handle the volumes of data recorded by such systems.

These problems are compounded by the need to address three-dimensional effects.

This dissertation presents the first temporally resolved measurements of turbulence-

flame interactions and the associated straining and wrinkling processes in an actual

turbulent flame. These were obtained by employing two separate diagnostics to a tur-

bulent slot Bunsen flame. The first technique, Cinema-Stereoscopic PIV (CS-PIV),

provided three-component vector fields in a plane parallel to the bulk flow direction.

This diagnostic had high spatial and temporal resolution, along with a large field

of view. The CS-PIV data were used for the majority of the phenomenological and

statistical analysis. The second technique, Orthogonal-Plane Cinema-Stereoscopic

PIV (OPCS-PIV), allowed reconstruction of the full three-dimensional velocity gra-

dient field. This gave insight into the three-dimensional nature of the interactions.

It also allowed evaluation of the error inherent in using the planar CS-PIV data to

analyze 3D phenomena. However, the 3D data from the OPCS-PIV system were

inappropriate for the majority of the quantitative interaction analysis due to inaccu-

racies inherent in the temporal reconstruction methodology (see §2.3). Furthermore,

the OPCS-PIV diagnostic had lower spatial resolution and a smaller field of view

than the CS-PIV. Hence, the high-accuracy, planar measurements were employed for

detailed quantitative analysis. The lower-accuracy, pseudo-3D measurements were

used for qualitative insight, to provide a link between the planar measurements and

the true 3D fields, and to analyze instantaneous 3D statistics. In all cases the flame

surface topography was measured from the gradient of the particle images. The

details of the experiment along with these diagnostic techniques are provided below.
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Figure 2.1: 2D slot Bunsen burner with side burners. W = 25mm, L = 50mm. The origin of the
coordinate system is centered in the middle burner at the x-plane in which the flame is
anchored.

2.1 Experimental Configuration

The flame studied was stabilized on the collection of three slot burners shown in

Fig. 2.1. The Bunsen flame of interest was stabilized on the central burner. The

bulk velocity and equivalence ratio of the center burner varied for the CS-PIV and

OPCS-PIV test cases. Specific flow conditions are described in §2.2.1 and 2.3.1.

However, in all cases the burner configuration was identical. The two outer burners

stabilized short, grid flames and provided coflowing hot products. The flow rate

through these burners was set such that the mean downstream velocity profiles of

the products in both the central and side burners closely matched. This minimized

the effects of shear on the flame dynamics. Furthermore, the equivalence ratio of the

side burners was set to match the center burner, reducing gradients in composition

and temperature. Flow rates were controlled using metered choked orifices and the

experiment was conducted at approximately 295 K and 1 atm.

The primary turbulent fluctuations in the central burner were generated by means

of a slot grating placed 1 cm upstream of the flame stabilization plane. A loose wire

mesh was installed downstream of this grating to break up the large recirculation
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Figure 2.2: Experimental configuration containing CS-PIV system and burners. HWP - half wave
plate, PBS - polarizing beam splitter.

zones and prevent flame stabilization on the grating. This combination provided

strong fluctuations in all directions, with no mean out-of-plane velocity. Detailed

characterization of the turbulent flow field is given in §3.1.

2.2 Cinema-Stereoscopic PIV

Temporally resolved planar velocity measurement have the potential to answer

many open questions in fluid dynamics and combustion. For example, early cinema-

PIV measurements by Upatnieks et al. studied the lift-off of turbulent jet flames

[109]. Cinema-stereoscopic PIV measurements have been made by Ganapathisub-

ramani et al. in a non-reacting flow to study the structure of turbulence [44, 45].

Recent work by Boxx et al. has used CS-PIV combined with OH-PLIF to observe the

dynamics of a lifted turbulent jet flame [6]. However, this work represents the first

use of such diagnostics for the study of flame dynamics, as well as a great improve-

ment in spatial resolution and accuracy. Orthogonal-Plane Cinema-Stereoscopic PIV

measurements (§2.3) previously have not been made.

Employing high-speed laser diagnostics for the detailed study of flame dynamics

demanded a balance between conflicting requirements while achieving sufficient ac-

curacy for all velocity components. That is, it was necessary to achieve a field of
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Phantom v9.0 cameras

slot burners (not in position) targeting grid

Figure 2.3: CS-PIV camera configuration.

view and frame rate sufficiently large to track the progress of the turbulence and

capture the resulting flame motion, while obtaining sufficient resolution to identify

the small scale turbulent structures. The signal quality was dependant on the par-

ticle image quality, and consequentially on the focus and light collection ability of

the camera/lens system. This was greatly affected by the low pulse energy of the

high-rep-rate lasers and the requirement to filter flame chemiluminescence. Hence,

it was necessary to optimize several factors including camera resolution, camera and

laser frame rate, magnification, flow speed, stereo configuration, sheet dimensions,

and PIV particle properties.

The CS-PIV system is shown schematically in Fig. 2.2. The diagnostic was

configured with the laser sheet parallel to the flow in the x− y plane at z = 0. This

allowed the flame surface wrinkling to be captured and is analogous to the view in

the canonical 2D studies.
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Figure 2.4: Individual CS-PIV camera translation system.

An angular stereoscopic camera arrangement was employed as shown in Fig. 2.3.

The angle between the laser sheet normal and the lens axis was approximately 35◦.

However, in order to maintain focus across the laser sheet at the acute viewing angle

the lens and camera planes could not be parallel; the object, lens, and camera planes

needed to meet at a single point as dictated by the Scheimpflug criterion [94]. The

different orientations of these planes created a perspective distortion across the field

of view that had to be corrected. The required calibration was performed using the

LaVision DaVis 7.0 software package and is described in §2.6.

The cameras were placed in a dual forward scatter configuration to increase light

gathering and maximize the useful field of view [94]. Alignment of these fields of

view was achieved by placing the Scheimpflug mounts on two axis translation stages

and lab jacks (Fig. 2.4). This allowed the fields of view to be precisely aligned by

translating the camera systems. Stabilization of the camera lenses was achieved by
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supporting them with precision aligned ball transfers.

The two cameras used were Phantom v9.0s (Vision Research), which could cap-

ture images with a maximum resolution of 1632 x 1200 at frame rates of over 1 kHz.

Higher frame rates are possible at lower resolution. A pair of ORC-1000 high-rep-rate

Nd:YAG lasers (Clark-MXR), capable of producing 8 mJ per pulse of 532 nm light

at several kilohertz, were used to create the light sheets. The beams from the two

lasers were polarized orthogonally to each other and combined using a polarization

based system. This avoided the high losses common to non-polarizing systems. To

eliminate the difference in scattering from the S- and P-beams, the polarization was

then rotated 45◦ by a half wave plate [14]. A sufficiently thin sheet was produced

by first passing the laser beam through a 5x Galilean telescope. This provided suf-

ficient vertical and horizontal expansion such that when the beam was subsequently

contracted, a sheet with a full-width at half-maximum of approximately 300 µm and

a usable height of 20 mm was created.

The flow was seeded with silica-coated TiO2 particles (Huntsman A-PP2), which

survived passage through the flame. This allowed vectors to be computed in the

reactants and products simultaneously. Properties of these particles and the seed

selection process are detailed in §2.7. During the experiment, the seed density was

adjusted in real-time to provide an optimal balance between valid PIV vectors in

the reactants and products. That is, the seed density was set to be slightly higher

than optimal in the reactants, resulting in a slightly lower than optimal level in the

products after expansion. This provided sufficient particles for accurate vector deter-

mination throughout the flow field. Scattered light from the particles was collected

into the cameras using Micro-Nikkor 105 mm lenses operating at f/8.0. Narrow

bandpass filters were placed in front of the lenses to remove chemiluminescence from
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Figure 2.5: Timing diagram. Di are delay generators, Ci are cameras, and Li are lasers.

the flame.

A balance between field of view, frame rate, resolution, and flow speed was found

with the cameras operating at a resolution of 672 x 1120 pixels and a frame rate (rf )

of 2222 Hz. Particle image pairs of a 12.8 mm x 18.2 mm field of view were obtained

every 0.9 ms. With the long axis aligned with the principal flow direction, this allowed

approximately 13 images of an eddy convecting at 1.5 m/s to be obtained. Frame

straddling was employed and the time delay (∆tPIV ) between correlated particle

images was set by the laser pulses as 40 µs. A timing diagram describing the operation

of the system is provided in Fig. 2.5. Data was collected in spans of approximately

1 s, resulting in over 4000 images and 3.5 GB of data per run.

The spatial cross correlation and consequent velocity components were computed

using the LaVision DaVis 7.0 software package. A multi-pass vector evaluation tech-

nique was employed with interrogation box sizes decreasing from 32 x 32 to 16 x 16

pixels with a 50% overlap. This resulted in a roughly cubical interrogation volume

with a box size of approximately 280 µm and a vector spacing of approximately

140 µm. The adequacy of the dynamic range to accurately measure both reactant
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Parameter Value
Camera frame rate 2222 Hz
Temporal resolution 0.9 ms
∆tpiv 40 µs
Stereo angle 35◦

Camera resolution 1120 px x 672 px (x× y)
Field of view 18.2 mm x 12.8 mm (x× y)
Interrogation box 280 µm
Vector spacing 140 µm
Seed material silica coated TiO2

Nominal seed diameter 0.15 µm

Table 2.1: CS-PIV parameters.

Case φ u′rms/s0
l L/δ0

l Ma Le
1 0.6 3.1 9.3 < 0 1.0
2 0.7 1.7 16 ≈ 0 1.0
3 1.35 1.8 15 > 0 1.0

Table 2.2: CS-PIV test conditions

and product velocities was confirmed by systematically varying ∆tPIV . It was found

that the flow statistics were unaltered by this parameter in the range of the selected

value. The number of spurious vectors was less than 1.5% in both the reactants and

products. A summary of the optimized CS-PIV parameters is given in Table 2.1.

2.2.1 CS-PIV test conditions

For the CS-PIV measurements, the center burner was provided with methane-air

mixtures of various equivalence ratio at a bulk velocity of 1 m/s. The equivalence

ratio was varied between 0.6 and 1.35. Specific conditions are given in Table 2.2,

in which the flame speed and thickness are normalized by the root-mean-squared x-

velocity fluctuation and turbulence integral scale determined below. By comparison

with Fig. 1.1, the flames can be seen to fall within the thin flamelet regime.

The conditions were selected to highlight the different regimes of preferential dif-

fusive instability associated with lean and rich methane-air flames and characterized

by the Markstein number. As a flame is stretched, differential diffusion between the

different reactants and/or heat causes certain flame segments to accelerate or decel-
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erate. The correlation between the stretch rate and this distribution of flame speeds

causes flame wrinkles to either grow or shrink. A negative value of Ma is associated

with a diffusively unstable flame and vice versa. Case 2 (Ma ≈ 0) was selected such

that the local flame speed remained essentially unchanged regardless of the stretch

rate. The specific equivalence ratio for Case 3 was selected such that the unstretched

laminar flame speed, as computed by Chemkin, was close to that of Case 2. The

methane-air mixtures tested possessed Lewis numbers of approximately unity. This

effectively eliminated the thermo-diffusive effects of stretch rate on the flame speed.

Hence, variations in the flame speed were related to preferential-diffusive as opposed

to thermo-diffusive imbalances.

When studying turbulent flows, it is important to consider the range of scales

present. The largest scales of the turbulence are characterized by the integral length

scale, defined as integral of the velocity autocorrelation. This correlation was de-

termined from Laser Doppler Velocimetry measurements (described in §2.8) at the

center of the burner, near the exit plane. Due to interference by the burner geometry,

measurements could not be taken precisely at the exit. Hence, the measurements

were taken 1.5 mm downstream ((x, y, z) = (0, 0, 1.5)). At this location, 2 × 105

data points were obtained over a time span of ∆tLDV = 100 s. The temporal auto-

correlation:

(2.1) ρ(τ) =
u′(t)u′(t + τ)

u′(t)2

was then calculated. This is shown in Fig. 2.6.

The longitudinal temporal integral scale in the x-direction was then calculated

from the correlation. In the low Reynolds number limit, the integral scale can be
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Figure 2.6: Temporal longitudinal velocity auto-correlation in the x-direction at the origin.

determined by integrating ρ(τ) or fitting it to a Gaussian of the form:

(2.2) ρ(τ) = e
π
4

(
τ

τL

)2

In the present data, ρ(τ) did not asymptote to zero as expected, but to approximately

0.02 (likely due to experimental noise). Hence, the integral would yield infinity. The

integral scale was therefore calculated from Eq. 2.2. A least-squares fit was performed

to the data, which yielded an integral time scale of τL = 1.8 ms. The integral length

scale was then calculated using the mean velocity at this location (u = 1.13 m/s)

such that:

(2.3) L = uτL

This process mapped the temporal data to spatial data and yielded L = 2.0 mm.

Based on this, the integral scale Reynolds number at the exit was ReL = 150.

This is lower than is typically considered for fully developed turbulence. However,
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due to laser and camera limitations it was the largest Reynolds number that provided

the desired spatial and temporal resolution as will be seen below.

The small scales of the turbulence can be characterized in several ways. The

Taylor length scale is defined from the parabola with the same curvature as ρ(τ) at

the origin:

(2.4) τT =


 −2(

d2ρ(τ)
dτ2

)
τ=0




1
2

Using the temporal autocorrelation, this yielded a temporal Taylor scale of τT = 0.81

ms and Taylor length scale of λT = 0.91 mm. According to scaling arguments, the

longitudinal Taylor scale is related to the integral scale by [34]:

(2.5)
λT

L
≈
√

15
√

2 Re
−1/2
L

With the above parameters, this yielded Taylor scale of approximately 0.89 mm,

which is in good agreement with the measurement.

However, the Taylor scale is not representative of a particular physical scale in the

turbulence. The smallest scales are represented by the Kolmogorov (λk) or viscous

(λν) length scale. The Kolmogorov scale is derived based on dimensional arguments

and given by λk = (ν3/ε)1/4. The dissipation rate is related to the mean turbulence

by [93]:

(2.6) ε = 30ν
u′2

λ2
T

At the measurement location, u′2 = 0.11 m2/s2 and ε = 63 m2/s3. This yielded a

Kolmogorov scale of approximately 0.088 mm. The kinematic viscosity, ν, was taken

to be that of air at the unburnt gas temperature, which was 1.5e-5 m2s−1

The viscous scale represents the viscous-diffusive balance that sets the smallest

physical scales of the vortical structures. Buch and Dahm [12, 13] and Mullin and
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L λT λν λk ReL

2.0 mm 0.91 mm 0.52 mm 0.088 mm 150

Table 2.3: CS-PIV turbulence scales at (x, y, z) = (1.5, 0, 0).

Dahm [80] have shown this scale to be proportional to the Kolmogorov scale and

approximately 5.9 times greater. This is consistent with the results of Jiménez et al.

[55] and Ganapathisubramani et al. [45], who reported their smallest scale vortical

structures as 6λk − 11λk. Hence, λν = 0.52 mm at the measurement location.

The viscous scale can also be computed using the scaling relation [12, 13]:

(2.7)
λν

L
≈ 11.2 Re

−3/4
L

This yields a viscous length scale of approximately 0.52 mm, which is in agreement

with the previously calculated value. The turbulence scales are summarized in Table

2.3. It should be noted that the range of scales in this flow is less than one decade due

to the low Reynolds number. While this issue does not affect the phenomenological

results (Chapters IV and V), it does restrict the range of scales considered for model

development (Chapter VI).

Using the Nyquist-Shannon sampling theorem, this turbulence field would be

completely resolved by measurements with spacing of approximately 260 µm. While

this is larger than the vector spacing in the present measurements, the velocity

computations were made using an interrogation box window that was twice the

vector spacing; the data set was twice over sampled. Hence it is possible that the

smallest scale structures were not completely resolved by the present diagnostic.

However, a variety of studies have shown that the smallest scales are not responsible

for the majority of flame stretch [22, 28, 74]. This is likely due to their short life

time, particularly in the vicinity of a flame front.

The smallest turbulent structures that were properly resolved by the CS-PIV
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were determined by tracking small vortical structures in time. A typical measured

turbulence field and the method for computing the vorticity are described in §2.2.2.

The characteristic length of these structures was determined by computing the area

(As) and perimeter (Ps) in which the vorticity remained greater that half the peak

within the structure. The length scale was then determined as:

(2.8) ls =
4As

Ps

If a structure was present for a minimum of two frames, it was considered to be

properly resolved. The considered data set was restricted to cases where the structure

existed in a region with out-of-plane velocity, w < 0.05 m/s. Hence, the structures

could convect a maximum of 450 µm out of the measurement plane between frames.

This largely eliminated erroneous disappearance of structures due to out of plane

convection. It was found that structures with a characteristic size in the range of

560 µm (four data points) appeared in multiple frames for approximately 85% of

the observed cases. The remaining 15% were either dissipated, passed out of the

interrogation plane between frames, or were noise. It should also be noted that the

size of the structures reported were only their image in the interrogation plane; the

full 3D structure could have a different scale. To reduce this effect, care was taken

to study vortical structures that appeared as isolated, roughly circular images. This

was the profile expected of ‘tube-like’ viscous scale structures oriented normal to the

plane.

2.2.2 CS-PIV data reduction and typical results

In order to acquire the desired information on turbulence-flame interactions, it was

necessary to obtain images of the turbulent flow field, visualized in various manners

and computed from the measured vector fields, interacting with the flame surface.
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As mentioned previously, computation of the three-component velocity field from the

particle images was performed using the LaVision DaVis 7.0 software package. The

numerical process for this was internal to the software, typical for stereo-PIV, and

not discussed in detail here (see eg. Ref [94]). The extraction of the flame surface

topography from the particle images involved a complex numerical procedure. This

is described in §2.5.

Post-processing of the measured data to obtain visualizations of the turbulence

field involved taking various gradients of the vector fields. As described in §1.10,

it is common to decompose the velocity gradient field into a rotational component,

Ω, and irrotational component, S. Recall that the elements of Ω are the vorticity

components. It will later be shown that turbulence manifesting itself as rotation

or strain have distinct effects of the flame surface dynamics (§4.4). Hence, these

quantities must be computed from the data.

From the planar measurements, only the out of plane component of vorticity (ωz)

could be measured. The in-plane normal and shear strains (S11, S22, and S12) also

were directly measurable. Furthermore, in regions away from the flame the continuity

equation could be employed, allowing S33 to be determined from S11 and S22. Note

that the stereoscopic aspect of the diagnostic did not allow computation of any

additional terms in either Ω or S. However, the third component was necessary for

restricting the usable data to cases where 3D effects were minimal. This restriction

is described in detail in §4.2.

For each of these quantities, various numerical schemes can be used to compute

the required velocity derivatives. These include standard finite difference schemes,

Richardson extrapolations, and least squares methods. However, physical insight

into the quantities of interest can lead to numerical schemes that are more accurate
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and possess less noise. These methods utilize the relationship between circulation,

vorticity, and strain rate to determine ωz, S12, and S33. Raffel et al. [94] have shown

these methods to reduce both the noise and uncertainty in the computed quantities.

Hence, circulation methods were used where applicable; the specific numerics are

provided in Ref. [94]. The remaining normal strain rates, S11 and S22, were computed

using a standard second order central difference method. A 3 x 3 Gaussian filter was

applied to all vector fields before computation of the vorticity and strain rate to

reduce high frequency noise.

A typical time sequence of turbulence interacting with the flame surface is shown

in Fig. 2.7. The turbulence is visualized both in terms of the vorticity (ωz, 2.7(a))

and strain rate (S = resolved component of (SijSij)
1/2, 2.7(b)). The flow is from

bottom to top and the time between frames is 0.9 ms. In this sequence, the boxed

region of turbulence contains two counter-rotating vortical structures and a single

strain-rate structure. As the vorticity interacts with the flame, it is attenuated and

vorticity with opposite sign is generated in the products. The strain rate structure

also interacts with the flame and is attenuated. During these processes, the flame

surface is strained and wrinkled. It should be noted that the flame front manifests

itself in the S fields as a region of high strain due to the acceleration of the gas

through the flame (i.e. ∇ · ~u > 0). However, this strain rate is not a result of the

turbulence and hence not the focus of this work. Turbulence-flame interactions such

as this will be studied in further detail in Chapter IV.

2.2.2.1 Experimental uncertainty

The measurement of interactions such as that shown in Fig. 2.7 are subject to

experimental uncertainty from two sources, both of which are inherent to the PIV

method of determining velocity fields. Firstly, there is an error associated with ac-
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(a) ωz contours between -700 s−1 (blue) and 700 (red) s−1. The flame is the
thick black line. The vortical structures in the boxed region are attenuated
as they interact and flame generated vorticity is apparent in the final frame.

(b) S contours between 0 s−1 (blue) and 1000 s−1 (red). The flame is the
thick yellow line. The strain rate structure in the boxed region is attenuated
by the flame, which appears as a thick region of large S due to gas expansion.

Figure 2.7: Example time sequence of turbulence interacting with the flame surface from CS-PIV.
Field of view is 5.9 mm x 10.5 mm. Reactants are on the left, the flow is from bottom
to top, and the time between frames is 0.9 ms.
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curately identifying and tracking individual particles. Such errors are caused by

image abberations, inappropriate seeding, improper calibration, and loss of particles

between frames. To ameliorate these issues, various aspects of the diagnostic were

optimized. High quality particle images were obtained by using large focal length

lenses at a relatively high f-stop (f/8.0). An adjustable flow bypass through the

particle seeder, combined with an adaptive multi-pass interrogation scheme and op-

timized ∆tPIV provided good seed levels and minimized particle loss. The camera

calibration and registration was carefully performed as described in §2.6. Under

good experimental conditions such as these, Lawson and Wu [66] indicate that the

root-mean-squared (RMS) measurement uncertainty should be around 1% and 4%

for the in-plane and out-of-plane velocities respectively. Furthermore, modern PIV

algorithms employ more sophisticated calibration and particle tracking methods than

used in Ref. [66]. These should further reduce the uncertainty.

The second source of uncertainty is associated with averaging the velocity field

across an interrogation box. The velocities calculated by PIV effectively represent

the mean in an interrogation box and gradients internal the box are not resolved.

This is of particular importance for turbulent scales on the order of the interroga-

tion box width. Lavoie et al. [62] have performed a detailed study of the spatial

resolution required for PIV measurements to accurately capture fine scale velocity

gradients. For a spatial resolution of 0.5λν ≈ 3λk, they indicate that the gradients

do not suffer from excessive smoothing. In particular, less than a 5% correction is

needed to accurately capture both the energy and dissipation associated with λν

sized structures. This correction is significantly lower for larger structures. Hence, it

is expected that spatial resolution limitations should produce an RMS error of less

than 5% in a given velocity derivative. For dynamic turbulence quantities such as ωi
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Figure 2.8: Concept of the Orthogonal-Plane Cinema-Stereoscopic PIV (OPCS-PIV) diagnostic.

and Sij, the maximum RMS error would therefore be expected as less than 7%.

2.3 Orthogonal-Plane Cinema-Stereoscopic PIV

The OPCS-PIV diagnostic was designed to reconstruct temporally evolving 3D

turbulence-flame interactions. The concept of the diagnostic is demonstrated in

Fig. 2.8. Two orthogonal PIV planes were employed. In a plane perpendicular to

the flow, temporally-resolved three-component velocity fields were measured. This

allowed the entire velocity gradient tensor to be determined at this plane using a

‘modified Taylor’s hypothesis’, which is described below. Turbulent structures could

then be identified and their 3D geometry reconstructed from the temporally resolved

slices. However, this plane did not provide any information about the structures

after they passed through.

The second plane was oriented parallel to the flow and used to determine the
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Figure 2.9: OPCS-PIV system layout with burners. HWP - Half wave plate. BS - Beam splitter.
Arrows indicate polarization.

evolution of the turbulence as it progressed downstream. In this plane, temporally-

resolved two-component velocity fields were measured. The 3D turbulent structures

determined from the perpendicular plane had an image in this plane that evolved as

the turbulence moved downstream. From this image, the path and strength of the

structures could be deduced. Furthermore, each plane provided the instantaneous

flame surface topography from the PIV particle density.

The system therefore consisted of two separate PIV system viewing mutually

orthogonal planes as shown in Fig. 2.9. A Cinema-Stereoscopic PIV (CS-PIV0)

system was used to resolve the three velocity components in a plane perpendicular to

the flow (y−z, image plane 1). The subscript O refers to diagnostics employed in the

OPCS-PIV system. Note that when referencing the OPCS-PIV system, the CS-PIV0

diagnostic was perpendicular to that employed in §2.2. A two velocity component

Cinema-PIV (C-PIV0) system was used to take measurements in an x − y plane

parallel to the flow (image plane 2). The image planes were arranged in an inverted

T configuration with image plane 1 forming the base. That is, as the flow passed

through image plane 1 it entered the field of view for image plane 2. From this data,

temporally evolving 3D turbulence-flame interactions could be reconstructed. This
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Figure 2.10: CS-PIV0 camera configuration in OPCS-PIV system.

procedure is described in §2.4.

The CS-PIV0 system used two Phantom v9.0 high-speed cameras, while the C-

PIV0 system used a Fastcam Ulima-APX (Photron). The CS-PIV0 cameras were

mounted vertically on optical panels (Fig. 2.10), which were able to translate in the

y-direction. The cameras themselves were attached to two-axes translation stages.

The C-PIV0 camera was mounted to a lab jack and two-axis translation stage as

shown in Fig. 2.11. Hence, all cameras could translate independently in three-

directions, allowing them to be precisely aligned.

Both planes were illuminated by laser sheets generated from a pair of ORC-1000

(Clark-MXR) high-rep-rate Nd:YAG lasers. Each laser was operated at 3 kHz and

produced about 6 mJ of 532 nm light per pulse. The pulses from one laser were set

to lag the other by 30 µs, which determined the time between correlated particle
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Figure 2.11: C-PIV0 camera configuration in OPCS-PIV system.

images (∆tPIV ). The beams from the lasers were simultaneously combined and split

as shown in Fig. 2.9. This resulted in two identical beams consisting of pairs of

pulses separated by 30 µs and repeating at a rate of 3 kHz. Each beam was then

expanded through a telescope before being contracted in one dimension to form the

appropriate sheet. The full-width at half-maximum of both sheets was approximately

300 µm. In order to properly capture the correlated particle images, frame straddling

was employed for each camera. The cameras were operated at 6 kHz and timed such

that the correlated laser pulses straddled the inter-frame delay time. This resulted

in vector fields being captured at 3 kHz or every 0.33 ms.

The flow was seeded with the same tracer particles as in §2.2. The scattered laser

light from these particles was collected into the cameras using Micro-Nikkor 105 mm

lenses. In order to obtain accurate vector fields, it was necessary to isolate the light

scattered from each plane into the appropriate camera(s). Without isolation, light
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scattered from particles in image plane 2 appeared as erroneous particle images for

the cameras viewing image plane 1 (and vice versa). To separate the images, the

method of Kim et al. [57] was used. The polarization state of one of the laser sheets

was rotated 90◦ by means of a half wave plate. Hence, the scattered light from each

plane had different polarizations. Linear polarization filters were placed in front of

each camera lens and adjusted to minimize particle images from the unwanted sheet.

Narrow band pass filters at the laser wavelength (532 nm) were used to remove flame

chemiluminescence.

The specific configuration of the camera systems was dictated by light collection

considerations. After splitting the beams from the lasers, each pulse consisted of

approximately 3 mJ of light. This is considerably less than typically used for PIV.

Furthermore, the chemiluminescence filters greatly reduced the light transmitted to

the camera. Hence, all cameras were placed in the forward scatter configuration

(similar to §2.2), increasing the amount of light directed towards them [94]. The CS-

PIV0 cameras were oriented at 45◦ from image plane 1. This resulted in a separation

angle of 90◦ between the cameras, giving the theoretical maximum accuracy in com-

puting the out-of-plane velocity component [65]. Normally, focusing problems caused

by this high separation angle make it somewhat undesirable (hence the 35◦ of the

standard CS-PIV system). However, due to the small field of view in these images

(which aided in focusing) and the desire for an optimally resolved out-of-plane veloc-

ity (for the reconstruction procedure), the large separation angle was both feasible

and desirable. The C-PIV0 camera was oriented at 10◦ from image plane 2. While

the angular orientation of the C-PIV0 camera was not necessary from a purely vector

computation standpoint, it was necessary both for light collection and to remove it

from the laser path of image plane 1. However, in this configuration the field of view
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of the lower CS-PIV0 camera could be obstructed by the burner. This dictated the

location of the measurement volume as described in §2.3.1.

The angular configuration of the PIV systems, particularly the stereoscopic sys-

tem, once again created a strong perspective distortion. The calibration was per-

formed using the LaVision software in the same manner as for the CS-PIV system

and is described in §2.6.

The velocity vectors were computed from the spatial cross-correlation using the

same software. At 6 kHz, the CS-PIV0 system operated at a resolution of 432 x 554

pixels and imaged a 12.1 mm x 9.6 mm (y x z) field of view. The C-PIV0 operated at

512 x 512 pixels and imaged a 12.3 mm x 13.4 mm (x x y) field of view. A multi-pass

vector evaluation technique was employed for both systems with interrogation box

sizes decreasing from 64 x 64 to 16 x 16 pixels. The resultant interrogation box sizes

were approximately 390 µm for the CS-PIV0 and 380 µm for the C-PIV0. A 50%

interrogation overlap was used resulting in vector spacings of 195 µm and 190 µm

for the CS-PIV0 and C-PIV0 respectively. The resolution of the system with respect

to the turbulence scales is addressed in §2.3.1.

To align the velocity fields from each plane, it was necessary to register the two

image planes with respect to each other. This required identifying the z-location of

image plane 2 in plane 1 and the x-location of image plane 1 in plane 2. Also, the

respective y-axes had to be aligned. To do so, a knife edge was aligned with the

intersection line of the two image planes. The knife edge was placed in a three-axis

rotation stage and was able to translate in all three directions. This allowed precise

alignment of the edge with the intersection line. Furthermore, the edge was translated

such that a corner of the blade was in the field of view, providing a coincident point

and two coincident lines in each cameras’ field of view. The coordinates for each
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Figure 2.12: Variation of percent of first choice vectors with time between laser pulses (∆tPIV ).
As ∆tPIV increased, the accuracy of the PIV cross-correlation decreased due to loss
of particles through the sheet.

plane were then set such that the point and lines were coincident in the coordinate

axes.

The appropriate ∆tPIV was set by various requirements in each image plane. In

image plane 1, it was necessary that ∆tPIV be large enough that the particles traverse

a sufficient distance in each direction for adequate vector computation. This is a

standard requirement for PIV. However, it was also required that a sufficient number

of particles remain in the sheet between laser pulses. With the flow traversing normal

to image plane 1, this put a limitation on the maximum ∆tPIV . For image plane 2,

only the first requirement applied and this did not provide any additional restriction.

To determine the optimal value, data sets were taken with ∆tPIV ranging from 20 µs

to 150 µs. The vector fields were computed and the percentage of first choice vectors

compared. As can be seen from Fig. 2.12, the optimal value occurred for ∆tPIV ≤ 30

µs. For higher ∆tPIV , excessive particles entered and left the sheet between laser
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Parameter CS-PIV0 C-PIV0

Camera frame rate 6 kHz 6 kHz
Temporal resolution 0.33 ms 0.33ms
∆tpiv 30 µs 30 µs
Stereo angle 45◦ 10◦

Camera resolution 432 px x 544 px (y × z) 512 px x 512 px (x× y)
Field of view 12.1 mm x 9.6 mm (y × z) 12.3 mm x 13.4 mm (x× y)
Interrogation box 390 µm 380 µm
Vector spacing 195 µm 190 µm
Seed material silica coated TiO2 silica coated TiO2

Nominal seed diameter 0.15 µm 0.15 µm

Table 2.4: OPCS-PIV parameters.

pulses. However, it was found that there was less noise in the y and z gradients

at ∆tPIV = 30 µs relative to 20 µs. This is likely due to the greater accuracy in

determining the relatively small in-plane velocities with the longer ∆tPIV . Hence, the

time between laser pulses was set to 30 µs. The system attributes of the OPCS-PIV

diagnostic are summarized in Table 2.4.

2.3.1 OPCS-PIV test condition

In order to avoid effects from the z-edges of the burner on the flow-field, it was

desirable to perform measurements on the burner centerline (i.e. z = 0). In order to

measure the strongest turbulence, it was desirable to perform measurements close to

the burner exit (i.e. x = 0). However, interference from the burner geometry pre-

vented these conditions from being simultaneously satisfied as shown in Fig. 2.13.

Since the edge effects were inherent to the system, it was decided to move the mea-

surement volume downstream. The location of image plane 1 was therefore set at

18 mm above the burner exit. In order to achieve turbulent fluctuations similar to

those in §2.1 at this height, the bulk velocity was increased to 1.5 m/s (50% greater

than those for the CS-PIV diagnostic) and an equivalence ratio of 0.6 was used. The

location of image plane 2 was set 7.5 mm from the burner centerline. Laser Doppler

velocimetry measurements showed that the velocity statistics at this location were
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Figure 2.13: Geometric constraints on the field of view dictated by dual-forward scatter configura-
tion of the CS-PIV0 system.

L λT λν λk ReL

4.5 mm 0.93 mm 0.43 mm 0.074 mm 600

Table 2.5: OPCS-PIV turbulence scales at (x, y, z) = (18, 0, 7.5).

within 5% of those along the centerline, indicating that edge effects were small. At

(x, y, z) = (18, 0, 7.5) mm, u′/s0
l was 2.2 and L/δ0

l was 19.6.

Once again, it is important to consider the range of scales present in the turbulent

flow. At the location of image plane 1, L = 4.7 mm and ReL = 600. This Reynolds

number is once again lower than typically considered for fully developed turbulence.

Using Eq. 2.7, the smallest scale structures in the flow were expected to be approx-

imately 0.43 mm. Such a turbulence field would be resolved by measurements with

a frequency of 0.22 mm. This is slightly smaller than the resolution of the diagnos-

tic, which is once again twice over sampled. Hence it is possible that the smallest

scale structures were not resolved. However, as will be seen in §5.1, the diagnostic

is capable of resolving 3D turbulent structures at the viscous scale. As mentioned

previously, these structures are not a substantial contributor to the flame stretch.
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2.4 OPCS-PIV reconstruction methodology and typical results

As previously described, the OPCS-PIV system was designed to reconstruct tem-

porally evolving 3D turbulence flame interactions. This involved three steps:

1. Using the Cinema-PIV0 data from the vertical plane (image plane 2), temporal

segments that contained turbulence-flame interactions were identified.

2. The Cinema-Stereoscopic PIV0 data during these time segments were then used

to measure the three-dimensional velocity gradient tensors in the horizontal

plane (image plane 1). A ‘modified Taylor’s hypothesis’ was used to determine

the out-of-plane velocity gradients. By convecting these planar slices down-

stream, the 3D structure of the turbulence was determined.

3. Using the Cinema-PIV0 data (vertical plane), the strength and path of these

structures were deduced as they interacted with the flame.

This process is detailed below.

2.4.1 Identification of turbulence-flame interactions from the cinema-PIV

The reconstruction of 3D turbulence-flame interactions first required identification

of time segments in which these interactions occurred in a tractable manner. That

is, it was necessary to isolate intervals in which:

1. The interaction was contained in the measurement volume. It was

desired that the interaction begin near image plane 1 (at the bottom of image

plane 2) to observe the entire interaction process.

2. The interacting turbulent structures intersected image plane 2. The

flame surface topography in the x-direction was only available in image plane 2.

Furthermore, the data from the C-PIV system, measured in image plane 2, were
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Figure 2.14: Measured vorticity from C-PIV0. Structures decay with time and move to the right
as they convect downstream. Contours of ωz between -1200 s−1 (blue) and 1200 s−1

(red). Field of view is 4 mm x 8 mm. Every other frame is shown and the time between
frames is 0.66 ms. Flow is from bottom to top.

used to evolve the turbulent structures (see §2.4.3). Hence, any turbulence-flame

interaction studied had to intersect this plane.

3. There was little convection in the z-direction. Large convection in the

z-direction would lead to incorrect evolution of the flame surface topography

and/or the turbulence (§2.4.3). Hence, time segments were chosen in which

|w| < 0.05|~u|. Under this restriction, the turbulence could convect less than λν

out of plane during an interaction.

To demonstrate the reconstruction process it is first useful to consider turbulence

in the absence of the flame front. In order to keep the flow conditions (i.e. no mean

shear) identical, non-reacting turbulent structures were studied in the reacting flow.

The ‘non-reacting’ structures were extracted from locations far away from the flame

front near the burner centerline (y ≈ 0). For the purposes of this demonstration,

structures of concentrated vorticity will be used. However, the method can be equally

applied to any dynamic turbulence variable.

The evolution of a typical vorticity field measured from the C-PIV0 is shown in Fig.

2.14. Contours of the resolved vorticity between -1200 s−1 (blue) and 1200 s−1 (red)
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are shown, indicating clockwise and counter clockwise rotating fluid respectively.

Every other frame is shown (∆t = 0.66 ms). This time sequence contained what

appeared to be two counter-rotating vortical structures. As the flow progressed

downstream, the structures decayed and their path deviated slightly to the right.

This flow contained a tractable turbulence field for 3D extraction because it did not

convect out of image plane 2 during the time sequence.

2.4.2 Reconstruction of the 3D turbulent structures

Once appropriate time segments such as that in Fig. 2.14 were identified, the

corresponding 3D turbulence field could be reconstructed. Using Taylor’s hypothesis,

a first order reconstruction of the velocity gradient field can be performed using the

CS-PIV0 system. This process has been demonstrated by Ganapathisubramani et al.

[44, 45] who constructed pseudo-volumes of 3D turbulent structures in a non-reacting

jet. To do so, the velocity field in the interrogation plane was convected downstream

at the local mean velocity. This produced frozen flow pseudo-volumes in which all

velocity components were measured and from which the velocity gradient field could

be calculated. They found that this method provided accurate reconstruction of

the spatial structure of the velocity gradient field. However, the magnitude of the

gradients exhibited some distinct errors [44]. Such errors may arise both from the

application of Taylor’s hypothesis and the inability of the frozen flow hypothesis to

predict the downstream behavior of the turbulence.

For every time step Taylor’s hypothesis states that the downstream spatial velocity

derivative can be approximated from the temporal data as:

(2.9)
∂ui

∂x
≈ 1

ux

∂ui

∂t

Physically, this can be interpreted as frozen fluid elements in the interrogation plane

76



convecting downstream at the local mean velocity, ux. From discrete temporal mea-

surements, the derivatives are given by:

(2.10)
∂ui(0, y, z, t0 + ∆t/2)

∂x
≈ 1

ux(0, y, z)

ui(0, y, z, t0)− ui(0, y, z, t0 + ∆t)

∆t

where ∆t is the time between successive measurements. The frozen fluid element may

be thought of as convecting a distance of ux(0, y, z)∆t between these measurements.

The local convective velocity therefore is decoupled from the local turbulence. This

process can also be viewed as creating a frozen flow pseudo-volume of velocity data

in which the data points at time t0 + τ are located at:

(2.11) (x(t0 + τ), y(t0 + τ), z(t0 + τ)) = (Kux(0, y, z)∆t, y0, z0)

where K is the number of time steps between t = t0 and t = τ . The spatial derivatives

then can be computed directly from this volume and would most accurately represent

the derivative between successive measurement points as indicated in Eq. 2.10.

However, decoupling the turbulence from the convection may not always be ac-

curate. Various studies have investigated the effects of high turbulence intensity on

the validity of Taylor’s hypothesis with regards to spectral measurements [67, 113].

Under certain conditions, they suggest corrections to the spectra calculated from

Taylor’s hypothesis. However, these are statistical corrections and do not provide

any improvement to the local instantaneous streamwise derivatives.

A simple correction that may provide increased accuracy is to locally convect the

fluid elements at their particular velocities. The local turbulence is therefore not

decoupled from the convection. In such a description, a fluid element in the mea-

surement plane moves downstream a distance of ux(0, y, z, t)∆t between successive

measurements (as opposed to ux(0, y, z)∆t). Hence, the streamwise velocity deriva-
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Figure 2.15: PDFs of the relative error in the downstream velocity derivatives computed from the
CS-PIV0 using the modified and standard Taylor’s hypotheses relative to those directly
measured from the C-PIV0.

tives are given by:

(2.12)
∂ui(0, y, z, t0 + ∆t/2)

∂x
=

1

dt

ui(0, y, z, t0)− ui(0, y, z, t0 + ∆t)

ux(0, y, z, t)

Equation 2.12 will be referred to as the ‘modified Taylor’s hypothesis’.

A detailed evaluation of the accuracy of using CS-PIV0 to determine the down-

stream velocity derivatives using the standard Taylor’s hypothesis (Eq. 2.10) was

conducted by Ganapathisubramani et al. [44]. They concluded that this technique

was reasonably accurate (compared to other three component techniques) based on

consideration of a variety of metrics. The conclusions of these analyzes are applicable

to this diagnostic and are not replicated herein. Instead, the accuracy of Taylor’s

hypothesis and any improvements provided by the modified method of Eq. 2.12 for

computing the streamwise derivatives were directly evaluated using the simultaneous

C-PIV0 data (the C-PIV0 provided direct measurement of the streamwise derivatives

in image plane 2). Coincident measurements were only available along the intersec-

tion line between image planes 1 and 2. Data from 5000 vector fields were used for
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the statistics.

To determine the accuracy of each technique, probability distribution functions

were computed of the relative error between the reconstructed streamwise velocity

gradients (from CS-PIV0) and those directly measured (from C-PIV0). These PDFs

are shown in Fig. 2.15. As can be seen, the relative error using both techniques was

quite small, with the modified Taylor’s hypothesis having lower mean error; the mean

error for the modified and standard methods were approximately 8% and 9.5% re-

spectively. Furthermore, the PDF for the modified method was more skewed towards

smaller errors. This was due to its increased accuracy when the local, instantaneous

velocity was significantly different than the mean. Due to this decrease in the mean

and variation of the error, the modified Taylor’s hypothesis was used for this study.

Furthermore, it is expected that the relative difference between the modified and

standard methods would increase as the turbulence intensity increased. However,

either method provides a reasonably accurate reconstruction of the downstream ve-

locity gradients. This further confirms the conclusions of Ref. [44] that CS-PIV0 is

a useful technique for the study of 3D turbulence.

The modified Taylor’s hypothesis provided the streamwise velocity derivatives in

image plane 1. The y- and z-derivatives in this plane were computed directly from

the CS-PIV0 data. Hence, the CS-PIV0 provided temporally resolved slices of the 3D

velocity gradient tensor as the flow passed through image plane 1. The measurement

of these velocity gradient slices is demonstrated in Fig. 2.16. This figure shows slices

of the 3D vorticity magnitude (ω = (ωiωi)
1/2) from image plane 1 (looking down

on the flow) for the time segment leading into Fig. 2.14; the flow in Fig. 2.16 is

entering Fig. 2.14. As the flow progressed through the plane, a coherent toroidal

region of vorticity could clearly be seen. That is, what appeared to be two separate
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Image plane 2

y

z

Figure 2.16: View from the top of image plane 1 (horizontal plane) as turbulence passes through.
Contours of 3D vorticity magnitude between 0 s−1 (blue) and 1200 s−1 (red) have
been reconstructed using the modified Taylor’s hypothesis and the CS-PIV0 data. The
measurement corresponds to the times immediately before Fig. 2.14. What appeared
to be two vortical structures in the vertical plane appeared as a single connected
structure in this plane. The field of view is 5 mm x 4 mm.
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counter-rotating vortical structures in the vertical cut actually possessed a connected

structure in the third dimension. This toroidal structure is discussed more below.

From these reconstructed velocity gradient slices, the 3D geometry of the turbu-

lence was determined by convecting the gradients downstream. That is, the slices

were used to construct a volume in which the data points were located as given by Eq.

2.11, the x-velocity derivatives were given by Eq. 2.12, and the y- and z-derivatives

were computed directly from the horizontal plane data. Hence, turbulence in this

pseudo-volume has the same spatial structure as would be found in the standard Tay-

lor’s hypothesis, but with a more accurate approximation for the velocity gradient

field.

A typical pseudo-volume of frozen turbulence is shown in Fig. 2.17. Isosurfaces

of the vorticity magnitude are shown at a value of 1000 s−1. This represents some of

the most intense vorticity in the flow.

A planar cut of the reconstructed turbulence corresponding to the flow measured

in Fig. 2.14 is shown in Fig. 2.18. As can be seen, the reconstruction accurately

deduced the correct spatial structure and strength of the turbulence in the vicinity of

image plane 1 (bottom of the image). However, this reconstruction does not include

the evolution of the turbulence as it moves downstream. That is, the real turbulence

moved to the right and decayed, while the frozen reconstructed turbulence did not.

In the study of turbulence-flame interactions this evolution is very important and it

will be treated in §2.4.3.

Once the spatial structure of the turbulence was reconstructed, the 3D structures

of interest could be isolated from the flow. The isolation of particular structures was

necessary in order to allow for their evolution as described in §2.4.3. To extract a

3D structure, the point corresponding to the maximum vorticity magnitude in the
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z

Figure 2.17: Vorticity structures measured using the CS-PIV0 and modified Taylor’s hypothesis.
Isosurfaces of ω = 1000 s−1. The volume is 13 mm x 11 mm x 9 mm (x, y, z) and the
flow is from bottom to top.
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Figure 2.18: Reconstructed ωz from CS-PIV0 for the same time sequence as in Fig. 2.14. Structure
strength and path are frozen. Contours of z-vorticity between -1200 s−1 (blue) and
1200 s−1 (red). Field of view is 4 mm x 8 mm. Every other frame is shown and the
time between frames is 0.66 ms. Flow is from bottom to top.

Figure 2.19: A toroidal vortex reconstructed from the CS-PIV0 system. Isosurface of ω = 900 s−1

shown. Time corresponds to the third frame of Figs. 2.14 and 2.18.

structure from the 2D slice was selected. From this point, a connected volume was

sought in which the magnitude of the vorticity remained above the threshold being

investigated.

The three-dimensional turbulence structure extracted from the data in Figs. 2.16

and 2.18 is shown in Fig. 2.19. As indicated by the horizontal plane data, the 3D

turbulence consisted of a single toroidal structure. This is in contrast to the two

separate structures indicated from the vertical plane data.
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2.4.3 Evolution of the turbulence

In the final step of the reconstruction, the extracted 3D turbulent structures were

convected and evolved. As a turbulent flow moves downstream it evolves under its

own influence. Energy is transferred from the large to small scales where it is dissi-

pated, vortex lines are stretched, and structures align with particular characteristics

of the strain rate. In the presence of a flame front, this evolution is even more

complex as the flame attenuates and generates velocity gradients. Hence, a method

for evolving the turbulence as it interacts with the flame was necessary. This was

done by utilizing the path and strength of the directly measured turbulence from

the C-PIV0. The path of a 3D structure was set by forcing the planar centroid of

the structure in the z = 0 plane to follow the path of the centroid of the equivalent

structure measured directly from the C-PIV0. Additionally, the strength of the 3D

structure was evolved by forcing its mean strength in the z = 0 plane to equal the

mean strength of the structure from the C-PIV0. This allowed the path and strength

of the 3D turbulent structures to be deduced as they interacted with the flame front.

However, no modification to the geometric structure of the turbulence was made as

it progressed downstream.

The modification of the structure path and strength relative to the frozen flow

approximation is demonstrated in Fig. 2.20 for the time sequence in Fig. 2.18. The

displacements have been proportionally increased to prevent the structures from

overlapping in the images and highlight the effects of the correction. Figure 2.20(a)

demonstrates the structure evolution under the frozen flow approximation. The

structure convects downstream at the local mean velocity and does not change in

strength. Conversely, the structure in Fig. 2.20(b) evolves as dictated by the C-PIV0

data; its path curves and its strength attenuates. By comparison with Fig. 2.14,
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t = 2 ms

t = 1 ms

t = 0 ms

(a) Frozen flow - Path and structure strength
fixed at t = 0.

t = 2 ms

t = 1 ms

t = 0 ms

(b) Using C-PIV0 - Path and structure
strength corrected from image plane 2 data.

Figure 2.20: Evolution of toroidal structure using frozen flow and C-PIV0 corrected methods. Dis-
placements are proportionally increased to avoid structure overlap and the emphasize
correction.

this modified path and strength is seen to better reflect the behavior of the actual

physical structure than the frozen flow approximation.

2.5 Flame front location and description

In order to observe the interaction between eddies and the flame, the instanta-

neous flame front position had to be determined. Simultaneous measurements of the

velocity field and premixed flame properties have been performed by combining PIV

with PLIF and Rayleigh scattering techniques [26, 42, 86, 107]. However the use
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of these methods is difficult in high-rep-rate applications due to laser limitations.

Therefore, a method to determine the flame front location from the particle images

was developed and its accuracy evaluated.

Flame front location was accomplished by measuring the dilatation of the gas

from the gradient of seed particle number density. Typical methods of mapping a

flame front from seed density have generally involved threshold techniques [86, 102].

However, these techniques rely on an ad hoc threshold value and are constrained by

the spatial filter selected, which is typically isotropic. These problems are greatly

compounded when using solid seed; the particles survive the flame, creating a gradi-

ent of number density instead of a sharp cutoff. However, this gradient itself can be

used to accurately identify the flame surface. That is, the flame surface can be as-

sociated with an iso-contour of particle image density gradient. Here, the maximum

gradient contour is used as this was the most easily identified.

However, the highly non-uniform nature of the particle field made accurate de-

termination of these gradients from a raw image very difficult; isolated seed density

variations and high-frequency noise appeared as false expansion contours in the re-

actants. Therefore, a two-step method was used, which is illustrated in Fig. 2.21.

First, an initial predictor step with a standard filter scheme was applied along with

an adaptive threshold technique, the result of which was a binary image and approxi-

mate flame front as shown in Fig. 2.21(b). The second step repositioned the flame to

coincide with the center of the local high gradient region using an edge finding filter

aligned normal to the flame boundary predicted in the first step (Fig. 2.21(c)). As

the density gradient curve had an S-shaped profile, this corresponded to the location

of the maximum gradient. This two-step procedure effectively eliminated noise due

to variations in particle seed density as shown in Fig. 2.21(d).
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(a) Mie-scattering image (b) Step 1 - Threshold based flame front

(c) Step 2 - Filter along local normal (every 20th
location shown)

(d) Maximum particle gradient contour

(e) Correspondence with CH-layer location

Figure 2.21: Particle gradient based flame finding method.
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Figure 2.22: Location of maximum density gradient with respect to CH layer in a simulated, stoi-
chiometric methane-air flame. The simulation was conducted using Chemkin and the
GRIMech 3.0 chemical mechanism.

In order to quantify the accuracy of this method, comparisons were made between

flame fronts found from the particle density gradient with those corresponding to the

center of the CH-layer. This was done using simultaneous Mie scattering/CH-PLIF

images originally taken by Filatyev et al[42]. This experiment was performed in a

stoichiometric methane-air flame. As can be seen from Fig. 2.21(e), the particle

gradient contour is slightly offset from the CH-layer towards the reactants. The

mean offset from the center of the CH-layer was 415 µm and the standard deviation

was 50 µm. The relatively high standard deviation was caused by local thickening of

the CH layer due to out-of-plane curvature. In regions where the CH layer thickness

was within 25% of the mean, the mean offset was 405 µm with a standard deviation

of 25 µm.

This difference between the location of the particle image flame front and the CH-

layer was expected. The particle density should be proportional to the gas density.
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Therefore, the center of the high particle density gradient region should correspond

to that of the high gas density gradient region. However, differences may occur due

to particle lag from acceleration or thermophoretic effects within the flame front[104].

Chemkin simulations of a stoichiometric methane-air flame using the GRIMech 3.0

mechanism indicated that the maximum density gradient should occur approximately

390 µm upstream of the center of the CH-layer (Fig. 2.22). Thus it was concluded

that the location of the measured maximum particle gradient contour corresponded

well to the maximum gas density gradient contour.

For this experiment the flame front was regarded as an infinitely thin contour

separating reactants and products at the location of maximum density gradient.

Numerically, this interface can be described parametrically as:

(2.13) f(ϑ) = xf (ϑ)̂i + yf (ϑ)ĵ + zf (ϑ)k̂

As the parameter ϑ increases, xf (ϑ), yf (ϑ), and zf (ϑ) trace out the flame surface.

In the CS-PIV interrogation plane, zf (ϑ) = 0 and the remaining functions define

the flame contour. For the OPCS-PIV measurements in image plane 1 (horizontal

plane) xf (ϑ) = 0, while in image plane 2 (vertical plane) zf (ϑ) = 0.

Derivatives of any quantity involving the flame surface, q, with respect to a spatial

coordinate, xi, can be recast in terms of ϑ as:

(2.14)
∂q

∂xi

=
∂q

∂ϑ

∂ϑ

∂xi

= q′
∂ϑ

∂xi

where (′) denotes differentiation with respect to ϑ.

The curvature (C) can be written in terms of derivatives with respect to ϑ as:

(2.15) C =

∣∣∣~f ′ × ~f ′′
∣∣∣

∣∣∣~f ′
∣∣∣
3
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which, in two-dimensions equates to:

(2.16) C =
xf

′y′′f − x′′fy
′
f(

x′2f + y′2f
)3/2

2.6 Camera calibration

The angular configuration of the diagnostics created a strong perspective distor-

tion across the field of view. That is, in order to maintain focus across the laser

sheet at an acute viewing angle, the object, lens, and camera planes had to meet at

a single point as described by the Scheimpflug criterion [94]. The differences in ori-

entation between these planes resulted in varying distances between the laser sheet

and camera sensor. This resulted in non-uniform magnification across the field of

view. To calibrate the cameras for this, a target was placed in the light sheet and

imaged at various z-locations.

A specially designed target was required, as standard targets were found to cause

unacceptable errors due to two system attributes. The dual-forward scatter configu-

ration required simultaneous imaging from opposite sides of the target. Additionally,

the high resolution of this system required high magnification collection optics, re-

sulting in a very low depth of field. Standard two-sided targets created noticeable

translation and focusing errors due to their thickness. Transparent targets marked on

a single side caused similar errors due to light bending effects in the target medium

as described in Appendix B.

To avoid these errors, a thin, translucent, symmetric calibration target was used.

This was comprised of a thin film, marked with 300 µm crosses on a 750 µm grid.

The film was produced by taking photographs of a grid with known dimensions at a

known magnification. The camera film was then developed, producing a miniaturized

translucent grid with known properties. The grid was sandwiched between 100 µm

90



thick glass flats. This created small but equal in-plane image shifts for both cameras

and out-of-plane shifts an order of magnitude smaller than the depth of field. This

design was pioneered by Mullin [79], and adapted to the specific requirements of

these diagnostics.

The distorted images from the cameras (Figs. 2.23(a)-2.23(b)) were corrected to

a normal coordinate system (Figs. 2.23(c)-2.23(d)) and registered using the pinhole

camera model in the commercial DaVis software package by LaVision. This process

mapped equivalent pixels from each camera to the same physical position in the

measurement plane. Minute adjustments were made to ensure proper registration

of the cameras using the DaVis stereoscopic self calibration method, which ensures

that simultaneous particle fields from both cameras contain identical information.

2.7 Flow seeding

Selection of the seed material was constrained by numerous requirements. Firstly,

the seed material required a melting temperature sufficiently high to allow passage

through the flame front. Additionally, the seed needed to possess a sufficiently low

Stokes number (St) to accurately follow the turbulent fluctuations. The Stokes num-

ber is defined as:

(2.17) St =
τp

τf

where τp is the fluid dynamic response time of the particle and τf is the characteristic

time scale of the flow feature to be tracked.

The particle response time can be determined from the Stokes drag as:

(2.18) τp =
ρpd

2
p

18µ

where ρp and dp are the density and diameter of the particle. The dynamic viscosity,

µ, is that of the surrounding fluid.
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(a) Distorted image - camera 1 (b) Distorted image - camera 2

(c) Corrected image - camera 1 (d) Corrected image - camera 2

Figure 2.23: Calibration images for CS-PIV.
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Seed Material dp (µm) St5dp

Huntsman A-PP2 TiO2 0.15 0.036
Kenmira UV Titan TiO2 0.03 0.0014
Microgrit GB Al2O3 0.10 0.015
Electron Microscopy Sciences DX Al2O3 0.05 0.0038

Table 2.6: Seed properties.

A particle with Stokes number considerably less than unity is expected to fol-

low the velocity gradients with negligible lag. In order to properly track the fine

scale turbulence, the appropriate fluid dynamic time scale is the Kolmogorov time,

τk. Assuming homogeneous, isotropic turbulence, this can be determined from the

Kolmogorov scaling and the dissipation rate as:

(2.19) τk =

√
ν

ε
=

1√
30

λT

u′rms

Hence, at the location of the LDV measurements in §2.2.1, τk = 0.50 ms.

With appropriate materials restricted by the thermal requirement, the Stokes

number restriction amounted to a restriction in particle diameter. However, the seed

needed to be large enough to scatter a detectable amount of light from the low pulse

energy, high rep-rate laser sheets. Furthermore, it was desired that the particle size

be relatively uniform. That is, the seed crystals should not agglomerate into large

clusters. Such large clusters prevented accurate evaluation of the velocity vectors

and resulted in a path of erroneous data across a time sequence.

Two appropriate materials were apparent, alumina (Al2O3) and titanium dioxide

(TiO2). For each material, two brands were investigated, the properties of which

are given in Table 2.6. All four of the brands investigated possessed sufficiently low

Stokes number and high scattering to be used in this experiment. Stokes numbers

were calculated based on a mean agglomerated particle size of five times the nominal

crystal diameter [95].

However, the agglomeration properties of the TiO2 were found to be superior to

93



those of alumina. Agglomeration properties were investigated directly from particle

images. Seeded flow fields were imaged using the exact laser and camera configura-

tion of the CS-PIV system. Seed densities were set to be low to avoid particle image

overlap, which would appear erroneously as an agglomeration. Sample particle im-

ages are shown in Fig. 2.24. The images were binarized using a local (particle by

particle) threshold and the area of the particles determined. This allowed the prob-

ability density functions of particle image area for each seed type to be computed.

These are shown in Fig. 2.25. Any particle images with an area greater than 16 pix-

els were considered large and grouped together. As can be seen, all seeds possessed

a similar distribution of sizes. However, the titanium dioxide seeds, in particular the

Huntsman A-PP2, did not agglomerate into large clusters. Hence, the Huntsman

seed was selected for this experiment.

2.8 Laser doppler velocimetry

At various times in the above discussion, laser Doppler velocimetry (LDV) mea-

surements were utilized for velocity correlation statistics. This diagnostic can provide

highly accurate, single point velocity measurements with temporal resolution far ex-

ceeding that of the PIV systems. Hence it is useful for single point statistics. As

LDV is a well established diagnostic (e.g. Durst et al. [39]) a detailed description of

the system is not needed; a brief description will be given.

The LDV system employed an Innova 90 (Coherent) argon laser operating at 514.5

nm. The beam from this laser was split and the subsequent two beams converged in

the measurement volume, setting up a Doppler fringe pattern. The volume diameter

was estimated as less than 0.5 mm from burn measurements. The flow was seeded

with the same TiO2 seed as in the PIV studies. As the seed passed through the fringe
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(a) Huntsman A-PP2 (b) Kenmira UV Titan

(c) Microgrit GB (d) EMS DX

Figure 2.24: Sample binary particle images for determination of seed properties.
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(a) Huntsman A-PP2
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(b) Kenmira UV Titan
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(c) Microgrit GB
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(d) EMS DX

Figure 2.25: Probability density functions of particle image area for various flow seeds.
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pattern, it scattered pulses of light. The frequency of these pulses was representative

of the velocity. This light was collected and processed by a digital burst correlator

(TSI IFA 655), which provided the desired temporal history of velocity data.
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CHAPTER III

Characterization of the Flow and Flames

In this Chapter, the flow and flame properties are characterized. This is broken

down into three parts. First, the exit flow conditions of the center burner are char-

acterized using LDV measurements. Mean and fluctuation statistics are presented

as well as the turbulence energy spectrum. Secondly, the flames are characterized in

terms of progress variable, flame surface density, and velocity statistics. This charac-

terization was performed using the CS-PIV. Finally, the co-flowing hot products are

characterized. The flat, grid flames stabilized by the side burners did not allow for

a detailed characterization of the exit conditions; the short, randomly flickering and

moving flames prevented any useful diagnostic from being implemented at the exit.

Details of the co-flow products downstream of these flames are presented in §3.3. It

is these conditions in the products that should be matched for simulation purposes.

3.1 Characterization of the center burner exit flow

Characterization of the center burner exit conditions was made using LDV in

the reacting flow. The reacting flow was used so that the mean shear profile was

that of the actual tests. In a non-reacting case, the co-flow and main flow would

not have the same downstream velocity profile and the mean shear would affect the

velocity statistics. However, since the bulk velocity (volumetric flow rate) remained
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unchanged for all CS-PIV test conditions, a single characterization was made using

Case 2 (φ = 0.7). Due to interference by the burner geometry, LDV measurements

could not be made exactly at the burner exit plane. Hence, all exit flow characteristics

were obtained at x = 1.5 mm.

The velocity profile was taken across the burner width (in the y-direction) at

z = 0. Approximately 3 × 104 data points were taken at each location over a time

span (∆tLDV ) ranging from 12 s to 30 s. The number of statistically independent

data points (N) was given by:

(3.1) N =
∆tLDV

2τL

Hence, the 3×104 measurements provided between 3.3×103 and 8.3×103 independent

data points.

Figure 3.1 shows the profile of the mean downstream velocity and its root-mean-

squared fluctuations. As can be seen, the mean velocity profile was not a perfect

top-hat shape. There were noticeable boundary layers and a non-uniform profile

outside of the boundary layers. This non-uniformity was due to the slot grating used

to generate the velocity fluctuations, which created distinct high- and low-speed

regions 10 mm upstream of the exit plane. These regions had not completely been

mixed by x = 1.5 mm. The rms velocity fluctuations also had a slightly non-uniform

pattern, which closely resembled that of the mean velocity.

The one-dimensional energy spectrum (E11) was calculated at based on the 2×105

data point set used to calculate the autocorrelation in §2.2.1. The LDV signal was

first over-sampled and interpolated to a uniform data spacing, allowing it to be

transformed to frequency space using a Fast Fourier Transform (FFT). The FFT of

u′(t) was then calculated, yielding u′(k) where k is the wave number. This was then
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Figure 3.1: Velocity profiles across the burner in the y-direction at x = 1.5 mm, z = 0 mm taken
using LDV.

multiplied by its complex conjugate (u′∗(k)) to yield the energy spectrum:

(3.2) E11(k) = u′(k)u′∗(k)

The spectrum is shown in Fig. 3.2. The energy has been normalized by ε1/4ν5/4

according to its Kolmogorov scaling. As can be seen, the spectrum follows the shape

that is typically measured and predicted [34]. However, due to the relatively low

Reynolds number, the range of scales is small; there is only about one order of

magnitude between the outer and inner scales. Furthermore, this limited range of

scales practically eliminates the Kolmogorov inertial range in which the -5/3 scaling

between energy and wave number occurs. Nevertheless, the measured spectrum

demonstrates the expected features for low Reynolds number turbulence.

3.2 Characterization of the flames

That data reported in §3.1 are necessary to set the input conditions for simula-

tions. Shown in Figs. 3.3-3.4 are global statistics of the flame and reacting flow field
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Figure 3.2: Longitudinal 1D energy spectrum at (x, y, z) = (1.5, 0, 0) taken using LDV. Due to the
low Reynolds number, the region exhibiting a -5/3 slope (the inertial range) is small.

necessary for validation of such simulations. These were obtained from 1000 CS-PIV

images. The mean progress variable (c) was calculated based on an infinitely thin

flame assumption. That is, c(t) was unity in the products and zero in the reactants,

with the interface defined from as density gradient contour described in §2.5. The

mean flame surface density was defined as the mean flame surface area per unit

volume. For a two-dimensional measurement with an infinitely thin flame, Σ is the

mean flame length per unit area. This was calculated by first dividing the domain

into cells. In each cell, the mean flame length per unit area when the flame was in

the cell was determined. This was then multiplied by the probability of the flame

being in the cell to determine Σ. Bell et al. [3] suggest the 2D method under-predicts

Σ by 25% to 33%.

As can be seen in Fig. 3.3, the φ = 1.35 flame was considerably taller than the

φ = 0.7 flame despite both possessing equal laminar flame speeds. This indicates
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Figure 3.3: Mean reactedness (c) contours are from 0.1-0.9 in 0.1 increments. Flame surface density
(Σ) contours range from 0.1 mm−1 to 1.2 mm−1 in 0.1 mm−1 increments. Velocity
statistics are conditioned on the reactants. (−) − uu, (+) − u′u, (◦) − v′u, (O) − w′u.
Velocities are in m/s. Positions are in mm.
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Figure 3.4: Profile of flame surface density at different downstream locations. The flame brush
spreads at different rates for each flame.

that the diffusively stable nature of the rich flame significantly reduced the wrinkling

and hence the turbulent burning velocity. The diffusively unstable (φ = 0.6) flame

was shorter than the φ = 0.7 one despite having a significantly lower laminar flame

speed. This further confirms that the details of the correlation between local burning

rates and stretch are important in determining the global flame properties.

The velocity statistics shown in Fig. 3.3 were conditioned on the instantaneous

unburnt reactants and reported for c < 0.9. The average z velocity was found to be

zero, indicating the flow was two-dimensional in the mean. The turbulence became

isotropic a short distance downstream of the exit plane. As the flow proceeded into

the flame brush, the fluctuations of the downstream component increased due to

local acceleration from gas expansion.

Profiles of the flame surface density were taken in the transverse (y) direction at

the heights (x) indicated in Fig. 3.4. Near the base of the flame, the brush was thin

for all cases with a full width at half maximum ranging from 1 mm to 1.1 mm. At
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Case φ u′/s0
l st (m/s) st/s0

l

1 0.6 3.1 0.25 2.4
2 0.7 1.7 0.39 2.1
3 1.35 1.8 0.29 1.5

Table 3.1: CS-PIV turbulent burning velocities.

downstream locations, the flame brush spread and the flame surface was distributed

over a greater volume than at upstream locations.

The turbulent burning velocity for all cases was computed from the c = 0.5

contour. Filatyev et al. [42] showed that the turbulent burning velocity, defined in

terms of the global consumption speed, can be determined from the mean planar

measurements as:

(3.3) st =
ṁu

ρuAf

where Af is the area of the c = 0.5 contour. This can be approximated from the

flame perimeter in the planar measurements (Pf ) as:

(3.4) Af = P fLB

where LB is the length of the burner.

The turbulent burning velocities computed using this method are presented in

Table 3.1. As can be seen, the increase in burning velocity of the turbulent flame

relative to the laminar flame is highly dependant on the equivalence ratio. This is true

even at the same turbulence intensity level and in contrast to classical models that

predict st/s
0
l = f(u′rms/s

0
l ) only. These differences are attributed to the differences

in the response of the local flame speed to stretching, that is, preferential diffusion

effects.
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Main flow Co-flow

Figure 3.5: Sample particle image with co-flow stream seeded and main-flow stream unseeded.
There is a sharp distinction at the interface between the fluids.

3.3 Characterization of the co-flow

The purpose of the co-flow was to reduce the shear between the products of the

central burner and the surrounding air. Such a mean shear would generate additional

turbulence and affect the flame dynamics. Hence, it was desired to closely match

the downstream velocity in the products of the central burner to that of the co-

flow burners. The co-flow burners stabilized short, grid flames that were flat in

the mean. The flames were observed to have a mean height of less than 2 mm.

Due to interference by the burner geometry, it was not possible to obtain accurate

measurements in the reactants of these burners. However, it is the downstream

profile in the products of these flames that should be matched in simulations.

To characterize the co-flow, the side burners were seeded and CS-PIV measure-

ments made. The seed levels were such that there was optimal seeding in the prod-

ucts. For these tests the main flow was not seeded, enabling fluid from each source to

be identified. A typical particle field is shown in Fig. 3.5. As can be seen, there was

a clear distinction between fluid from the co-flow (seeded) and that from the center
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burner (unseeded); there did not appear to be significant mixing of the streams at

any instant or location. The location of the interface between the two fluids was

determined by employing the flame finding method of §2.5; the maximum particle

image gradient contour was identified. Once again, the profile of particle image den-

sity normal to this contour had a S-shaped curve and the maximum gradient occurred

approximately where the particle image density dropped by 50% from the co-flow

stream. To identify the mean location of the interface, all points on the co-flow side

of the contour were assigned a value ψ(t) = 1 and all points on the main-flow side

were assigned a value of ψ(t) = 0. The mean of 1000 images was taken to determine

the mean mixing field (ψ). These are presented in Fig. 3.6. In all cases, the mean

contour, ψ = 0.5, had a similar profile.

To characterize the relevant velocity field, the velocity statistics along these con-

tours, conditioned on both the co-flow (subscript C) and main-flow (subscript M)

fluids, were computed. Velocity statistics from the main-flow stream at ψ = 0.5 were

determined by removing the seed from the co-flow and heavily seeding the main-flow.

Figure 3.7 shows these along with the contour shape for each case. As can be seen,

the velocity profiles closely match. In some cases, the co-flow and main-flow profiles

crossed. However, this agreement was the optimal that could be achieved with the

employed geometry. Furthermore, there are some noticeable steps at certain loca-

tions in the velocity profiles. Since the flames were larger than the measurement

field of view, the presented data is a composite image taken from different data sets

at different downstream locations. The discontinuities are indicative of either non-

converged statistics, slight misalignment of the fields of view, or minor changes in

the overall flow-field between experimental runs. However, such discrepancies do not

affect any of the subsequent analysis.
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Figure 3.6: Mean mixedness (ψ) fields for the CS-PIV test conditions with red indicating the co-
flow (ψ = 1) and blue indicating the main-flow (ψ = 0). The mean contour (ψ = 0.5)
is shown by the thick black lines.
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Figure 3.7: Mean downstream velocity profiles along the ψ = 0.5 contour for the CS-PIV test cases,
conditioned on the main-flow and co-flow. The shape of the ψ = 0.5 contours is also
plotted.
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CHAPTER IV

The Mechanisms of Flame Strain and Wrinkling

In this Chapter, phenomenological descriptions of the straining and wrinkling

processes in a turbulent premixed flame are presented. These descriptions were

developed based on experimental measurements from the CS-PIV diagnostic and

theoretical analysis. However, proper use of the experimental measurements required

consideration of a number of factors.

One of the most important aspects of turbulence-flame interactions is that they

exert tangential strain rates (at) on the flame, which generates flame surface area.

Hence, accurate computation of this quantity is necessary. In the laminar flamelet

regime the flame is considered to be an infinitely thin interface and the strain rate

on a particular iso-surface representing the flame is required. This in turn requires

accurate computation of the topography and velocity gradients at this surface. As

seen in §2.5, the PIV particle images can be used to accurately measure the to-

pography. However, the high gradients associated with the flame front can present

significant problems for computation of the velocity derivatives. Hence, numerical

considerations for these derivatives are first presented.

Another issue that had to be addressed was the relationship between 2D mea-

surements and 3D phenomena. The CS-PIV diagnostic provided planar, three-
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component measurements of turbulence-flame interactions that were, in reality, fully

three-dimensional. These data were utilized for this analysis due to their higher

accuracy, better resolution, and larger field of view. However, restrictions needed

to be placed on the CS-PIV data such that only segments (spatial and temporal)

were used in which 3D effects were expected to be small. These restrictions were

developed based on theoretical considerations and the OPCS-PIV measurements at

image plane 1. They are presented in §4.2.

With the numerical methods and restricted data set in hand, turbulence-flame

interactions were first analyzed in the context of the canonical geometry; the tur-

bulence field was characterized solely by ‘vortices’. However, the vorticity field was

found to be inadequate for predicting either at or the flame wrinkling. Hence, a the-

oretical analysis of the interaction between velocity gradients and the flame surface

was conducted. This indicated that the fluid dynamic strain rate field is essential for

describing turbulence-flame interactions. From this analysis, new phenomenological

descriptions of the straining and wrinkling processes were developed based on both

the S and ~ω fields. These descriptions were confirmed by subsequent analysis of the

measured data.

Finally, the statistics of the flame strain rate and curvature are presented. It

is shown that these were distributed over a range of positive and negative values.

Furthermore, the mean curvature was positive in many cases. Both of these obser-

vations are in conflict with standard modeling assumptions. Hence, the implications

for modeling turbulent premixed flames are discussed.
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Case ∆δ(mm)
1 0.65
2 0.60
3 0.60

Table 4.1: Shift from maximum density gradient iso-contour to leading edge iso-contour based on
Chemkin simulations.

4.1 Calculation of velocity derivatives on the flame front

Measurement of the tangential strain rate on the flame surface is essential for

analysis of turbulence-flame interactions. It has been shown that the strain rate on

the flame is given by the equation [17]:

(4.1) at = −n̂ · (n̂ · ∇) ~u +∇ · ~u

Hence, accurate computation of at required accurate computation of the velocity

derivatives at the flame surface. However, obtaining these from experimental data

required careful consideration. Inside the flame front, thermophoretic and acceler-

ation effects caused significant lag in the PIV particles [104]. This lag introduced

errors in the velocities computed within the flame front, which could translate to er-

rors in the velocity derivatives and at. However, proper choice of the flame iso-surface

at which the derivatives were calculated was used to minimized this effect.

In order to eliminate the effects of particle lag on the measured velocities, strain

rate measurements were made at the leading edge of the flame where the accumulated

particle lag due velocity and temperature gradients was small. Hence, strain rates

were measured on a contour separated from the maximum density gradient contour

by a set distance, ∆δ, towards the reactants in the normal direction. These distances

corresponded to the distance between the location of maximum density gradient and

the leading edge of the flame as computed by Chemkin using the GRIMech 3.0

mechanism for each of the flames. They are listed in Table 4.1.
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Figure 4.1: Profiles of density, velocity, and temperature for Case 2 (φ = 0.7) as computed by
Chemkin.

Profiles of the temperature, velocity, and density for Case 2 (φ = 0.7) are presented

in Fig. 4.1. These have been normalized by their maximum values. At the computed

leading edge contour, the temperature and velocity gradients were both low relative

to those within the flame. The accumulated particle lag due to thermophoretic effects

at this location were too small to be treated with the classical analysis of Sung and

Law [103, 104] and hence ignored. The velocity gradient was less than 25 s−1,

which is significantly less than those associated with the turbulence (see for example

§4.5.1). Since the selected particles accurately followed the highest turbulent velocity

gradients, they should also accurately follow the flow field at this flame location.

Furthermore, this velocity gradient was associated with the divergence term in Eq.

4.1; it was associated with gas expansion through the flame. However, since it was

considerably lower than the gradients associated with the turbulence, the divergence

component of at was expected to be small.
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Figure 4.2: Errors induced in computed velocity derivatives at the leading edge caused by the
proximity of the flame. As the downstream (product side) data point approaches the
leading edge, the accuracy of the derivative improves.

The presence of the flame front also required careful design of the numerical

method used to compute at. Velocity data were measured on a regular square grid,

while the flame was defined freely in space. Hence, the velocities had to be inter-

polated to the flame surface. At the flame density iso-surface selected, neither gas

acceleration due to expansion or thermophoretic particle lag affected the measured

velocities. However, significant error to the numerical derivatives could be induced

due to the proximity of this expansion related high acceleration region. The mech-

anism for this is demonstrated in Fig. 4.2. At the flame iso-surface selected, the

numerical derivative computed using nodes well into the flame front would severely

over predict the actual magnitude of the gradient.

It therefore was necessary to both interpolate velocities and construct deriva-

tives using selected velocity nodes that often formed irregular patterns. Observation

showed that the leading edge of the gas acceleration through the flame was always

greater than 100 µm downstream of the selected flame surface. Hence, usable nodes

on the product side were restricted to those within 100 µm. All points on the reac-

tant side were usable. This irregular node pattern and freely defined flame required

a triangular mesh on which to compute the velocity derivatives. These derivatives
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were computed at the triangle node corresponding to the flame using a second order

accurate inverse distance weighted method based on the gradients over the faces of

the adjacent triangles[2].

4.2 The relationship between 2D and 3D measurements

As mentioned previously, the w-velocity component measured with the CS-PIV

system did not provide any additional terms of S or ~ω. However, this component

and its in-plane derivatives did allow restriction of the usable CS-PIV data set to

cases when the unknown terms and other three dimensional effects were expected to

be small. That is, for both the phenomenological and statistical analyzes, temporal

and spatial segments of the data set were isolated in which the planar measurements

were an accurate representation of the entire flow field. With these restrictions, the

planar computation of the stain rate and curvature stretch rate were found to reflect

their three-dimensional equivalents with acceptable.

4.2.1 Restriction of the CS-PIV data set

The first task was to eliminate data segments in which there was large out-of-

plane convection. Such convection would appear as erroneous evolution of both the

turbulence and flame shape. Hence, interaction events were selected during which

|w| < ε1|~u|. All εi factors are small numbers for which appropriate values will be

determined below.

Additional restrictions were needed to reduce the effects of the out-of-plane ve-

locity derivatives. These manifested themselves as unresolved terms in S and ~ω,

namely S13, S23, ω1, and ω2. Furthermore, while S33 = ∂w
∂z

could be inferred using

the continuity equation, the equation for at includes a term of the form n2
3S33. Since

n3 was unknown, the influence of this term was reduced if S33 was small.

114



To minimize the effects of the unresolved shear strain rates and vorticity, the

measured in-plane derivatives of w were employed. For Si3, the usable data set was

restricted to cases where:

(4.2)

∣∣∣∣
∂w

∂xi

∣∣∣∣ < ε2 |S|

For ωi the restriction was based on:

(4.3)

∣∣∣∣
∂w

∂xj

∣∣∣∣ < ε2 |~ω|

where i = {1, 2} for j = {2, 1}. The same value of ε2 was found to be sufficient for

all parameters.

To limit the influence of S33, the continuity condition was used. In the reactants

and at the flame iso-surface selected (leading edge), there was nearly zero divergence

of the velocity field. This allowed data segments with small S33 to be identified.

That is, data segments were selected in which:

(4.4) |S33| =
∣∣∣∣
∂w

∂z

∣∣∣∣ =

∣∣∣∣
∂u

∂x
+

∂v

∂y

∣∣∣∣ < ε3|S|

It now remained to determine the appropriate εi such that the unresolved com-

ponents of S and ~ω were small compared to the resolved components. This was

done using the OPCS-PIV measurements in image plane 1 (horizontal plane). The

inaccuracies inherent to this system were largely associated with the downstream

evolution of the turbulence. However, these errors did not effect this analysis as

only the directly measured data at image plane 1 were used. Errors in these data

were associated only with the modified Taylor’s hypothesis and the PIV itself. The

restriction process is described in detail only for S23, but was identical for all terms.

The statistics were based on approximately 1.5× 106 data points.

The restriction parameter, ε2, was based on the joint PDF of S23

|S| and ∂w/∂y
|S| . This is

shown in Fig. 4.3. As can be seen from 4.3(b), there is a distinct positive correlation
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(a) JPDF

(b) Top view

Figure 4.3: Joint probability distribution function of the strain rate component S23 and velocity
gradient ∂w

∂y normalized by strain rate magnitude |S|. There is a positive correlation
between the two quantities.
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between the two quantities. Furthermore, as |∂w/∂y|
|S| → 0, the probability of having

large |S23|
|S| also decreases.

The appropriate ε2 was selected by iteration. The conditional PDF:

(4.5) P

(
S23

|S| :

∣∣∣∣
∂w

∂y

∣∣∣∣ < ε2|S|
)

was constructed for a variety of ε2. These are shown in Fig. 4.4. From these, the

probability of |S23| < 0.05 |S| and |S23| < 0.1 |S| were plotted as a function of ε.

As shown in Fig. 4.5, as ε decreased the probability of small |S23| increased. For

ε = 0.05, over 97% of the cases had |S23| < 0.1|S| and about 80% had |S23| < 0.05|S|.

At this value of ε2, about 25% of the total data set was usable. Hence, a value of

ε2 = 0.05 was used for S23.

A similar process was performed for the other unresolved components of S and ~ω.
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Figure 4.5: Probability of small |S23| versus ε2.

Similar statistical results were found using ε2 = ε3 = 0.05 for all terms. Hence, this

value was used to restrict the data set to cases with small out-of-plane contributions

for S and ~ω.

It was also found that, since there was no mean out-of-plane velocity, regions

with low gradients of w also equated to regions of low magnitude of w. Nevertheless,

an additional restriction of |w| < 0.1|~u| (ε1 = 0.1) was implemented. Under this

constraint, the turbulent structures could convect a maximum of approximately 1.8

mm out-of-plane as they traversed the entire field-of-view. However, it was found that

|w| < 0.025|~u| in 75% of the data set adhering to the aforementioned velocity gradient

restrictions. With the simultaneous implementation of all restrictions, approximately

10% of the recorded data set was usable.

4.2.2 Accuracy of using planar at and C measurements

Within the restricted data set, it was necessary to assess the influence of the

three-dimensional terms on the planar measurements of the strain rate and curvature
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stretch rate. For the strain rate, the influence of the 3D terms was reduced both by

the limitations on the velocity gradients and by the natural orientation of the flame.

Their influence on the curvature stretch rate was also somewhat reduced due to this

orientation.

From Eq. 4.1, it is apparent that the strain rate was largely determined by

the product of the flame surface normal vector and the velocity gradient tensor; at

the leading edge isocontour the velocity field divergence was low (see §4.1). These

product terms were of the form ninj
∂ui

∂xj
. Hence, all out-of-plane velocity derivatives,

which were unknown, were multiplied by the out-of-plane flame orientation, nz. This

out-of-plane orientation was also unknown. However, due to the geometry of the

flame, nz was considerably smaller than the other components of n̂. That is, in the

laminar case the flame studied would have nz = 0; the slot burner would produce

a 2D flame, invariant in the z-direction. Non-zero values in the turbulent flame

were associated with regions out-of-plane curvature. Conversely, both nx and ny

have mean values differing from zero. Throughout the turbulence-flame interactions,

strain rates exerted by the fluid in these directions had a much more significant

effect on the flame than those in the z-direction. Furthermore, there are terms in

the equation for at that involve nz (unresolved) and the in-plane derivatives of w

(resolved). However, due to the above restrictions on the velocity gradient field the

influence of these terms was significantly reduced.

The significance of n3was assessed in the restricted data set using the OPCS-PIV

data. The three component normal vector was calculated from the two perimetrically
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Figure 4.6: PDF of the out-of-plane flame orientation (nz) for the restricted data set. nz was
considerably smaller than the remaining components.

defined space curves representing the flame in each image plane using the equations:

|n̂| =
√

n2
x + n2

y + n2
z = 1(4.6)

nx

ny

=
n1x

n1y

(4.7)

nz

ny

=
n2z

n2y

(4.8)

where n̂1 and n̂2 were the 2D normal vectors in image planes 1 and 2 respectively.

Hence, the necessary information to reconstruct the three-component normal was

only available at a single spatial location for each OPCS-PIV image. That is, there

was only one location where the flame front contours crossed. This provided the full

flame orientation at this point. Data from 20000 vector fields were used to compile

the statistics. The restricted set contained approximately 2200 of these and all PDFs

below were constructed using this set.

Presented in Fig. 4.6 is the PDF of nz

|nx|+|ny | . As can be seen, nz was distributed
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Figure 4.7: PDF of the strain rate that could be resolved using planar measurements relative to
the full 3D measurements.

about zero. Furthermore, nz was considerably less than the other components, with

a mean relative magnitude of
(

|nz |
|nx|+|ny|

)
= 0.15.

To determine the influence of the velocity field restrictions and flame orientation

on the strain rate, the PDF of at2D−at

at
was computed at the flame intersection point.

Here, at2D represents the portion of at that would be computed using the planar

CS-PIV measurements only. This PDF is shown in Fig. 4.7. Integrating the area

under the PDF indicated that over 80% of the full 3D strain rate was captured by

the planar measurements over 80% of the time. Hence, the planar measurements

were found to accurately represent the strain rate on the flame.

The significance of the out-of-plane flame curvature was also assessed. The cur-

vatures in image planes 1 (C1) and 2 (C2) at the intersection point were computed.

For the majority of the curvature to be captured by the CS-PIV, it was desired that
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RC . The horizontal was generally smaller than the vertical in the restricted data set.

|C2| À |C1|. This can be evaluated by considering the ratio:

(4.9) RC =
|C2| − |C1|
|C2|+ |C1|

Positive values of Rc indicate that the curvature was predominantly in the verti-

cal plane. Negative values indicate predominantly horizontal plane curvature. The

limits of positive and negative one indicate purely vertical and horizontal curvature

respectively. The PDF of this ratio was computed and is shown in Fig. 4.8. As can

be seen, the curvature in image plane 2 was generally greater than that in plane 1

for the restricted data set. The mean value was RC = 0.44, yielding |C2| = 2.6|C1|.

The curvature stretch rate measured by the CS-PIV therefore captured the majority

of the total. However, unlike the strain rate, there were still a number of cases where

|C1| was equal to or larger than |C2|.
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Figure 4.9: Canonical flame-vortex interaction.
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Figure 4.10: Strain rate (–) and curvature (- -) profiles expected during the canonical flame-vortex
interaction of Fig. 4.9.

4.3 Stretch characterized by vorticity

In order to investigate turbulence-flame interactions, Poinsot et al. [91] consid-

ered the configuration shown in Fig. 4.9 in which a pair of two-dimensional vortices

(structures of concentrated vorticity) were impinged on a laminar flame. The ex-

pected profiles of the strain rate and flame curvature versus distance along the flame

surface (ϕ) are shown in Fig. 4.10. As the vortex pair interacts with the flame,

extensive strain rate is exerted and a negative curvature wrinkle forms. The wrinkle

then forms a cusp due to kinematic resonation.
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This configuration has been studied in great detail, both computationally and

experimentally. Meneveau and Poinsot [74] analyzed interactions over a range of

vortex sizes and strengths to deduce the net effect of an entire turbulent flow. Colin

et al. [28] and Charlette et al. [22] extended this work by considering additional

parameters and different methods of summing the scales. Furthermore, it is a popular

configuration for the study of flame quenching, baroclinic effects on vorticity, and

flame stability [77, 99]. Extensive reviews of the canonical flame-vortex interaction

are provided by Renard et al. [96] and Kadowaki and Hasegawa [56].

Hence, to begin, turbulence-flame interactions were investigated in a manner con-

sistent with the classical studies listed above. That is, the turbulence field was viewed

in terms of the vorticity. In this view, coherent vortical structures interacted with

the flame and the stretching was characterized by the properties of these structures.

For all data presented below, Case 2 (φ = 0.7) was used. The Lewis number of the

deficient reactant in this mixture is approximately unity, indicating equal diffusivity

between the reactant and heat. While there is significant scatter in measured Mark-

stein numbers, the φ = 0.7 case falls within the commonly reported range of Ma ≈ 0

for methane-air flames, indicating that preferential diffusion effects were small[78].

Hence, the propagation speed of the flame was expected to remain relatively constant,

irrespective of the local stretch rate.

A typical instantaneous vorticity field measured using the CS-PIV is shown in Fig.

4.11. Contours of ωz are plotted between -1200 s−1 (blue) and 1200 s−1 (red). The

flame is represented by the thick black line and the reactants are on the left. As can be

seen, the vorticity field was very complex. It was both unfeasible and inappropriate

to analyze the interaction of such a field with the flame in the context of the canonical

geometry. Hence, isolated temporal and spatial segments were extracted from the
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data set in which the local turbulence-flame interaction resembled the canonical

configuration. That is, counter-rotating pairs of vortical structures exerting extensive

strain on the flame were identified. These interactions were analyzed to evaluate the

relevance of the canonical geometry to real turbulent flames.

4.3.1 Stretching by vortex pairs

A turbulence-flame interaction resembling the canonical configuration is presented

in Fig. 4.12. In this time sequence, two counter-rotating vortical structures inter-

acted with the flame, the flame was strained, and a negative curvature wrinkle was

formed. Profiles of the instantaneous strain rate and curvature on the flame surface

are shown in Fig. 4.13. As can be seen, the interaction was qualitatively very analo-

gous to that expected from the canonical configuration shown in Figs. 4.9 and 4.10.

However, there was one notable difference; the strain rate was exerted before the

wrinkle formed. This indicates that the straining and wrinkling processes might be

somewhat distinct. It is also noted that there was considerable strain rate exerted

before the vortical structures appeared to interact and the maximum strain rate did

not occur when the maximum vorticity was on the flame contour. Hence, the geom-

etry of the vortical structures does not appear to characterize the strain rate on the

flame.

Furthermore, analysis of multiple interactions indicated that the strength of the

straining and wrinkling processes were not well characterized by the vorticity field.

To demonstrate this, Figs. 4.14 and 4.15 present two further interactions resembling

the canonical configuration. In all three cases it can be visually observed that the

turbulent structures had similar strengths and scales. These will be further quantified

below. However, it was also apparent that the interactions had very different effects

on the flame; different sized wrinkles were produced.
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Figure 4.11: A typical vorticity field interacting with the flame surface. The vorticity has a complex
geometry and cannot generally be analyzed in the context of the canonical configu-
ration. Contours of vorticity between -1200 s−1 (blue) and 1200 s−1 (red). Flame is
represented by the thick black line. Flow is from bottom to top and the field of view
is 11 mm x 17 mm.
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Figure 4.12: Interaction of a counter rotating pair of vortical structures with the flame. A negatively
curved wrinkle is created. Contours of vorticity between -1200 s−1 (blue) and 1200
s−1 (red). Flame is represented by the thick black line. Flow is from bottom to top,
reactants are on the left, the field of view is 6 mm x 9.5 mm, and the time between
frames is 0.9 ms.
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Figure 4.13: Profiles of the strain rate (–) and curvature (- -) along the flame surface in the vicinity
of the turbulence flame interaction in Fig. 4.12.

128



To investigate these differences, the strain rate exerted on the flame during each

interaction was calculated. These were found to vary widely. Figure 4.16 presents

profiles of the strain rate on the flame and flame curvature taken at the time when

the maximum strain rate occurred for each interaction. The distance along the flame

surface has been normalized by the length of flame surface being strained (lf ). As

can be seen, the maximum strain rate varied widely from interaction to interaction.

The interaction in Fig. 4.12 exerted approximately twice as much as those in Figs.

4.14 and 4.15. It is therefore apparent that the peak strain rate was not characterized

by the vorticity field.

Furthermore, despite the similarity in peak strain rate, the interaction in Fig.

4.14 formed a wrinkle while that in Fig. 4.15 did not. The interaction in Fig. 4.12

created a negatively curved wrinkle of similar size to Fig. 4.14 despite having twice

the peak strain rate. Hence, the net flame surface generated is not characterized

by the peak strain rate as presented in Fig. 4.16; the integral over time and space

during the interaction must be considered.

To investigate such interactions further, forty turbulence-flame interactions re-

sembling the canonical configuration were studied. These involved vortical structures

over a range of scales and strengths. For each interaction, the temporal history of

the strain rate was calculated both in terms of the maximum and spatial average

exerted on the flame. To do so, the area of the flame that was being strained was

first identified. At each time step, the profile of at(t, ϑ) (recall that the flame is

defined as a space curve parameterized by ϑ) along the flame surface was calculated

(similar to Fig. 4.16). From this, the peak strain rate in the vicinity of the vortical

structures was identified. This was defined as at,max(t). From at,max(t), the region in

which the strain rate remained above half the peak was identified. The strain rate
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Figure 4.14: Interaction of a counter rotating pair of vortical structures with the flame. A negatively
curved wrinkle is created. Contours of vorticity between -1200 s−1 (blue) and 1200
s−1 (red). Flame is represented by the thick black line. Flow is from bottom to top,
reactants are on the left, the field of view is 6 mm x 9.5 mm, and the time between
frames is 0.9 ms.
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Figure 4.15: Interaction of a counter rotating pair of vortical structures with the flame. There is
very little wrinkling of the flame surface. Contours of vorticity between -1200 s−1

(blue) and 1200 s−1 (red). Flame is represented by the thick black line. Flow is from
bottom to top, reactants are on the left, the field of view is 6 mm x 9.5 mm, and the
time between frames is 0.9 ms.
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the flame and a negatively curved wrinkle forms (at
a later time).
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Figure 4.16: Profiles of the strain rate (–) and flame curvature (- -) in the vicinity of the turbulence-
flame interaction shown in Figs. 4.12-4.14. The profiles are taken at the time of
maximum strain rate.
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was then spatially averaged over this region to obtain 〈at(t)〉. The beginning of the

interaction (t0) was defined as the first time a peak of strain rate was apparent on

the flame surface. This was generally 2-3 time steps before the peak strain rate was

exerted on the flame.

The strength of the interactions were characterized in two ways. Firstly, the

maximum vorticity magnitude in each structure was computed. The interaction was

then characterized by the mean of these two values (ωmax). This is analogous to

the characterization in the canonical studies. Secondly, the half maximum contour

for each structure was computed. The spatial average of the vorticity magnitude

within these contours was then calculated (〈|ω|〉). This characterization accounts for

differences in the vorticity distribution not accounted for in the maxima. It is noted

that the canonical studies typically characterized the strength of the interaction by a

rotational velocity. However, such a velocity was difficult to define in real turbulence;

the structures were not circular in cross-section and convecting at different velocities.

However, the vorticity definition employed can be related that of the canonical studies

since the precisely defined velocity field in the latter stipulates the vorticity field.

The scale of the interaction was also important. As demonstrated by Meneveau

and Poinsot [74], the effectiveness of vortices to stretch a flame is scale dependant.

The scales were also characterized in two ways. Firstly, the distance between the

vorticity peaks was used (lp). Once again, this is analogous to the canonical studies.

Secondly, the size of the structures was used. Each structure had a characteristic size

defined from the area and perimeter of its half maximum region given by Eq. 2.8.

The mean size of the two structures was used to characterize the pair (ls). All vortex

characteristics were taken at at the time when the peak strain rate was exerted on

the flame.
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Table 4.2 lists the interactions studied and their characteristics. The interactions

were grouped by similarly sized (in terms of ls) structures. Within these groups, they

were sorted by their strengths (ωmax). If the vorticity field properly characterized

the interaction, the straining of the flame surface for similar interactions should have

been similar. However, this was found to not be the case.

To demonstrate this, Figs. 4.17 - 4.19 present temporal profiles of the strain rate

for all the interactions. Figures 4.17 and 4.18 present profiles of both at,max(t) and

〈at(t)〉 for the interactions of Group V1. In each plot, the strain rate is normalized

by one of the vortex strength metrics. Furthermore, the temporal axis is normalized

by one of two characteristic time scales for the interaction. These are given by

(4.10) τi =
li
s0

l

where li = lp (Fig. 4.17) or ls (Fig. 4.18). As can be seen, the vorticity field

does not properly characterize the strain rate exerted on the flame regardless of the

normalization. Even for vorticity fields of similar strength and scale, there was a

wide range of computed strain rates. Furthermore, the normalized duration over

which the strain rate was exerted varied greatly between interactions regardless of

the time scale. Hence, for interaction groups V2-V4, only the profiles of at,max(t)

ωmax
are

provided, with time normalized by τs (Fig. 4.19).

As can be seen, regardless of the scale, strength, and normalization, the strain

rate exerted on the flame was not characterized by the vorticity field. This was

true both for the magnitude of the strain rate and the duration over which it was

exerted. However, it is noted that the normalized interaction times were on the order

of unity, indicating that li
s0
l

may be the proper form for τi; a proper length scale for

the interaction is needed.
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Group Interaction lp (mm) ls (mm) ωmax (s−1) 〈|ω|〉 (s−1) Marker

V1

v1 0.8 1.0 1.1E+03 7.8E+02 ×
v2 0.9 0.7 1.0E+03 8.0E+02 +
v3 0.9 1.0 1.2E+03 9.1E+02 ◦
v4 0.9 1.1 1.3E+03 9.4E+02 ¤
v5 0.9 0.7 1.4E+03 1.0E+03 5
v6 0.9 1.0 1.6E+03 1.1E+03 4
v7 1.0 1.3 8.7E+02 6.3E+02 ∗
v8 1.0 0.9 1.0E+03 7.4E+02 ¦
v9 1.0 1.3 1.1E+03 7.8E+02 ·
v10 1.0 1.8 1.2E+03 8.4E+02 /
v11 1.0 1.3 1.2E+03 9.0E+02 .

V2

v12 1.1 1.4 8.9E+02 6.5E+02 ×
v13 1.1 1.3 9.2E+02 6.8E+02 +
v14 1.1 1.2 9.2E+02 6.7E+02 ◦
v15 1.1 1.2 9.6E+02 6.8E+02 ¤
v16 1.1 1.3 9.6E+02 6.7E+02 5
v17 1.1 1.9 1.0E+03 7.1E+02 4
v18 1.1 1.5 1.1E+03 8.3E+02 ∗
v19 1.1 2.5 1.3E+03 9.2E+02 ¦
v20 1.1 1.0 1.3E+03 9.2E+02 ·
v21 1.1 1.2 1.6E+03 1.2E+03 /

V3

v22 1.2 2.0 7.3E+02 5.2E+02 ×
v23 1.2 1.7 7.5E+02 5.2E+02 +
v24 1.2 1.8 8.0E+02 5.9E+02 ◦
v25 1.2 1.3 8.5E+02 6.2E+02 ¤
v26 1.2 1.5 9.2E+02 6.4E+02 5
v27 1.2 1.7 9.5E+02 6.8E+02 4
v28 1.2 1.2 1.0E+03 7.4E+02 ∗
v29 1.2 2.7 1.1E+03 8.2E+02 ¦
v30 1.2 1.9 1.2E+03 8.6E+02 ·
v31 1.2 1.7 1.2E+03 8.5E+02 /
v32 1.2 1.8 1.3E+03 9.3E+02 .

V4

v33 1.3 1.6 7.9E+02 5.8E+02 ×
v34 1.3 2.3 9.3E+02 6.8E+02 +
v35 1.3 1.3 9.9E+02 7.2E+02 ◦
v36 1.3 2.1 1.2E+03 8.4E+02 ¤
v37 1.3 3.0 1.4E+03 9.9E+02 5
v38 1.4 1.6 8.2E+02 6.0E+02 4
v39 1.4 1.5 9.2E+02 6.5E+02 ∗
v40 1.5 2.4 8.6E+02 6.4E+02 ¦

Table 4.2: Characteristics of turbulence-flame interactions in terms of vorticity.
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Figure 4.17: Temporal evolution of the strain rate exerted on the flame, characterized by the vor-
ticity and normalized in various manners. Time is normalized by τs. Interactions of
Group V1 (see Table 4.2 for the symbols).
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Figure 4.18: Temporal evolution of the strain rate exerted on the flame, characterized by the vor-
ticity and normalized in various manners. Time is normalized by τp. Interactions of
Group V1 (see Table 4.2 for the symbols).
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Figure 4.19: Temporal evolution of at,max, characterized by vorticity and normalized by ωmax.
Interactions of Groups V2-V4 (see Table 4.2 for the symbols).
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4.3.2 More complex interactions

From the above discussion, it is apparent that the vorticity field in a turbulent

flame does not characterize at for interactions resembling the canonical counter-

rotating vortex configuration. Furthermore, this simple configuration was not typical

of the interactions that occur. Instantaneous images containing an interaction of

this geometry occurred in less than 20% of the recorded data. Within these frames,

the canonical geometry only accounted for a portion of the total turbulence-flame

interaction.

Interactions between more complex turbulence fields and the flame were found to

cause a significant amount of flame wrinkling. For example, Figs. 4.20 and 4.21 show

interactions between several vortical structures and the flame. In each case, wrinkles

were generated in the flame surface by configurations different than the canonical

one. In Fig 4.20, a single wrinkle forms around a large group of vortical structures.

Additional structures (to the lower right of the boxed region) do not contribute to

the wrinkling. Partially through the process, another group of structures interact

with the flame, but do not cause an additional wrinkle. Based on the canonical

description, each vortex pair should create a wrinkle in the flame. In Fig. 4.21 the

negative vorticity structure interacts with the flame while paired with two different

positive vorticity structures at subsequent (and overlapping) times, creating a single

wrinkle. These time sequences further indicate that the canonical counter-rotating

vortex configuration is not sufficient to describe turbulence-flame interactions.

4.4 The mechanisms of flame strain and wrinkling

Since the interaction of a vorticity field with the flame does not properly char-

acterize the straining of the flame surface, an alternative description was sought.

139



R P

u

Figure 4.20: Interaction of a complex vorticity field with the flame, creating a negatively curved
wrinkle. The wrinkle forms around a group of four vortical structures, with some
others being excluded. The later group of structures does not create an additional
wrinkle. Contours of vorticity between -1200 s−1 (blue) and 1200 s−1 (red). Flame is
represented by the thick black line. Flow is from bottom to top, reactants are on the
left, the field of view is 6 mm x 11.5 mm , and the time between frames is 0.9 ms.
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Figure 4.21: Interaction of a complex vorticity field with the flame, creating a negatively curved
wrinkle. The negative vorticity structure interacts with two positive vorticity struc-
tures at subsequent and overlapping times. Contours of vorticity between -1200 s−1

(blue) and 1200 s−1 (red). Flame is represented by the thick black line. Flow is from
bottom to top, reactants are on the left, the field of view is 6 mm x 11.5 mm, and the
time between frames is 0.9 ms.
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Consider the strain rate defined by Eq. 4.1. The velocity gradient tensor can be

decomposed into S and Ω according to Eq. 1.56. Hence:

(4.11) at = −n̂ · (n̂ · S) + n̂ · (n̂ · Ω) +∇ · ~u

However, the antisymmetry of the rotation rate tensor means that n̂ · (n̂ · Ω) = 0 and

the strain rate induced on the flame can be written as:

(4.12) at = −n̂ · (n̂ · S) +∇ · ~u = (δij − ninj)Sij

Hence, the strain rate exerted on the flame does not involve vorticity, but is directly

related to the fluid strain rate tensor. This indicates that velocity gradients appearing

as fluid dynamic strain rate generate flame surface area through strain and a flow

containing only vorticity should not strain the flame.

Thus is is apparent that the image of rotating ‘vortices’ straining the flame to gen-

erate area is misconceived. These a priori decided upon structures are not a proper

representation of the structures responsible for straining the flame surface. Further-

more, attempting to associate a characteristic strain rate with a radius and rotational

velocity of the vortical structures may lead to misinterpreted results. We must then

ask: what turbulent structures lead to the generation of flame surface area? The

answer is regions of concentrated fluid dynamic strain rate (strain-rate structures).

That is, a turbulent flow consists of an evolving velocity gradient field in which their

are coherent volumes both of high vorticity (vortices) and high fluid dynamic strain

rate (strain-rate structures). It is these latter regions that are responsible for the

generation of flame surface area through strain.

The importance of strain-rate structures in non-reacting turbulence has been stud-

ied by many authors [5, 59, 81, 75]. Also, the effect of the strain-rate field on scalar

gradients in a turbulent flame has been investigated [20, 105]. However, the role of
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coherent strain-rate structures in the generation of flame surface area has not yet

been studied.

4.4.1 Strain-rate structures in the canonical vortex configuration

To understand the relationship between the canonical counter-rotating vortices

and the strain rate structures, the complete flow field associated with a pair of

Burgers’ vortices was computed. These are the most commonly investigated vortex

tubes [34]. In a Burgers’ vortex, the vorticity vector points along the vortex axis and

has the form:

(4.13) ~ω =
Γ0

4πν
e−(r/λ)2 k̂

where Γ0 is the circulation and λ is a characteristic length of the structure. For this

demonstration, the pre-exponential coefficient and λ were set to unity.

Two such vortices were superimposed on a quiescent flow field as shown in Fig.

4.22(a). From this vorticity field, the resultant velocity field was calculated using

the Biot-Savard law. That is, at every point in the domain, ~u was calculated as:

(4.14) ~u(~x) =
1

4π

∫
~ω(~x′)× (~x− ~x′)

|~x− ~x′|3 d~x′

The accuracy of this method was confirmed by computing the vorticity from the

resultant velocity field. This is shown in Fig. 4.22(b). As can be seen, this vorticity

field is nearly identical to the original. The slight deviations were likely due to the

limited resolution used.

From the velocity field, the two dimensional strain-rate tensor was constructed

at each point in the domain. Figure 4.23 shows the strain rate field associated with

the flow, where the contours are of S = (SijSij)
1/2. As can be seen, there are two

structures of concentrated strain-rate associated with the leading and trailing regions
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(a) Original Burgers’ vortex pair

(b) Burgers’ vortex pair reconstructed from Biot-Savard velocity field

Figure 4.22: Burgers’ vortex pair representing the canonical geometry. Contours of ωz.
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Figure 4.23: Strain rate field associated with the canonical geometry of Fig. 4.22. Contours of
S = (SijSij)1/2.

of the vortices. If the flame propagated without changing shape over this strain field,

the net change in surface area would be zero; the upper and lower structures would

counteract. In reality, the flame wrinkles due to the vorticity and the structures

attenuate as they evolve. Hence there is a net strain exerted.

Using strain-rate structures to describe at avoids many of the issues associated

with the traditional counter-rotating vortices. Firstly, the restrictive building block

of an a priori constructed geometry is eliminated. Instead of counter-rotating vor-

tices in a head-on configuration, individual strain-rate structures that may be of any

orientation, configuration, or geometry may be considered. This negates the need

to consider strain rate patterns associated with different vortex configurations. Sec-

ondly, it allows for proper characterization of the size and strength of the important

turbulent structures. Instead of a vortex radius and rotational velocity, parameters

associated with the strain-rate structure should be used. Finally, it allows many more

interactions to be studied in real turbulence. The requirement for counter-rotating

vortical structures greatly restricted the interactions that could be considered. When
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(a) Solid body rotations. A wrinkle forms but no flame
surface is generated.

s
l

(b) Straining structure (counterflow). No wrinkle forms,
but flame surface is generated.

Figure 4.24: Interactions between different forms of turbulent structure and the flame.

individual strain-rate structures are considered, these restrictions to not apply.

4.4.2 The roles of S and ~ω

Consider the effect of a pure vortical or pure strain rate flow field interacting with

a flame. The former corresponds to a solid body rotation, while the latter commonly

occurs in a counterflow geometry. The flame front is considered to be an infinitely

long propagating surface. Hence the interaction is analogous to a local turbulence-

flame interaction in a much larger flame. The solid body rotations (Fig. 4.24(a)) are

configured in the canonical (vortex pair) manner. As they pass through the flame, a

wrinkle is formed. However, this is a process of simply wrapping up existing flame

surface and no additional area is created; the length between the hashes does not

change. Conversely, the straining flow field does not create a flame wrinkle, but
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(a) Contours of strain rate (S) between 0 s−1 and 1200 s−1. Flame contour in yellow.

(b) Contours of vorticity (ωz) between -1200 s−1 (blue) and 1200s−1 (red). Flame contour in black.

Figure 4.25: Strain-rate structures elongating a flat flame segment. Flame surface area is generated
without a wrinkle begin formed. Field of view is 6 mm x 9 mm, time between frames
is 0.9 ms. Reactants on left.

produces a flat flame with greater surface area as shown in Fig. 4.24(b); the hash

marks move apart. Hence, the interaction between a turbulent flow field and a flame

front is a combined process of strain-rate structures generating flame surface area

and vortical structures redistributing it into wrinkles. Furthermore, both processes

require the flame surface and turbulent structures to be oriented in such a manner

that the velocity gradients are effective. This is clearly seen for the strain rate

components in Eq. 4.12; if n̂ is not properly oriented, the S components have no

effect on at. Similarly, if the solid body rotations in Fig. 4.24(a) encountered a flame

segment already wrinkled in the final configuration, no additional wrinkling would

occur.

Using the CS-PIV measurements, it was possible to confirm these ideas. While the

straining and wrinkling processes in the real flame were continuously and simulta-

neously occurring, it was possible to largely isolate each mechanism to observe their
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(a) Contours of strain rate (S) between 0 s−1 and 1200 s−1. Flame contour in yellow.

(b) Contours of vorticity (ωz) between -1200 s−1 (blue) and 1200s−1 (red). Flame contour in black.

Figure 4.26: A strong vortical structure wraps existing flame surface around it. Little flame surface
area is generated. Field of view is 6 mm x 9 mm, time between frames is 0.9 ms.
Reactants on left.
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(b) Flame curvature.

Figure 4.27: Temporal evolution of the maximum strain rate and flame curvature the interactions
in Figs. 4.25 (–) and 4.26 (- -).
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distinct effects. Interactions demonstrating these mechanisms are shown in Figs.

4.25 and 4.26 in terms of both the vorticity and fluid dynamic strain rate fields.

The vorticity fields are visualized in the same manner as in §4.3. For the strain rate

fields, contours of the strain rate (S = resolved component of (SijSij)
1/2) between 0

and 1200 s−1 are plotted. The flame contour is represented by the thick yellow line.

It should be noted that the flame front manifests itself in the S fields as a region

of high strain due to the acceleration of the gas through the flame (i.e. ∇ · ~u > 0).

However, this strain rate is not a result of the turbulence and hence not the focus

of this work. Nevertheless, the high acceleration region is an indicator of the flame

thickness and the accuracy of the leading edge isocontour. Temporal profiles of the

at,max and maximum flame curvature (Cmax) resulting from these interactions are

shown in Fig. 4.27.

Figure 4.25 shows the interaction between two strain-rate structures and the flame

front. The vortical structures in this interaction were configured such that no flame

wrinkle was produced; the flame surface was already oriented around the overall

vorticity group. However, the extensively straining structures still exerted strain

on the flame surface, generating surface area and resulting in a longer flat flame

contour. This is confirmed by Fig. 4.27. In Fig. 4.27(a), two pulses of at are

exerted on the flame corresponding to the two strain-rate structures. However, the

turbulence does not generate a wrinkle. Figure 4.27(b) shows that the initial slightly

positive curvature is stretched out, resulting in a flatter flame front. This process is

analogous to the counterflow geometry of Fig. 4.24(b).

Conversely, Fig. 4.26 shows a vortex pair interacting with the flame. The structure

with positive vorticity is considerably stronger than its counterpart. The strain rate

structure is also weak. As the positive vortex encounters the flame, existing flame
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surface is wrapped around it; the flame to the upper right is pulled around the

vortex. The weaker, negative vortex does not significantly influence the flame and a

asymmetric wrinkle is formed. Due to the weak strain rate structure, the at exerted

on the flame is relatively low throughout the interaction as shown in Fig. 4.27(a).

Hence, the high negative curvature wrinkle seen in Fig. 4.27(b) is formed without

significant straining of the flame surface.

These ideas, combined with the geometry of the vortical and strain-rate structures

in the canonical configuration (Figs. 4.22 and 4.23) show why the strain rate may lead

the wrinkling as occurred Figs. 4.12 and 4.13. If the strain-rate structure interacted

first, it would generate flame surface area. This would subsequently be wrapped

into the wrinkle as the vortical structures interacted. The different locations of the

vortical and strain-rate structures in this interaction will be demonstrated in §4.5.1.

Recognizing that different turbulent structures have different roles in the inter-

action, it is important to understand the relationship between the strain rate and

vorticity fields. The transport equations for the vorticity and strain rate in a reacting

flow are given by Eqs. 1.58 and 1.59. From these equations it is apparent that the

vorticity and strain rate fields are mutually interacting. However, the existence of a

particular local vorticity field at a given time does not imply that a particular local

strain rate field must exist or vice versa. The evolution and influence of the entire

flow to that point effect the local turbulence. Hence, while the deterministic rela-

tionship between the rotational structures in Fig. 4.22 and the strain rate structures

of Fig. 4.23 is valid for the simple canonical flow, it should not be viewed as a unique

relationship.
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4.5 The interaction of strain-rate structures and the flame

With this new understanding of how a flame surface is stretched, the turbulence-

flame interactions from §4.3 can be reanalyzed to determine if they are better un-

derstood and characterized by the properties of their strain-rate structures.

4.5.1 Strain-rate structures associated with counter-rotating vorticity

Firstly, the strain rate fields for the three interactions shown in Figs. 4.12-4.15

are presented in Figs. 4.28-4.30. As can be seen, while the vortical structures in each

case were very similar, the strain-rate structures were quite different.

The strain-rate structure in Fig. 4.28 was considerably stronger than in either

Figs. 4.29 or 4.30. Hence, the peak strain-rate exerted on the flame was considerably

higher as was shown in Fig. 4.16. However, the structure attenuated much more

quickly than in Fig. 4.28. The net generation of flame surface area and flame

wrinkling between these two interactions was therefore similar. Furthermore, the

strain rate structure in Fig. 4.28 interacted before the vortical structures in Fig.

4.12. This led to the lag between straining and wrinkling of the flame surface seen in

Fig. 4.13. Conversely, the vortical and strain-rate structures in Figs. 4.14 and 4.29

interacted simultaneously. Hence, the straining and wrinkling were simultaneous as

seen in Fig. 4.16(b).

Furthermore, in Figs. 4.29 and 4.30, the strain-rate structures had approximately

the same strength. However, the structure in Fig. 4.29 interacted with the flame for

considerably longer. Hence, while the peak strain in each interaction was approxi-

mately equal (Figs. 4.16(b) and 4.16(c)), the first interaction produced more surface

area. This area was then wrapped into the wrinkle by the vortical structures.

From the above interactions it appears that the analysis of §4.4 is accurate: the
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strain rate on the flame is characterized by the fluid dynamic strain rate. To further

demonstrate this, the interactions listed in Table 4.2 were reanalyzed under this

new interpretation; they were characterized in terms of the strength and size of the

strain-rate structure. These characteristics are listed in Table 4.3. Note that with this

characterization there is only one relevant length scale (there is no distance between

structures). Furthermore, the interactions had to be regrouped. Interactions with

similarly sized vortical structures did not necessarily have similarly sized strain-rate

structures.

Figure 4.31 presents profiles of at versus time for the interactions of group S1.

Once again, two measures of at are presented, at,max and 〈at〉. These are normalized

by either the maximum or average S in the structure, which are defined in the same

manner as for the vortical structures. The temporal axis is normalized by τs defined

by Eq. 4.10, where ls is the characteristic length of the strain rate structure.

As can be seen, there is considerably less scatter in the data than when normalized

by properties of the vorticity (Figs. 4.17-4.19). Furthermore, the scatter is relatively

independent of the normalization. Hence, for groups S2-S4 only the profiles of at,max

normalized by Smax are presented (Fig. 4.32).

As can be seen, there is a much more distinct pattern to the curves when normal-

ized by the strain-rate structure properties. The curves increase until about t/τs = 1

and then descend. However, while the scatter in at is reduced compared to the

vorticity normalization, it is still significant. To demonstrate this, the maximum

strain rate occurring in each interaction was determined. For each interaction group,

the standard deviation of these maxima was computed and normalized by the mean

value. These were designated σm and are presented in Table 4.4. As can be seen, the

S-normalization significantly reduced the scatter in the normalized at. However, the

152



S = 1700 s
-1

R P

u

S = 1100 s
-1

Figure 4.28: Interaction of the strain-rate structure with the flame. This time sequence corresponds
to the vorticity fields in Fig. 4.12. The strain-rate is very strong when it interacts
with the flame (stronger than either Figs. 4.29 or 4.30). The interaction time is less
than in Fig. 4.29 and similar to Fig. 4.30. This results in similar sized wrinkle top
that in Fig. 4.29. Contours of strain-rate magnitude between 0 s−1 (blue) and 1500
s−1 (red). Flame is represented by the thick yellow line. Flow is from bottom to top,
reactants are on the left, the field of view is 6 mm x 9.5 mm, and the time between
frames is 0.9 ms.

scatter was still significant. This was expected as the strain rate exerted on the flame

surface depended on the relative orientations of n̂ and S. Nevertheless, it appears

that the phenomenological description of flame stretch presented in §4.4 is accurate.

4.5.2 Strain-rate structures associated with complex vorticity fields

Since the straining of the flame is characterized by individual strain-rate struc-

tures, the complex turbulence-flame interactions that occur in real systems can be

analyzed; the assumption that the turbulence exists as isolated counter-rotating vor-

tex pairs is unnecessary. For example, consider the two complex interactions previ-
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S = 1200 s
-1

R P

u

S = 1000 s
-1

S = 1200 s
-1

S = 700 s
-1

Figure 4.29: Interaction of the strain-rate structure with the flame. This time sequence corresponds
to the vorticity fields in Fig. 4.14. The strain-rate is strong and interacts with the
flame for a long time period. This produces significant flame surface area that is
wrapped into a wrinkle by the vorticity. Contours of strain-rate magnitude between 0
s−1 (blue) and 1500 s−1 (red). Flame is represented by the thick yellow line. Flow is
from bottom to top, reactants are on the left, the field of view is 6 mm x 9.5 mm, and
the time between frames is 0.9 ms.
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S = 1200 s
-1
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S = 800 s
-1

Figure 4.30: Interaction of the strain-rate structure with the flame. This time sequence corresponds
to the vorticity fields in Fig. 4.15. The strain-rate is strong, but interacts with the
flame for a shorter time period than in Fig. 4.29. Less flame surface is produced,
resulting in a smaller wrinkle. Contours of strain-rate magnitude between 0 s−1 (blue)
and 1500 s−1 (red). Flame is represented by the thick yellow line. Flow is from bottom
to top, reactants are on the left, the field of view is 6 mm x 9.5 mm, and the time
between frames is 0.9 ms.
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Group Interaction ls (mm) Smax (s−1) 〈S〉 (s−1) Marker

S1

s1 0.4 7.7E+02 7.0E+02 ×
s2 0.5 5.6E+02 4.1E+02 +
s3 0.5 5.8E+02 5.7E+02 ◦
s4 0.5 6.0E+02 4.4E+02 ¤
s5 0.5 6.1E+02 5.1E+02 5
s6 0.5 9.9E+02 9.3E+02 4
s7 0.6 5.6E+02 3.9E+02 ∗
s8 0.6 9.8E+02 7.8E+02 ¦

S2

s9 0.8 6.0E+02 5.0E+02 ×
s10 0.8 6.1E+02 4.9E+02 +
s11 0.8 6.5E+02 5.1E+02 ◦
s12 0.8 6.8E+02 5.5E+02 ¤
s13 0.8 7.5E+02 5.8E+02 5
s14 0.8 7.7E+02 6.2E+02 4
s15 0.8 8.9E+02 6.8E+02 ∗
s16 0.8 9.2E+02 8.1E+02 ¦
s17 0.8 1.1E+03 8.3E+02 ·
s18 0.8 1.4E+03 8.9E+02 /

S3

s19 0.9 7.9E+02 5.9E+02 ×
s20 0.9 8.0E+02 6.1E+02 +
s21 0.9 8.7E+02 6.8E+02 ◦
s22 0.9 9.1E+02 7.0E+02 ¤
s23 0.9 1.0E+03 8.2E+02 5
s24 0.9 1.8E+03 1.4E+03 4
s25 1.0 6.7E+02 5.3E+02 ∗
s26 1.0 8.1E+02 6.8E+02 ¦
s27 1.0 8.2E+02 6.5E+02 ·
s28 1.0 8.6E+02 5.9E+02 /
s29 1.0 9.8E+02 7.7E+02 .

S4

s30 1.0 9.9E+02 7.4E+02 ×
s31 1.0 9.9E+02 7.7E+02 +
s32 1.0 1.1E+03 8.0E+02 ◦
s33 1.0 1.1E+03 8.7E+02 ¤
s34 1.1 6.5E+02 5.3E+02 5
s35 1.1 8.0E+02 5.1E+02 4
s36 1.1 1.7E+03 1.2E+03 ∗
s37 1.2 9.2E+02 7.1E+02 ¦
s38 1.3 1.0E+03 8.5E+02 ·
s39 1.4 5.3E+02 3.6E+02 /
s40 1.4 8.6E+02 6.1E+02 .

Table 4.3: Characteristics of turbulence-flame interactions in terms of strain rate.

Group V1 V2 V3 V4 S1 S2 S3 S4
σm 0.29 0.35 0.37 0.21 0.12 0.20 0.22 0.14

Table 4.4: Computed scatter in the measured strain rates for each interaction group.
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(c) Normalization of 〈at〉 by Smax
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Figure 4.31: Temporal evolution of the strain rate exerted on the flame, characterized by the fluid
dynamic strain rate and normalized in various manners. Interactions of Group S1 (see
Table 4.3 for the symbols).
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Figure 4.32: Temporal evolution of at,max, characterized by the fluid dynamic strain rate and nor-
malized by Smax. Interactions of Groups S2-S4 (see Table 4.3 for the symbols).
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ously shown in Figs. 4.20 and 4.21. In these interactions, there were several vortical

structures interacting with the flame simultaneously. These geometries are not con-

sidered in the canonical configuration. However, when viewed in terms of strain rate,

the interactions can be easily understood.

Firstly, the vorticity field in Fig. 4.20 contains a large number vortical structures.

A wrinkle forms around four of these. After these structures pass through the flame,

another series of structures interact. Exactly why a single wrinkle forms and the

role of the several of the structures is unclear from the vorticity field. Based on the

canonical interpretation this interaction should form multiple wrinkles, one around

each vortex pair.

However, when viewed in terms of the strain rate field the interaction is easily un-

derstandable. This is shown in Fig. 4.33. In the first three frames, a structure exerts

extensive strain on the flame in the upper portion of the boxed region. Similarly, in

the second to fourth frame, another structure exerts extensive strain on the flame in

the lower portion of the box. Flame surface is generated at these locations, which set

the corners of the wrinkle. In frames 1 and 2, there is a weak structure that would

exert compressive strain, but it does not interact with the flame. Similarly, in the

sixth and seventh frame the extensively straining structure interacts while the com-

pressively straining structure does not. By simultaneously considering the vorticity

field (Fig. 4.33) it is clear why this latter interaction does not create an additional

wrinkle: the flame surface is already oriented around the vorticity. Hence, by viewing

the fluid dynamic strain rate field (i.e. strain-rate structures), the manner in which

this complicated turbulence strains the flame is clear.

As another example, the vorticity field in Fig. 4.21 contains a single negative

vorticity structure that interacts with the flame while paired with two positive vor-
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Figure 4.33: Interaction of several strain-rate structures with the flame. The time sequence corre-
sponds to the complex vorticity field in Fig. 4.20. Flame surface is generated at the
locations where the strong strain-rate structures interact with the flame, which sets
the wrinkle boundaries. Contours of strain-rate magnitude between 0 s−1 (blue) and
1500 s−1 (red). Flame is represented by the thick yellow line. Flow is from bottom
to top, reactants are on the left, the field of view is 6 mm x 10.5 mm, and the time
between frames is 0.9 ms.

ticity structures at subsequent and overlapping times. The corresponding strain rate

field is shown in Fig. 4.34. In this view, there are two clearly distinct strain-rate

structures that interact with the flame to generate flame surface area. The flame

surface thus generated is wrapped into the wrinkle by the vortical structures.
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Figure 4.34: Interaction of two strain-rate structures with the flame. The time sequence corresponds
to the complex vorticity field in Fig. 4.21. The complex vorticity field interactions
is clarified by the strain rate field; flame surface is generated at the locations where
the strain-rate structures interact. Contours of strain-rate magnitude between 0 s−1

(blue) and 1500 s−1 (red). Flame is represented by the thick yellow line. Flow is from
bottom to top, reactants are on the left, the field of view is 6 mm x 10.5 mm, and the
time between frames is 0.9 ms.
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4.6 Positive curvature wrinkles

In the above discussion, turbulence-flame interactions have been considered in

which extensive strain was exerted on the flame, producing flame surface area that

was formed into wrinkles with negative curvature. Such interactions play an impor-

tant role in the stretching of the flame and have been the basis for most previous

studies. However, other interaction geometries also occur. In particular, the oppo-

site process is important; turbulence that exerts compressive strain on the flame and

generates wrinkles with positive curvature must be considered.

These interactions are especially important since positive curvature wrinkles tend

to grow with time, while negative curvature wrinkles tend to shrink. When tur-

bulence forms a positive curvature flame wrinkle, it propagates outwards into the

reactants, increasing in area. It will continue to do so until it is further affected by

the turbulence or encounters some boundary constraint. Negative curvature wrinkles

(such as those considered above) tend to form cusps and shrink due to kinematic

restoration (Huygen’s principle). Hence, interactions that form positive curvature

wrinkles are important for the generation of flame surface area.

The canonical picture of this process is shown in terms of the vortical structures

in Fig. 4.35. Such an interaction measured using the CS-PIV is shown both as the

vorticity field and strain-rate field in Figs. 4.36 and 4.37. As can be seen, there is

very little compressive strain rate exerted on the flame; the strength of the strain

rate structure is considerably less than in Figs. 4.12-4.14. This weak strain rate

is somewhat intrinsic to this type of interaction as the positive curvature wrinkle

tends to force the vortical structures apart and reduce the strength of the strain-

rate structure. However, the vortical structures incite a positive curvature wrinkle
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Figure 4.35: Schematic of an inwardly rotating pair of vortical structures creating a positive cur-
vature flame wrinkle.

to form. The area of this wrinkle grows considerably due to propagation. Hence,

interactions of this type are extremely important for the generation of flame surface

area due to curvature stretch.

4.7 The statistics of strain-rate and curvature

The positive curvature wrinkle and compressive strain rate seen in Figs. 4.36 and

4.37 raise an important question: what is the distribution of strain rates and curva-

tures on the flame front? As mentioned previously, the canonical counter-rotating

vortex geometry used to develop the stretch efficiency function states that the only ef-

fect of turbulence on the flame is to cause extensive strain rate and negative curvature

[74]. The strain-rate and curvature submodels used in various LES implementations

employ this paradigm [22, 52].

To analyze the validity of these assumptions, profiles of strain rate and curvature

along the flame surface were calculated. These are shown in Fig. 4.38 for a few

instants in the measured data. As can be clearly seen, both quantities vary between

positive and negative values. While the strain-rate profiles have an essentially ran-

dom shape, the curvature profile have some distinct characteristics. There are small
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Figure 4.36: Measured interaction of an inwardly rotating pair of vortical structures creating a
positive flame wrinkle. Due to the positive curvature, the wrinkle grows in size as it
propagates. Contours of vorticity between -1200 s−1 (blue) and 1200 s−1 (red). Flame
is represented by the thick black line. Flow is from bottom to top, reactants are on
the left, the field of view is 6.5 mm x 10.5 mm , and the time between frames is 0.9
ms.
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Figure 4.37: Strain rate field corresponding to Fig. 4.36. The strain-rate structure exerts weak
compressive strain on the flame as the positive curvature wrinkle forms. Contours of
strain-rate magnitude between 0 s−1 (blue) and 1500 s−1 (red). Flame is represented
by the thick yellow line. Flow is from bottom to top, reactants are on the left, the
field of view is 6.5 mm x 10.5 mm, and the time between frames is 0.9 ms.
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Figure 4.38: Typical profiles of at and C versus distance along the flame surface (ϕ). The strain
rate varies between positive and negative values. There are small regions of high nega-
tive curvature indicating cusps and larger regions of low positive curvature indicating
expanding wrinkles. The different lines represent different instances in time.
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regions of high negative curvature and larger regions of lower positive curvature. This

is exactly the profile expected for a propagating curved wave. That is, regions of

negative curvature tend to form cusps due to kinematic restoration. Regions of pos-

itive curvature tend to grow and, as they are doing so, reduce in curvature (consider

an expanding laminar spherical flame).

The distribution of strain rate and curvature is further educed by their respective

PDFs. To construct the PDFs, the x-coordinate was divided into bands of 1 mm.

The strain rate and curvature statistics in each of these bands was then compiled.

Division of the domain was necessary since the turbulence and flame wrinkling varied

with downstream distance; the PDFs also varied. Data from approximately 10000

vector fields were used for each test case.

The PDFs of strain rate at various heights for each case are provided in Fig.

4.39. A few trends are clearly apparent. Firstly, the strain rates were distributed

amongst positive and negative values. Near the base of the flame, the strain rate

exhibited a distinct positive tendency. This diminished downstream, and at some

point the PDFs appeared essentially symmetric. The positive skewness at the flame

base varied slightly from case to case; Case 2 displayed the most positive strain rate,

followed by Case 3 and Case 1. This is likely due to minor differences in the boundary

conditions at the base. That is, the co-flow stream was set to minimize shear over

the entire length of the flame. To do so, the conditions immediately at the base of

the flame varied slightly. Nevertheless, the results show that the strain rates are not

exclusively positive as dictated by the canonical vortex configuration.

However, the mean strain rate exerted on the flame was positive. This is shown

by the downstream profiles in Fig. 4.40. As the downstream distance increased, the

mean strain decreased. This was expected since the turbulence decayed downstream.
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Figure 4.39: PDFs of at at various heights in the flames.
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Figure 4.40: Downstream profiles of the mean strain rate on the flames.

167



−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
0

0.05

0.1

0.15

0.2

0.25

0.3

C (mm
−1

)

x = 1 mm

x = 3 mm

x = 5 mm

x = 7 mm

x = 9 mm

x = 11 mm

x = 13 mm

x = 15 mm

(a) Case 1 - φ = 0.6

−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
0

0.05

0.1

0.15

0.2

0.25

0.3

C (mm
−1

)

x = 1 mm

x = 3 mm

x = 5 mm

x = 7 mm

x = 9 mm

x = 11 mm

x = 13 mm

x = 15 mm

(b) Case 2 - φ = 0.7

−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

C (mm
−1

)

x = 1 mm

x = 3 mm

x = 5 mm

x = 7 mm

x = 9 mm

x = 11 mm

x = 13 mm

x = 15 mm

(c) Case 1 - φ = 1.35

Figure 4.41: PDFs of C at various heights in the flames.

Additionally, there were distinct differences in the profiles of mean strain rate for

the different cases. In particular, Cases 1 and 3 had similar profiles, while Case 2

differed. This was due to the difference in the mean position of the flames. As seen

in §3.2, the flames in Cases 1 and 3 had similar heights, c contours, and Σ contours.

Hence, they were similarly oriented and exposed to the flow. The flame in Case 2

was significantly shorter, oriented differently with respect to the flow, and exposed to

different locations in the flow. The profile of mean strain rate was therefore different.

Nevertheless, these profiles do indicate that the net effect of the strain rate exerted

on the flame by turbulence was to increase the flame surface area.

The PDFs of curvature, shown in Fig. 4.41, also exhibited some interesting fea-
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tures. Near the base of the flame, the mean curvature was positive for all cases,

likely due to the specific boundary conditions of this geometry. At downstream lo-

cations, the PDFs became skewed towards larger negative curvatures; a negative

tail appeared on the PDFs. The most likely curvature was slightly positive. Once

again, this was expected based on the development of cusps and expanding regions

as described above.

The downstream profiles of the mean and most expected curvature, shown in Fig.

4.42, further demonstrate the trends listed above. The mean curvature for all cases

was positive at the base and quickly approached zero. This indicates a near balance

between effects of the small regions of high negative curvature and large regions of

low positive curvature for all flames. The most probable C, [C], was dependant on

the manner in which the curvature data was binned. Hence, the width of these bins

is indicated by the error bars in the figure. The most likely curvature was positive

or zero throughout, confirming the significance of the outwardly expanding portions

of the wrinkles. It should also be noted that the base of the flame is a region of both

positive strain rate and curvature stretch rate. Hence, flame surface area is produced

at this location. The implications of this are discussed in greater detail below.

4.8 Implications for modeling

The phenomenological and statistical information expounded above have signif-

icant implications for the modeling of turbulent premixed flames, both in terms of

submodels and balance assumptions. Firstly, current formulations for the subgrid

strain rate and curvature stretch rate are incomplete. Secondly, the assumption of

balance between these terms appears to be inaccurate and transport of flame surface

is significant. If transport is significant, algebraic formulations for the local turbu-
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Figure 4.42: Downstream profiles of the mean and most expected curvature of the flames. The
error bars on the most expected curvature indicate the width of the bins.
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lent burning velocity would not accurately describe the local increase in flame surface

area.

Current models for the strain rate typically relate at to the stretch efficiency

function (see §1.6). This implies that the strain rate is completely described by vortex

pair-flame interactions and that the strain rate is always positive. Furthermore, the

efficiency functions are derived based on characterizing the interaction by properties

of vortices. However, both of these attributes have been shown to be incorrect.

Firstly, the interaction between turbulence and the flame is not described by counter-

rotating vortices. Very few vortex pair interactions were observed and much more

complex arrangements of turbulent structures caused significant strain and wrinkling.

Even within the few interactions resembling the canonical configuration, the strain

rate exerted on the flame was not characterized by the vortices; it was the fluid

dynamic strain rate field that described the interaction. It was also observed that

negative strain rates were often exerted on the flame. Hence, relating the total strain

rate to a sum of extensively straining events would greatly over predict at. Modeling

the strain rate based on counter rotating vortices is therefore inappropriate.

Models for the flame curvature make the incorrect assumption that the mean is

always negative. In Refs. [51, 52], C is negative and proportional to the flame surface

density. In Refs. [22, 23], it is negative and equal in magnitude to the strain rate

(which is positive as described above). In either case, the results of §4.6 and §4.7

indicate flaws with these models. Large positive curvature wrinkles were found to

be created by the turbulence. Since such wrinkles propagate outwardly, they tend to

grow with time while reducing in curvature magnitude. Negatively curved wrinkles

tends to shrink with time while increasing in curvature magnitude. The statistics

indicate that the mean curvature is often around zero, and the most expected cur-
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vature positive. Near the base of these flames, the mean was also positive. Hence,

the assumption that the curvature stretch rate is negative appears incorrect.

Beyond the consequences for specific submodels, the above two observations have

a significant implication regarding the transport of flame surface: it must be con-

sidered. In a turbulent premixed flame, there are regions in which flame surface

is created and regions in which it is destroyed. In a statistically stable flame, the

net production must balance the net destruction over the entire flame. However,

these processes do not need to be overlapping. In the current flames, production of

flame surface area took place near the base where the mean strain rate and curva-

ture were positive. The flame surface thus produced convected downstream and was

eventually destroyed. In a Bunsen flame, the destruction location is obviously the

tip of the flame. This is a highly negatively curved region that acts as a sink for the

flame surface produced below. The dynamics of the tip are very complex, but must

be such that they balance the local transport of flame surface. This includes local

propagation along with the convection, generation, and destruction.

The local balance between production and destruction of flame surface that is

assumed in some models is therefore not generally correct. Of course, there can be

situations where there is no mean transport. This would be the case in flames that are

statistically stationary in space and time. For example, a planar flame propagating

steadily into homogeneous turbulence would have no mean transport of flame surface

to different locations. Algebraic balance relationships for the flame surface density

may work in such scenarios [19]. However, in complex systems (though even as simple

as Bunsen flames) the transport is important. It is noted that Refs. [22, 23] assume

a balance between subgrid strain rate and curvature. However, this is based on a

older RANS assumption for the global balance and there is no further justification
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given [11]. There does not appear to be any intuitive reason why it should hold in

the subgrid, but this will be addressed in Chapter VI.

The importance of flame surface transport also has implications for models of the

turbulent burning velocity. If flame surface is transported, the local flame surface area

and hence turbulent burning velocity is not based solely on the local turbulence. It is

instead influenced by all of the wrinkling that has happened previously and has been

transported to that location. This is another way of regarding the winkling ‘memory’

apparent in Bunsen flames that was discussed in §1.9.1. Algebraic relationships

such as those discussed in §1.9 are unable to account for flame surface transport

and may produce inaccurate results. While they may perform well in statistically

stationary situations as described above, they will be unlikely to do so in more

complex situations (or even Bunsen flames). This would cause problems for G-

equation methods that employ such relations to determine the propagation speed

of the G = G0 surface. Instead, such simulations may require a subgrid model

that include a transport equation for the flame surface density or flame wrinkling.

These quantities could then be related to the turbulent burning velocity. All of these

considerations will be discussed further in Chapter VI.

4.9 An aside: the hydrodynamic instability

Throughout this Chapter, the stretching of the flame surface has been considered

to be a result of velocity fluctuations in the reactants associated with turbulence.

That is, the fluctuations were generated by some form of shear between the flowing

gas and either the apparatus or fluid at a different speed. There is however an ad-

ditional source of velocity gradients in the reactants of a turbulent premixed flame:

the flame front itself. These velocity gradients are associated with the hydrodynamic
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(a) t = 0 ms (b) t = 6.3 ms (c) t = 12.6 ms

Figure 4.43: Measured development of a wrinkle due to the hydrodynamic instability. Streaklines
shown relative to mean downstream velocity in the reactants. Diverging and converg-
ing streaklines show extensive and compressive strain respectively. Black regions are
outside the field of view.

instability and can be described phenomenologically by continuity and gas expansion

as shown in §1.11. The flow pattern associated with this process consists of stream-

lines that converge in negatively curved regions of the flame and diverge in positively

curved regions. This causes a velocity difference that promotes wrinkle growth.

This phenomenon was apparent in the current measurements as demonstrated in

Fig. 4.43. In this Figure, the flow field has been rotated such that the wrinkle growth

is in the vertical direction. Instantaneous velocity streaklines are shown in a reference

frame moving at the mean reactant velocity. These streaklines were computed by

tracing the path of hypothetical fluid elements following the instantaneous velocity

field. At t = 0 ms, a perturbation in the flame front was generated. This caused

velocity gradients to form in the reactants. At t = 6.3 ms, the predicted pattern

of diverging streamlines at the positively curved regions and converging streamlines

in the negatively curved region was evident (c.f. Fig. 1.9). At t = 12.6 ms a large

wrinkle had been formed. At this point, competition between wrinkle growth due to

the hydrodynamic instability and stabilization due to Huygens principle determined

the behavior of the wrinkle.

It is therefore apparent that the hydrodynamic instability mechanism does occur

in turbulent premixed flames and can cause significant flow patterns and wrinkle
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growth. Hence, this mechanism should be considered as a source of flame surface

area in models. Unfortunately, the current experiment was not well suited to derive

a detailed description of such a source term. This is because the hydrodynamic in-

stability is much more significant in apparatuses where the maximum hydrodynamic

length scale is orders of magnitude larger than any flame length scale [15]. While

the hydrodynamic instability was apparent in the current measurements, the length

scales were not large enough to truly develop strong wrinkling from this mechanism.

Furthermore, any description must include the effects of varying the apparatus size,

which was not done. Nevertheless, it was apparent that the hydrodynamic insta-

bility flow pattern did develop and could cause significant changes in the reactant

velocities.
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CHAPTER V

The Geometry of Turbulence-Flame Interactions

In the previous Chapter, it was shown that the canonical geometry of counter-

rotating vortex pairs is inadequate to describe the interaction of a turbulent flow field

with the flame. The planar measurements taken using the CS-PIV showed complex

vorticity and strain rate fields interacting with the flame, generating surface area

and creating wrinkles. The geometries of these interactions were not encompassed

by the canonical configuration. Furthermore, the turbulence was found to generate

significant negative strain and positive curvature. Such effects are not accounted for

by the canonical geometry.

In this Chapter, the geometry of turbulence-flame interactions is further studied

using the three-dimensional OPCS-PIV measurements. To begin, the structure of

non-reacting turbulence is investigated and the resultant geometries compared to

predictions from DNS. Typical interactions of such 3D structures with the flame

are then presented. These illustrate the complex geometry of three-dimensional

turbulence and how planar measurements can be misleading. Finally, the orientation

of the vorticity and strain rate fields with respect to the flame surface is discussed.

These orientations are compared to those stipulated by the canonical flame-vortex

interaction and found to encompass a much wider breadth of possibilities. From these
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observations, it is argued that developing models for the strain rate or curvature

based on simple, a priori turbulence configurations is inadequate.

5.1 The geometry of turbulence

The appearance of the toroidal vortical structure in Fig. 2.19 begs the question:

what is the structure of turbulence? This is a question that has garnered much debate

and at present there is no consensus answer; there is not even a consensus on what

a turbulent structure is. Nevertheless, it is interesting to compare the structures

measured using the OPCS-PIV diagnostic to those computed using high resolution

DNS.

Two types of vortical structures are commonly identified. High intensity (thresh-

old) vorticity tends to concentrate into fine scale structures that are longer in one

dimension than the others. These are the taxonomical ‘tube’- or ‘worm’- like struc-

tures. At lower threshold levels, both bundles of tubes and ‘sheet’-like structures

have been identified [10, 75]. These types of structure were abundant in the present

measurements. For example, Fig. 5.1 shows a vortical structure at two different

threshold levels: ω = 700 s−1 (Fig. 5.1(a)) and ω = 1000 s−1 (Fig. 5.1(b)). At the

lower threshold, the structure appeared as a connected bundle of interwoven tubes.

As the threshold was increased, the individual tubes became apparent. The longest

dimension of the tube-bundle was about 6.2 mm. This is larger than the turbulence

integral scale. However, since the integral scale is an average quantity, it is not sur-

prising that one dimension of an instantaneous structure exceeds this. The radial

dimension of the tube-like structures at ω = 1000 s−1 ranged from about 0.4 mm

to 1.1 mm. The smallest of these corresponded well to the predicted viscous cutoff

scale λν .
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(a) Bundle of vortex tubes at ω = 700 s−1

1.1 mm

1.1 mm

0.6 mm

0.4 mm

(b) Individual vortex tube structures at ω =
1000 s−1

Figure 5.1: Tube-like vortical structures at different threshold levels.

5.7 mm

1.0 mm

Figure 5.2: Sheet-like vortical structure at a threshold of ω = 700 s−1.
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Figure 5.3: Amorphous (blob-like) strain-rate structure at a threshold of S = 700 s−1.

A typical sheet-like vortical structure is shown in Fig. 5.2 at a threshold level of

ω = 700 s−1. While sheet-like structures were apparent in the recorded data, they

are not nearly as abundant as the tube bundles. However, this may be a consequence

of the limited inertial range in this flow.

Structures of concentrated strain rate magnitude were also observed. At lower

threshold levels, these structures existed as both amorphous blobs and interconnected

assemblies of sheet-like structures as shown in Figs. 5.3 and 5.4. At higher thresholds

the assemblies broke into simple sheet structures such as seen in Fig. 5.5. The

amorphous structures remained amorphous even for higher threshold levels. All of

these structures are very similar to the dissipation rate structures (ε = 2νSijSij)

reported from DNS and experiments [10, 45, 75]. From these structures it is clear

that the geometry of turbulence is far more complex than expressed by counter-

rotating vortices.

5.2 Three-dimensional turbulence-flame interactions

The above turbulent structures illustrate a simple fact: the three-dimensional

geometry of turbulence is very complex. As demonstrated in Chapter IV, even when

planar cuts of the turbulence were considered, the geometry of the interactions did

not commonly occur in simple configurations. Large groups of structures would often

interact with the flame simultaneously or in sequence. Planar slices that resembled
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(a) Front view
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(b) Side view

Figure 5.4: Interconnected sheet-like strain-rate structures at a threshold of S = 700 s−1.

3.5 mm

(a) Front view

0.4 mm

(b) Side view

Figure 5.5: Individual sheet-like strain-rate structure at a threshold of S = 1000s−1.
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Figure 5.6: Canonical configurations for turbulence-flame interactions.

the canonical counter-rotating vortex pair geometry were quite rare. However, even

in the cases where the planar cuts were relatively simple, the three-dimensional

turbulence could have possessed a complex geometry.

To demonstrate this, three simple planar geometries were considered. These are

illustrated in Fig. 5.6 and correspond to three classically conceived configurations.

In the first, a single vortical structure wraps the flame into a wrinkle. The second

and third correspond to two configurations discussed in Chapter IV: the canonical

counter-rotating vortex pair creating a negative curvature wrinkle and the counter-

rotating vortex pair creating a positive curvature wrinkle. For each case, the Cinema-

PIV component (C-PIV0) of the OPCS-PIV diagnostic was first used to identify time

sequences in which the vorticity fields in the vertical plane (image plane 2) resembled

these configurations. The 3D turbulence-flame interactions were then reconstructed

as described in §2.4.

The first interaction presented corresponds to the configuration shown in Fig.

5.6(a) and the planar visualization from the C-PIV0 is shown in Fig. 5.7. In this

interaction, what appears to be a single vortical structure wraped the flame surface

into a simple wrinkle. The three-dimensional images of this interaction are presented
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Figure 5.7: Planar measurement in image plane 2 from C-PIV. Interaction shows what appears to
be a single vortical structure wrinkling the flame. Contours of ωz between -1000 s−1

(blue) and 1000 s−1 (red). Flow is from bottom to top. Reactants are on the left. Field
of view is 5 mm x 10 mm and the time between frames is 0.33 ms. The time sequence
begins with the top left frame.

in Fig. 5.8. The flame in both the vertical and horizontal planes is shown as the

black lines. The boxed structure in Fig. 5.7 was extracted and evolved as it moved

downstream. When reconstructed in 3D, the turbulence was clearly seen to have a

horseshoe like shape; there were two counter rotating branches meeting at an end.

The single structure visualized in the planar measurements was a cut through this

common end. Hence, both the planar measurements and simple vortex interpretation

do not reflect the complexity of this interaction.

In the second interaction, a counter-rotating pair of vortical structures interacted

with the flame. The flame was strained in the center, producing flame surface.

This flame surface was wrapped into a wrinkle by the vortices. The 2D and 3D

visualizations of such an interaction are shown in Figs. 5.9 and 5.10. The planar
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Figure 5.8: Measured images of a horseshoe shaped vortex interacting with the flame (the flame
contour in each plane is indicated by the thick black lines). The first frame shows a
schematic of the 3D canonical configuration for this interaction. The single structure
observed from the planar measurement (Fig. 5.7) is actually the connected end of the
horseshoe. Isosurface of ω = 700 s−1 are shown. The flow is from bottom to top, the
reactants are on the left, and the time between frames is 0.33 ms. The time sequence
begins with the top left frame.
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Figure 5.9: Planar measurement in image plane 2 from C-PIV. Interaction shows what appears to
be a counter-rotating pair of vortical structures. The flame is strained between the
structures and the flame surface is wrinkled. Contours of ωz between -1000 s−1 (blue)
and 1000 s−1 (red). Flow is from bottom to top. Reactants are on the left. Field of
view is 5 mm x 10 mm and the time between frames is 0.33 ms. The time sequence
begins with the top left frame.

cuts show a counter rotating vorticity field as expected. The 3D turbulence during

this interaction did consist of a pair of counter rotating vortical structures. However,

the geometry of the 3D structures was quite complex; their axes were angled with

respect to each other and there were numerous bends in the structures; the lower

structure had a horseshoe geometry. Also, the structures were pushed together in

the center of wrinkle during the interaction. This was likely due to a hydrodynamic

scale flow pattern created by the wrinkle and associated with the hydrodynamic

instability. Such a flow pattern channels fluid into the negatively curved region of

a flame wrinkle. Once again, interpreting this interaction by relating the planar

measurements to the canonical geometry does not capture the complexity of the

true 3D process.
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Figure 5.10: Measured interaction of two counter rotating vortical structures with the flame. The
first frame shows a schematic of the 3D canonical configuration for this interaction. The
geometry of the interaction and structures is much more complex than described by
the canonical configuration (Fig. 5.6(b)) or planar measurements (Fig 5.9). Isosurfaces
of ω = 700 s−1 are shown. The flame contour in each plane is indicated by the thick
black lines. The flow is from bottom to top, the reactants are on the left, and the time
between frames is 0.33 ms. The time sequence begins with the top left frame.
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Figure 5.11: Planar measurement in image plane 2 from C-PIV. Interaction shows what appears to
be a counter-rotating pair of vortical structures. The rotation is such that a positive
curvature wrinkle is formed. Contours of ωz between -1000 s−1 (blue) and 1000 s−1

(red). Flow is from bottom to top. Reactants are on the left. Field of view is 5 mm
x 10 mm and the time between frames is 0.33 ms. The time sequence begins with the
top left frame.

The complex geometry of the turbulence-flame interactions is further shown in

the third configuration. This configuration consisted of a counter-rotating vorticity

field creating a positive curvature wrinkle. The 2D and 3D visualizations of this

interaction are shown in Figs. 5.11 and 5.12. The 2D slice clearly shows the classically

conceived vorticity field. However, the geometry of the turbulence in 3D was once

again very complex. There did exist two counter-rotating vortical structures, but

the structures were intertwined. Furthermore, each individual structure was of a

complex shape and oriented differently in space.

The above interactions illustrate a simple point: the geometry of turbulence-flame

interactions is very complex. This poses a problem for stretch rate models based on

the canonical configuration. Namely, these models assume that the stretching of the
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Figure 5.12: Measured interaction of two vortical structures generating a positive curvature wrinkle
in the flame. The first frame shows a schematic of the 3D canonical configuration for
this interaction. The geometry of the interaction and structures is much more complex
than described by the canonical configuration (Fig. 5.6(c)) or planar measurements
(Fig. 5.11). Isosurfaces of ω = 700 s−1 are shown. The flame contour in each plane is
indicated by the thick black lines. The flow is from bottom to top, the reactants are
on the left, and the time between frames is 0.33 ms. The time sequence begins with
the top left frame.
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flame surface caused by turbulence at a particular scale and strength is described by

a single interaction geometry. The stretch rate is characterized by simple properties

of the turbulence and any turbulence having these properties is assumed to exert

the same stretch rate. However, this is clearly not the case. Different turbulent

structures of the same ‘scale’ and ‘strength’ would exert vastly different stretch rates

on the flame depending on their orientation and geometry.

5.3 The orientation of ~ω, S, and n̂

From the above discussion, it is apparent that the geometry of individual turbulence-

flame interactions is not well described by simple counter-rotating vortex ideas. The

statistical accuracy of such a description can also be assessed using the OPCS-PIV.

To do so, the orientation of ~ω and S with respect to n̂ in the vicinity of the flame

was considered.

The canonical flame-vortex configuration implies a particular orientation of the

vorticity field with respect to the flame. Since such a flow field is two dimensional,

the vorticity vector is always normal to the flame sheet. In Fig. 5.6, ~ω = ωzk̂ points

out of the plane. The flame is planar and nz = 0. Hence, ~ω · n̂ = 0.

Furthermore, the canonical configuration implies a particular orientation of the

strain rate field with respect to the flame. Consider the strain rate field associated

with the counter-rotating Burgers’ vortices in §4.4. As the strain-rate structure

interacts with the flame, the strain rate along the centerline is always aligned either

parallel or perpendicular to the flame surface. This can be shown by considering the

eigenvectors of the strain rate tensor. As described in §1.10, the eigenvalues of S (ζi)

represent the principal strain rates. The eigenvectors (~ei) represent the directions

in which these are exerted. In all cases the magnitude of the eigenvectors will be
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normalized to unity. For this discussion, the eigenvalues will be order such that

ζ1 > ζ2 > ζ3. Hence, the most extensive principal strain rate is listed first and the

most compressive is listed last.

For the interaction of the strain rate structure in Fig. 4.23, the flow field is 2D

and the most extensive and compressive principal strain rates balance (ζ1 = −ζ3).

The intermediate eigenvalue is zero. The eigenvectors associated with ζ1 and ζ3 are

perpendicular and lie in the x−y plane. For the extensive and compressive principal

strain rates along the centerline these eigenvectors are always ~e1 = [0 1 0]T and

~e3 = [1 0 0]T respectively. The flame orientation is n̂ = [−1 0 0]T . Hence,

|~e1 · n̂| = 0 and |~e3 · n̂| = 1. The magnitude of the inner product must be considered

as the normalized eigenvectors are indeterminant to within a factor of ±1. While

these inner product deviate from zero off the centerline, they still remain close to zero

and unity in magnitude due to the distinct orientation of the strain rate structure

with respect to the flame. Hence, according to the simple interaction geometry, the

inner product, |~e1 · n̂|, should generally be around zero and |~e3 · n̂| should generally

be around one.

The validity of these conditions (~ω · n̂ = 0, |~e1 · n̂| ≈ 0, and |~e3 · n̂| ≈ 1) in

real turbulence-flame interactions were assessed at the intersection point of the two

OPCS-PIV image planes. As described in §4.2.2, the complete 3D velocity gradient

tensor and flame surface orientation were known at this location. From the velocity

gradient tensor, both the vorticity vector and strain rate tensor were computed. The

eigenvectors of the strain rate tensor adjacent to the flame were then calculated.

These were ordered as indicated above and normalized to have a magnitude of unity.

The necessary inner products were then computed from the eigenvectors, vorticity

vector, and flame surface normal. Furthermore, the same procedure was performed
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using the velocity field at a point along the centerline. This provided information

about the natural orientation of this turbulence field away from the flame. Data

from 10000 vector fields were used for the statistics.

Figure 5.13 present the PDFs of these inner products. The vorticity vector has

been normalized to unit length, indicating the orientation of the vorticity. As can be

seen, the orientation of all quantities was distributed over a range. However, there

did appear to be some preferential orientation of the turbulence. Furthermore, the

presence of the flame had an effect on the orientation of the strain rate field.

The orientation of the vorticity field showed a slight preferential alignment towards

|ωz ·n̂| = 0. However, there were many cases when the exact opposite was true and the

vorticity vector was aligned parallel to the flame sheet. The preferential orientation

may have been due to the mechanism with which the turbulence was generated; the

2D slot burner and slot grating likely created vorticity aligned with the z-axis. The

wire mesh and natural evolution of the turbulence may not have completely removed

this at the measurement volume. Nevertheless, the orientation of the vorticity field

was not well described by the canonical geometry. Furthermore, it did not appear

that the flame front effected the orientation of the vorticity field.

The most extensional principal strain rate axis essentially had no preferential ori-

entation with respect to the flame; the PDF was generally flat. However, there was a

slight difference between the statistics away from the flame (at the burner centerline)

and at the flame. Away from the flame, ~e1 had a slight preferential alignment normal

to the flame surface. Near the flame, it developed a slight preferential alignment par-

allel to the flame surface. The intermediate principal strain rate axis had a distinct

preferential alignment parallel to the flame. This was increased when adjacent to

the flame. The most compressional principal strain rate axis preferentially aligned
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Figure 5.13: Probability distribution functions showing the orientation of the turbulence with re-
spect to the flame surface normal.

normal to the flame surface. Once again, the preference was increased in the vicinity

of the flame.

While the particular orientation statistics are not a general result, it is nevertheless

apparent that the 3D turbulence field was not aligned as predicted by 2D canonical

model. All eigenvectors of the strain rate tensor were oriented in a distributed

manner with respect to the flame. Furthermore, the preferential orientations of the

strain rate were not as would be expected from the canonical model. Hence, even in

this simple flame, the canonical configuration is a poor description of the turbulence

orientation.
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5.4 Conclusions

This Chapter has demonstrated the complex geometry of turbulence-flame inter-

actions. The geometry of non-reacting turbulence educed by the OPCS-PIV was

shown to agree well with predictions from DNS. The interaction between such struc-

tures and the flame was also observed. Interactions that, in their planar slices,

resembled three simple configurations were presented. However, the 3D measure-

ment of these events indicated a very complex geometry that would not otherwise

have been predicted. The geometry of turbulence-flame interactions was also studied

statistically by considering the orientation of the turbulence field with respect to the

flame normal. It was found that the orientation of the vorticity and principal strain

rate axes were widely distributed with respect to the flame normal.

From these observations, an important (yet somewhat obvious) conclusion may be

drawn: the geometry of turbulence and its interaction with a flame is very complex.

Direct observation of the turbulence field produced by modern DNS also indicate

this conclusion (see for example Ref. [115]). As a consequence, models for the

strain rate and curvature based on simple geometries are unlikely to adequately

described the effect of turbulence on a flame. This is not only true for the canonical

counter-rotating vortices, but any individual or group of geometries; the spectrum of

possibilities is too rich. When curved, intertwined, and randomly oriented structures

are considered, the stretch exerted on the flame will depend highly on the particular

configuration of the turbulence.

Furthermore, the evolution of the local turbulence field will be highly dependant

on the specific geometry of the turbulence and interaction. The transport of vortic-

ity and strain rate are dependant on the surrounding turbulence field as described
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by Eqs. 1.58 and 1.59. Hence, different configurations will evolve differently and

exert different influences on the flame. As was seen in Figs. 5.8-5.12, the strengths

and paths of the turbulent structures evolve as they interact with the flame. It is

not difficult to imagine that the flame would also affect the local geometry of the

turbulence, which cannot be measured from the employed diagnostics.

These conclusions present a large problem for turbulent combustion simulations.

If the true interaction between turbulence and a flame is too complex to be de-

scribed as the ensemble of simple interactions, models based on such interactions

are inherently inaccurate. Models for the stretch rate should not explicitly dictate

a particular geometry for the turbulence but instead be based on statistical analysis

of real turbulent flames. When considering the large scales of turbulence, this im-

plies a difficulty because the large scales are not universal and the statistics of these

scales will vary from flow to flow. However, the geometry dependent large scales

are explicitly calculated in LES. The subgrid scales, associated with the inertial and

dissipative ranges, are generally assumed to be universal. If properly characterized,

these scales should be statistically universal and statistical subgrid models feasible.

Such models are discussed in the next Chapter.
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CHAPTER VI

Modeling subgrid terms in LES

This Chapter describes the analysis and development of subgrid models for use

in LES. First, a new method for experimentally investigating turbulence-flame in-

teractions is presented. This method directly measures the processes that must be

modeled in the subgrid of an LES. Using this methodology, the subgrid strain rate,

curvature stretch rate, and turbulent burning velocity were investigated. In each

case, previous models and modeling paradigms were analyzed. In general, these re-

quired significant modification to accurately reflect true turbulence-flame interaction.

The measured data, combined with concepts from Chapters IV and V, were used to

make the appropriate modifications.

6.1 Analysis method for subgrid processes

In a Large Eddy Simulation, the large scales of the turbulence are explicitly re-

solved and the effects of small scales are modeled in the subgrid. That is, the flow

field is filtered at some scale, ∆, and fluctuations below this scale are not directly

computed. In combustion simulations, the flame also is typically too thin for ex-

plicit resolution. Hence, some form of filtered flame front is considered. Simulations

compute the filtered velocity field, flame front position, and some other properties

of the flow (e.g. temperature, composition). However, the small scale details of the
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û û

∆

Reactants Products

Subgrid turbulence 

unresolved by LES

Subgrid flame wrinkling 

unresolved by LES

Filtered flame front 

resolved by LES

Filtered velocity field

resolved by LES

Figure 6.1: Theoretical control volume containing a wrinkled turbulent flame. The boundary of this
volume can be considered to be an LES cell. The LES computes the filtered velocity
field and flame front, but not the subgrid details. These details were resolved in the
present measurements.

flame and flow are not resolved. Hence, any turbulence-flame interaction processes

occurring at subgrid scales must be modeled.

Consider a theoretical control volume containing a wrinkled flame as is shown in

Fig. 6.1. The boundary of the volume can be considered to be the boundary of

an LES cell. At the corners of the volume, there are points that represent the LES

nodes. At these locations, a simulation would contain explicit information about the

filtered quantities, q̃ or q̂ (e.g ~̂u, Ŝ, and c̃). Recall that, (̃·) and (̂·) represent standard

and density weighted filtering operations, which are given by Eqs. 1.31 and 1.32

respectively. The mean filtered flame front position is represented by an iso-surface

of some variable (e.g. c̃ = 0.5 or Ǧ = G0). Internal to the volume there are subgrid

fluctuations of the filtered quantities, q′, where:

(6.1) q′ = q − q̃
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or

(6.2) q′ = q − q̂

As the flame propagates over the reactants in the control volume, the effect of

the subgrid terms need to be modeled. These models must be parameterized by

properties that can be computed using LES. Of particular interest are the subgrid

strain rate (at,sg), curvature stretch rate (κc,sg), and turbulent burning velocity st,sg.

These terms are defined below.

6.1.1 Definition of subgrid terms

As the flame interacts with the flow it is strained by the turbulent velocity fluc-

tuations. The strain rate on the flame can be decomposed into the components that

are due to the resolved (at∆) and subgrid (at,sg) flow contributions. A model for at,sg

must accurately predict the strain rate exerted by the unresolved component of the

velocity field. Note that at∆ is not equivalent to applying a filtering operation to

at; the strain rate exerted by the filtered flow on the filtered flame is not strictly

equivalent to the filtered strain rate. That is, filtering the strain rate yields:

(6.3) ât = δijŜij − n̂injSij

However, decomposing the velocity field and flame normal into their filtered and

fluctuating components and substituting into the strain rate equation yields:

(6.4) at = δijŜij − ñiñjŜij + at,sg = at∆ + at,sg

where at,sg contains all terms involving subgrid fluctuations of the flame surface

normal or velocity field. The normal of the filtered flame surface is designated as ñ

and appropriate filtering of the flame will be handled below. Equation 6.4 can be

regarded as a definition of at,sg. Furthermore, it clearly can be seen that at∆ 6= ât.
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Similarly, the curvature stretch rate of the filtered flame is not identical to the

filtered curvature stretch rate. That is, the resolved and subgrid components are

related to the actual flame curvature stretch rate by:

(6.5) κc = sl∆

x̃′f ỹ
′′
f − x̃′′f ỹ

′
f(

x̃′2f + ỹ′2f
)3/2

+ sl∆Csg = sl∆C∆ + sl∆Csg = κc∆ + κc,sg

where xf (ϑ) and yf (ϑ) are the parametric space curves defining the flame and sl∆

is the mean propagation speed of the flame in the cell. C∆ represents the curvature

of the filtered flame and is not identical to C̃. Equation 6.5 can be regarded as the

definition of κc,sg.

The subgrid turbulent burning velocity requires a different definition than the

stretch rate components. In the laminar flamelet regime, st,sg is largely determined

by the subgrid flame surface area. Variations in the local flame propagation speed

(i.e. sl∆) are a minor effect and will be treated using the laminar theory described in

§1.5.2. The flame surface area ratio is defined as the area of the true wrinkled flame

(At) divided by the area of the filtered flame (A∆) in the control volume. That is:

(6.6)
st,sg

sl∆

=
At

A∆

= Ξ

This is essentially the turbulent burning velocity defined in §1.5, with the laminar

flame area replaced by the area of the filtered flame.

6.1.2 Filtering of the measured flow field

Consider the measured flame and flow field shown in Fig. 6.2(a). This instant

can be considered the beginning of the interaction between the existing flame surface

and the fluid in the reactants. This is defined as t = 0. At this instant, a coarse

scale grid can be superimposed on the flow field, shown by the dotted lines. Each

cell and node of this coarse grid is representative of an LES cell and node. The goal
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(a) Entire field (b) Individual Cell

Figure 6.2: Measured strain rate field and flame front (yellow line) overlaid with an artificial LES
grid (dotted lines) and filtered flame front (green line). The measurements resolve the
subgrid details required for model development. Contours of strain rate magnitude (S)
between 0 s−1 (blue) and 1500 s−1 (red).
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of subgrid models is to determine the effects of the subgrid processes occurring in

these cells over a theoretical LES time step.

To analyze and develop such models, the filtered information that would be com-

puted by LES had to be determined. Typical LES employs an implicit filter. In such

a scheme, the filter width is set by the computational grid size and the filter kernel

is set by the numerical method used to determine the derivatives. Alternatively, an

explicit filter scheme can be used. This involves filtering the flow field at some scale

larger than the computational grid. Explicit filtering allows the filter kernel to be

tailored to have desired characteristics, but requires greater computational resolution

for an equivalent filter size. Hence, implicit filtering is commonly used. However, in

the current experiment, the resolution of the measurements was such that explicit

filtering was possible. Explicit filtering was found to provide several advantages.

Firstly, implicit filtering did not provide an accurate representation of the c̃ field;

the flame front was too thin to be resolved on an LES scale grid. Some form of

explicit filtering was therefore required to determine the filtered flame. Secondly,

the computational methods used to compute the turbulence properties and strain

rate on the flame were more suited to an explicitly filtered field. For example, the

circulation method used to compute the vorticity and shear strain rates would not be

appropriate on a coarse-grid with implicit filtering of the flow field. Finally, explicit

filtering has the potential to reduce numerical errors that are associated with the

finite difference schemes used as implicit filters. [8, 9, 46, 60].

The LES velocity field therefore was determined by explicitly filtering the mea-

sured velocity field according to Eq. 1.32. For the majority of the analysis, a Gaus-

sian kernel with a standard deviation of ∆
3

was used. However, the effect of varying

the filter was studied and is discussed in §6.5. It was found that the results were
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essentially independent of the filtering method.

The filtered flame front position was determined by explicitly filtering the c field.

Consistent with the laminar flamelet concept, the reaction progress variable was

treated as a Heaviside function; all fluid on the reactant side of the c∗ isocontour was

treated as reactants (c = 0) and all fluid on the product side was treated as products

(c = 1). This field then was filtered using a standard (non-density weighted) filter

as given by Eq. 1.31. The filtered flame front position was defined as the c̃ = 0.5

isocontour and is shown in Fig. 6.2(a) as the thick green line.

6.1.3 Subgrid turbulence-flame interactions

To study the relevant subgrid processes, the interaction between the fluid and

flame in a particular cell was considered. Such a cell is shown in Fig. 6.2(b). From

this point on, only the fluid contained in this cell at t = 0 was considered for the

interaction. Hence, the control mass of fluid for this interaction was defined as the

fluid contained in the cell at t = 0. A control mass was required since the fluid

expanded as it interacted with the flame.

In order to analyze the interaction of this fluid with the flame, the control mass

was tracked in time in a Lagrangian manner and the flame front properties in the

control mass were determined. Consider the fluid comprising the control mass in Fig.

6.3(a). At each point there was a velocity associated with the local fluid element. In

the next frame of the interaction, each element had convected a distance based on

these velocities. That is, every point in the control mass, (xi(t), yj(t)), had convected

such that:

(6.7) (xi(t + ∆t), yj(t + ∆t)) = (xi(t), yj(t)) + ~u(xi, yj, t)∆t

This identified the location of the fluid element in the next frame and therefore
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(a) t = 0 ms (b) t = 0.9 ms (c) t = 1.8 ms (d) t = 2.7 ms (e) t = 3.6 ms

Figure 6.3: Evolution of a control mass of fluid (shown in white) as it interacts with the flame.
Each fluid element is tracked in a Lagrangian manner according to Eq. 6.7. Field of
view is 6.4 mm x 7.2 mm.

tracked the control mass as it interacted with the flame. The process could be

repeated until there was no flame remaining within the control mass, indicating that

all the reactants had been consumed. In practice, it was repeated until less than 10%

of the original reactants remained as shown in Figs. 6.3(b)-6.3(e). Since the flow was

turbulent, the shape of the mass deformed during this evolution. Furthermore, since

the surface contained a flame, some fluid expanded during each time step. Hence

the volume increased. By tracking the interaction of a particular mass of fluid with

the flame, the strain rate, curvature, and turbulent burning velocity associated with

this fluid was determined.

Note that this process considers the interaction between a specific mass of fluid

and the flame. This is different than considering the interaction between a specific

section of flame surface with some fluid. The latter interaction is not well defined

since flame surface is created and destroyed (mass is not). Furthermore, studying

the control mass interaction focuses the analysis on the effect of fluid on the flame,

not flame on the fluid.

For each quantity at,sg, κc,sg, and st,sg, a subgrid model should predict the filtered

value over the computational time step (i.e. the interaction). For the first two

quantities, this should be spatially filtered over the flame surface in the control mass

and temporally filtered over the time of the interaction. For the latter quantity,
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the spatial filter does not have meaning. At any time the spatially filtered value of

any flame front property q in the control mass with volume Vm(t) in terms of the

parametrically defined planar flame is:

(6.8) 〈q(t)〉 =
1

ϑ2(t)− ϑ1(t)

∫ ϑ2(t)

ϑ1(t)

q(ϑ, t)dϑ

where the ϑi indicate the values of the parameter where the flame enters and exits

the control mass. The overall value for the interaction is then:

(6.9) 〈q〉 =

∫ tf
0

At(t)〈q(t)〉dt∫ tf
0

At(t)dt

The area of the flame (i.e. the length of the flame in the planar measurements) in

the control mass is given by:

(6.10) At(t) =

∫ ϑ2(t)

ϑ1(t)

√
[x′f (ϑ)]2 + [y′f (ϑ)]2dϑ

The area of the filtered flame, A∆, also is given by Eq. 6.10 with xf and yf replaced

by x̃f and ỹf respectively.

6.1.4 A typical interaction

To demonstrate the above analysis procedure, the results from a typical interac-

tion are presented. The filter size was ∆/δ0
l = 40. Figure 6.4 shows the temporal

evolution of the strain rate and curvature fluctuation profiles versus distance along

the flame surface (ϕ) in the control mass. As the interaction evolved, different tur-

bulent structures influenced the flame, creating pulses of strain rate. For example, at

t = 0, there were two extensively straining turbulent structures interacting with the

flame near the edges of the domain. The one at ϕ ≈ 0 mm generated a negatively

curved wrinkle while the one at ϕ ≈ 3.5 mm was associated with a wrinkle that was

partially out of the domain. During the interaction history, the flame was positively
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stretched, resulting in a longer flame segment after the interaction. This is indicated

by the increasing maximum values of ϕ at later times. The expected wrinkle shape

(which is that of strong negative curvature surrounded by weaker positive curvature)

also was observed.

The temporal evolution of the spatially averaged fluctuations is shown in Fig. 6.5.

Some important traits are evident. Firstly, while 〈at,sg〉 in this interaction tended

to be positive, it was occasionally negative and was significantly lower in magnitude

than the peak local strain rates. This indicates that at any given time in the subgrid,

the extensive and compressive strain rates exerted by the subgrid turbulence balanced

to a certain extent. This effect is even more pronounced in the mean curvature.

While 〈Csg〉 tended to be negative, it was an order of magnitude smaller than the

local peaks. These plots further indicate that the canonical image that turbulence

only creates positive strain rate and negative curvature are inaccurate.

6.1.5 Model evaluation and development

Using the CS-PIV data, the various subgrid terms (e.g. 〈at,sg〉, 〈κc,sg〉, and Ξ) were

evaluated for thousands of real turbulence-flame interactions, representing thousands

of subgrid processes. The statistics of these quantities then were related to properties

that could be computed in LES, providing the necessary data for model evaluation

and development. The remainder of this Chapter provides these statistics, evaluates

previous modeling paradigms, and proposes new models where appropriate. Addi-

tionally, since the filter was artificially imposed on the data, the effects of varying ∆

were explicitly determined.
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(a) t = 0 ms
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(b) t = 0.9 ms
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Figure 6.4: Profiles of the subgrid strain rate on the flame and flame curvature at various times
during a typical control mass interaction. (–) - strain rate, (- -) - curvature.
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Figure 6.5: Temporal profiles of the spatially averaged subgrid strain rate and curvature during the
interaction of Fig. 6.4. (–) - strain rate, (- -) - curvature.

6.2 Modeling the subgrid strain rate

In this Section, the previous model for the strain rate is evaluated and a new

model developed. To do so, the data from Case 2 was used. While data from Cases

1 and 3 were also available, only the Case 2 data were tractable for the current

analysis. The Case 2 flame was oriented more perpendicular to the flow than the

others. Hence, fluid control masses passed through the flame in the field of view.

The Case 1 and 3 flames were oriented much more parallel to the bulk flow direction

as seen in Chapter III. Measuring the interaction between fluid control masses and

these flames was difficult as the interactions rarely took place entirely within the

field of view. Converged statistics were therefore not obtained for these Cases.

6.2.1 Previous model

The previously employed modeling paradigm for the subgrid strain rate first will

be analyzed. As described in §1.6, this has been previously modeled as:

(6.11) 〈at,sg〉 = Γκ

(
∆

δ0
l

,
u′∆
s0

l

)
u′∆
∆
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The stretch efficiency function employed in such models, Γκ, is determined as de-

scribed in §1.7 and is based on the canonical vortex pair configuration. In this

relation, u′∆ is the subgrid root-mean-squared velocity fluctuation in the cell, aver-

aged over the computational time step. Since the strength of the turbulence used to

derive Γκ was characterized in the unburnt reactants, u′∆ should be conditioned on

the reactants. Hence, in the present notation:

(6.12) u′∆ = 〈u′iu′i〉1/2
u

Recall that subscript u indicates the unburnt reactants. The parameters in Eq.

6.11 are slightly reorganized in different versions of the model, but are equivalent

[22, 28, 51, 74]. It is noted that u′∆ must be modeled in LES. However, in the

present analysis it can be directly computed from the data.

As described in §1.7, there are various forms of the stretch efficiency function that

have been implemented in models. Colin et al. [28] represent their stretch efficiency

function as:

(6.13) Γκ

(
∆

δ0
l

,
u′∆
s0

l

)
= 0.75 exp

[
− 1.2

(u′∆/s0
l )

0.3

](
∆

δ0
l

)2/3

This is plotted in Fig. 6.6. Figure 6.6(a) shows the function over a wide range of

turbulence intensities, while Fig. 6.6(b) shows it over a range comparable to that of

the current measurements. While the specific curves for Γ varied slightly in previous

studies, they all follow the general trend shown: the stretch efficiency increases with

the turbulence intensity and filter size [22, 28, 74].

Formulations such as these are based on the assumption that turbulence only

consists of counter-rotating vortices, which may lead to problems in the models.

To investigate the implications of this assumption, the joint PDFs (JPDFs) of the

measured flame strain rate and turbulence intensity were calculated. These are shown
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Figure 6.6: Computed stretch efficiency function of Colin et al. [28] at the CS-PIV test condition.

in Fig. 6.7. The strain rate was normalized by
u′∆
∆

and for each sub-plot a single

value of ∆
δ0
l

was considered. Rearranging Eq. 6.11 yields:

(6.14) Γκ

(
∆

δ0
l

,
u′∆
s0

l

)
= 〈at,sg〉 ∆

u′∆

Hence, the vertical axis of the JPDFs provide the distribution of the strain efficiency.

Between 5000 and 8000 interactions were considered for each JPDF.

As can be seen, there was a large distribution of strain rates for any given tur-

bulence strength and filter size. While visual inspection does not reveal any distinct

correlation between the efficiency function and turbulence intensity, there is in fact

a positive correlation. To demonstrate this, the correlation coefficient (χ) of Γκ and

u′∆
s0
l

was computed for each case:

(6.15) χ

(
Γκ,

u′∆
s0

l

)
=

Cov
(
Γκ,

u′∆
s0
l

)
√

Var(Γκ) Var
(

u′∆
s0
l

)

In this equation, Cov and Var indicate the covariance and variance of the arguments

respectively. The computed correlations are listed in Table 6.1 for filter sizes. As

can be seen, there is a distinct positive correlation between the two quantities.
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Figure 6.7: Joint PDFs of the normalized subgrid tangential strain rate and turbulence intensity
at various filter sizes. The vertical axis is the stretch efficiency, Γκ (Eq. 6.11).

∆
δ0

l
20 30 40 50

χ
(
Γκ,

u′∆
s0

l

)
0.11 0.10 0.12 0.10

Table 6.1: Measured values of the stretch efficiency function-turbulence intensity correlation. Γκ is
defined by the previous model of Eq. 6.11.

208



The positive correlation coefficients in Table 6.1 indicate that the mean straining

efficiency of the turbulence increased with stronger turbulence. Models for the strain

rate exerted on a flame therefore must predict the mean efficiency (Γκ) as function of

the flow properties. To determine the measured mean efficiency curves, the abscissa

in Fig. 6.7 was divided into ten equal segments. The mean Γκ and
u′∆
s0
l

in each

segment then was determined. In reference to the efficiency function (·) refers to the

ensemble, not temporal average. The results are shown in Fig. 6.8. Only data points

for which there were sufficient interactions to achieve statistically meaningful results

are shown. For each data point, the expected standard deviation in the computed

mean values (σΓκ
) was calculated:

(6.16) σΓκ
=

σΓκ√
N

where σΓκ is the standard deviation of the measured efficiency for individual interac-

tions and N represents the number of interactions used to compute the mean. Data

points are shown only where:

(6.17)
σΓκ

Γκ

< 0.05

For each filter scale, ten possible data points were available. However, the sta-

tistical restriction resulted in only three to five valid points at a given filter size.

Nevertheless, some trends were apparent: the mean efficiency was positive and in-

creased with the turbulence intensity and filter size. These trends are in agreement

with the previous models.

However, by comparing Fig. 6.8 with Fig. 6.6(b), it is clear that there was a large

discrepancy between the values measured in this experiment and those predicted by

the previous model of Ref. [28]. In particular, the measured mean subgrid strain rates

(and hence strain efficiency) were considerably lower than those predicted. This was
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Figure 6.8: Measured values of the mean stretch efficiency function based on the definition of Eq.
6.11.

primarily caused by the canonical model neglecting turbulence that exerts negative

strain rate. As has been shown several times (e.g. Fig. 6.4), such compressive strain

rate is a significant portion of the total and must be considered. It is noted that

the stretch efficiency function derived by Charlette et al. [22] includes an artificial

cutoff, which prevents turbulence below a certain threshold from stretching the flame.

This correction lowers the computed efficiency for weak turbulence and may produce

more accurate results at low u′∆. However, the mechanism by which they reduce

the efficiency is not representative compressive strain rate and will not provide the

necessary correction at stronger turbulence.

Despite the observation that negative strain rate occurs in the experiment, it

was found that the mean subgrid strain rate was always positive. This indicates

that there is a difference between turbulence-flame interactions that exert positive

and negative strain rate; if they were completely equivalent, the mean contributions
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would balance and there would be no net strain rate. There also would be no change

in the efficiency with increasing turbulence intensity; any changes in the efficiency

of the positive strain rate would be balanced by those of the negative strain rate.

Hence, the positive and increasing mean efficiency indicates that there are differences

in the physical processes leading to positive and negative strain rate. This will be

discussed further in §6.2.2.2.

There is one other fundamental difference between the measured efficiencies and

those computed in Refs. [22, 28, 74] assuming the canonical vortex configuration.

The traditional stretch efficiency function is derived based on the increase in total

reaction rate during an interaction; it measures the overall stretch rate. However,

in modeling applications, it is applied without modification to represent solely the

strain rate. The measured data on the other hand, truly represents the strain ef-

ficiency. This difference is significant for two reasons. Firstly, it effects how the

efficiency varies with scale. Many of the inefficiencies associated with stretching a

flame by turbulence are associated with curvature effects. Small scale or weak vor-

tical structures do not effectively wrinkle a flame. Hence the stretch efficiency of

associated with small structures is low. However, this does not necessarily indicate

that their strain efficiency is equally low. While the measured data in the current for-

mulation does exhibit increasing efficiency with increasing filter size, this may not be

the result of changes in the efficiency of individual turbulence-flame interactions. It

may instead be intrinsic to the characteristic stretch rate employed in the definition

(u′∆/∆) as will be discussed in §6.2.2.1.

Secondly, assuming that the stretch efficiency function is equal to the strain effi-

ciency in some ways reduces the error intrinsic to assuming turbulence-flame inter-

action is described by the canonical configuration. Since this configuration creates
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positive strain rate and negative curvature, these two effects somewhat balance each

other in the total stretch rate. Hence, the negative curvature stretch rate somewhat

mimics the effects of the negative strain rate exerted by real turbulence. By applying

the stretch efficiency function to represent solely the strain rate, the effects of the

simplified turbulence were somewhat muted; two wrongs somewhat make a right.

However, the differences in magnitude between the measured efficiencies and those

computed from Eq. 6.13 indicate that this effect is insufficient to account for the

measured negative component of the strain rate.

6.2.2 Proposed model

Based on the above observations, it is apparent that the previous model for the

stretch efficiency function should be modified to better reflect real turbulence-flame

interactions. This was done using the present measurements. A new formulation of

the characteristic strain rate is first presented. The measured data are then used to

determine the model.

6.2.2.1 The characteristic strain rate: u′∆
∆ or S′∆?

The first step in formulating the model is to properly characterize the potential

strain rate that could be exerted by the turbulence. That is, the characteristic strain

rate of the turbulence in the LES cell (κ∆) must be determined. Previous models

have typically assumed that the strain rate should scale as:

(6.18) κ∆ =
u′∆
∆

The Kolmogorov cascade was then used to relate the subgrid velocity fluctuations to

the resolved scale fluctuations.

However, as shown above, this formulation results in poor correlation between

the measured values of Γκ and the turbulence intensity. Furthermore, as indicated

212



in §4.4, the strain rate exerted on the flame is characterized by a particular aspect

of the velocity fluctuations: the fluid dynamic strain rate. Therefore, it is proposed

that:

(6.19) κ∆ = S ′∆ = 〈S ′ijS ′ij〉
1/2

u

Here, S ′∆ is subgrid strain rate magnitude in the reactants of an LES cell. In sim-

ulations, this quantity can be computed from the subgrid energy transfer model.

In order to accurately simulate the energy in the subgrid turbulence, LES methods

must determine the transfer of energy from the resolved to the subgrid scales. This

is equivalent to determining the subgrid dissipation rate:

(6.20) εsg = 2ν〈S ′ijS ′ij〉

Hence, in LES S ′∆ can be inferred from the subgrid scale dissipation rate, which is

modeled. For example, the Smagorinsky model states that [101]:

(6.21) εsg = 2C2
s ∆2

(
ŜijŜij

)3/2

where Cs is the Smagorinsky constant. However, in the present analysis S ′∆ was

determined directly from the data in the same manner as u′∆.

Both S ′∆ and u′∆/∆ are measures of the characteristic strain rate and are intrinsi-

cally linked; increasing the velocity fluctuations will increase the fluid dynamic strain

rate. However, use of the strain rate has several advantages. Firstly, it is a more

direct measure of the straining potential of the flow. The exact relationship between

u′∆
∆

and the characteristic strain rate of the flow is not always clear. As will be seen

below, characterizing 〈at,sg〉 using S ′∆ results in significantly better correlation.

Additionally, the use of S ′∆ allows for a more typical definition of the efficiency.

The strain rate exerted on the flame is a fraction of S ′∆ determined by the physics
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of the interaction process and orientation of the strain rate field with respect to the

flame. Hence, the efficiency function should be less than unity. As shown in Fig. 6.6,

the efficiency function characterized by u′∆/∆ may be around 10. For these reasons,

the subgrid strain rate on the flame in the following analysis will be characterized

by S ′∆ such that:

(6.22) 〈at,sg〉 = Γa(~ξ)S
′
∆

This equation may be treated as a definition of the strain efficiency function, Γa(~ξ),

which will be determined below. At present, the parameter set (~ξ) is left unspecified.

However, the above definition of the efficiency function involves a dependance

on the filter scale that does not reflect a dependence on the physical scale of the

turbulence-flame interaction. This also is intrinsic to the previous formulations of

Γκ such as in Eq. 6.13. To illustrate the dependence, consider a single turbulence-

flame interaction that is filtered at two different scales, ∆1 > ∆2 and imagine that

the subgrid strain rate exerted on the flame was independent of the filter size. The

traditional model would then yield:

〈at,sg〉1 = Γκ1
u′∆1

∆1

(6.23)

= Γκ1
u′L
L

(
L

∆1

)2/3

(6.24)

It is assumed that:

(6.25)
u′∆
u′L

=

(
∆

L

)1/3

based on the Kolmogorov cascade. This is the standard approach used to derive Γκ

[28, 74].
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If the strain rate exerted on the flame was independent of the filter size:

〈at,sg〉1 = 〈at,sg〉2(6.26)

= Γκ2
u′L
L

(
L

∆2

)2/3

(6.27)

and therefore:

(6.28)
Γ2

Γ1

=

(
∆2

∆1

)2/3

Therefore, even if the strain rate exerted on the flame was independent of filter

size, the efficiency function would increase as ∆2/3. This is exactly the relationship

indicated in Ref. [28] and Eq. 6.13. Hence, the explicit dependance on the filter size

in the traditional models is somewhat a result of the choice of characteristic strain

rate, not a physical process. Note that this does not imply that the scale of the

subgrid turbulence is not a parameter that affects the strain efficiency. Variations

beyond the intrinsic dependence were apparent in the measurements and will be

included in the final model.

Similarly, the proposed model for the strain efficiency involves an intrinsic negative

power law relationship between the strain efficiency and filter size. Once again,

consider a turbulence-flame interaction filtered at two different scales. If the same

subgrid strain rate was exerted independent of the filter, the proposed model would

yield:

〈at,sg〉1 = Γa1S
′
∆1(6.29)

= Γa1

( ε

2ν

)1/2
(

∆1

L

)1/3

(6.30)

= 〈at,sg〉2(6.31)

= Γa2

( ε

2ν

)1/2
(

∆2

L

)1/3

(6.32)

Γ2

Γ1

=

(
∆2

∆1

)−1/3

(6.33)
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Therefore, if the actual strain rate was independent of the filter size, the model

would yield a strain efficiency that decreased with increasing filter size as ∆−1/3.

This dependance could be removed by defining the characteristic strain rate as:

(6.34) κ∆ = S ′∆

(
∆

δ0
l

)−1/3

However, in the present formulation it was chosen to include the ∆ dependance in

Γa, which is consistent with the traditional models; Eq. 6.22 will be used.

6.2.2.2 Determination of the strain efficiency function

Figure 6.9 show the JPDFs of Γa and fluid dynamic strain rate calculated from

the data for Case 2. These are identical in form to those seen in Fig. 6.7, but with

the strain rate characterized by S ′∆. Also, the abscissa has been changed to S ′∆
δ0
l

sl0
.

This is the characteristic fluid dynamic strain rate normalized by the reaction rate

of the flame and is analogous to
u′∆
s0
l

in the previous formulations. The quantity
s0
l

δ0
l

is

proportional to mean reaction rate of the flame as shown by the classical premixed

flame analysis of Mallard and Le Chatelier, which yields [68]:

s0
l ∼

√
αuẇr(6.35)

δ0
l ∼

√
αu

ẇr

(6.36)

As can be seen, the JPDFs of Γa in Fig. 6.9 possess the same general properties

as those of Γκ in Fig. 6.7. However, the positive correlation between efficiency and

turbulence intensity is more apparent. To demonstrate this, Table 6.2 contains the

strain efficiency-S ′∆ correlation coefficients for this formulation of Γa at all filter sizes.

As can be seen, these values are greater than those in the traditional formulation

(Table 6.1).

The mean values of the strain efficiency were calculated in the same manner

as in §6.2.1 and are presented in Fig. 6.10. These data exhibit a few interesting
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Figure 6.9: Joint PDFs of the normalized subgrid tangential strain rate and fluid dynamic strain
rate at various filter sizes. The vertical axes are indicative of the newly formulated
strain efficiency, Γa (Eq. 6.22).

∆
δ0

l
20 30 40 50

χ
(
Γa, S′∆

δ0
l

s0
l

)
0.15 0.15 0.16 0.15

Table 6.2: Measured values of the new strain efficiency function-turbulence intensity correlation for
proposed formulation in Eq. 6.22.
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Figure 6.10: Measured mean strain efficiency function determined from the proposed modeling
paradigm (Eq. 6.22).

traits. Firstly, the data statistically converged better when the parameter S ′∆ was

used rather than u′∆; the number of converged data points more than doubled. This

confirms that the strain rate on the flame is better characterized by the fluid dynamic

strain rate than by u′∆, as was discussed in Chapter IV. Secondly, there was little

dependance of the Γa values on the filter scale. All the data in Fig. 6.10 followed

essentially the same line. However, as described in §6.2.2.1 there still exists a physical

dependence on the filter scale. If the strain rate exerted on the flame was independent

of the filter scale the strain efficiency function would posses a ∆−1/3 dependance.

Thirdly, in the range of values studied, the strain efficiency appeared to increase

linearly. However, it is expected that these curves would asymptote to a constant

value at some turbulence intensity as discussed in §6.2.2.3. Finally, the magnitude

of the efficiency function formulated in this manner was considerably less than when

formulated based on u′∆.
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The data in Fig. 6.10 could now be used directly to determine a fit for the strain

efficiency function. However, several observations can be made that lead to a more

insightful form of Γa:

1. At any instant, the strain rate exerted on the flame varied between positive and

negative values as seen in Fig. 6.4. If the contributions from each balanced,

there would be no net strain rate on the flame surface.

2. The net strain rate on the flame surface was positive. While there were some

particular interactions where the net strain rate was negative, the ensemble

mean for any strength and scale of turbulence was always positive. Hence, the

efficiency associated with the generation of positive strain rate on the flame is

different than that associated with negative strain rate.

3. The mean strain efficiency varied with the strength of the turbulence. The de-

pendence of the positive and negative strain efficiencies on turbulence intensity

must therefore be different. If they varied in the same manner, increases in each

would be proportional and the total strain efficiency would not be a function of

the turbulence intensity.

A formulation for Γa based purely on the data in Fig. 6.10 would not explicitly

identify the different behaviors of compressive and extensive strain rate with chang-

ing turbulence intensity that must occur. Furthermore, it would assume that the

distribution between positive and negative strain rates is independent of the flow

and model parameters. However, this was not the case as is demonstrated in Fig.

6.11. This plot shows the mean probability of finding positive strain rate (P
a

p) at

all filter sizes. The data were computed in the same manner as Γa and the solid

lines represent a fit to the data that is described in §6.2.2.3. As can be seen, the
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Figure 6.11: Measured mean probability of finding positive strain rate. Solid lines represent the fits
from §6.2.2.3.

probability of finding positive strain rate varied with the filter size; increased filter

sizes corresponded to increased probability of positive strain rate. This indicates

that positive strain rate was associated with larger scales than negative strain rate;

as the filter size was increased, more positive strain rate was contained in the sub-

grid. However, for each filter size, P
a

p was fairly constant and independent of the

turbulence intensity. Nevertheless, the formulation of Γa must be able to account

the observed different distributions and different behaviors of positive and negative

strain rate.

Based on these observations, the following form is proposed for the strain efficiency

function:

(6.37) Γa = ΓpP
a

p − Γn

(
1− P

a

p

)

That is, the overall strain efficiency is comprised of two parts: the efficiency when the

turbulence is exerting positive strain rate multiplied by the probability of exerting
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Figure 6.12: Measured mean strain efficiency function associated with extensive (positive) strain
rate. Solid lines represent the fit from §6.2.2.3.

positive strain rate, and the efficiency when it is exerting negative strain rate multi-

plied by the probability of exerting negative strain rate. The efficiency functions are

therefore defined as:

Γp =

{
〈at,sg〉; at,sg > 0

}

S ′∆
(6.38)

Γn =

{
|〈at,sg〉|; at,sg < 0

}

S ′∆
(6.39)

This formulation accounts for all of the aforementioned observations.

It now remains to determine Γp, Γn as a function of the turbulence and flame

properties. Figures 6.12 and 6.13 show the measured positive and negative strain

efficiency functions. The solid lines in these plots represent fits to the data, which

are described in §6.2.2.3. As can be seen, Γp increased with the turbulence intensity.

Conversely, the negative strain efficiency function decreased with increasing turbu-

lence intensity. However, both Γp and Γn exhibited similar dependance on the filter
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Figure 6.13: Measured mean strain efficiency function associated with compressive (negative) strain
rate. Solid lines represent the fit from §6.2.2.3.

size: smaller filter sizes resulted in higher strain efficiency.

The different behaviors of the strain efficiency functions with increasing turbu-

lence may be somewhat understood by considering simple counter-rotating vortex

configurations combined with hydrodynamic scale flow patterns set up by the flame

wrinkling. These hydrodynamic scale flows are associated with the hydrodynamic

instability as described in §1.11. First consider the canonical configuration of out-

wardly rotating vortices, positive strain rate, and a negative curvature wrinkle. In

such an interaction, flow is channeled into the wrinkle (e.g. Fig. 5.10). This tends

to push the vortical structures together and may increase the strain rate (relative

to if the flame remained planar). Stronger turbulence would create larger wrinkles

and enhance this channeling. Hence, the creation of large negative curvature wrin-

kles should have no detrimental effect on the strain rate and may enhance it. The

increasing efficiency may also be simply associated with common observation that
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stronger turbulence is more effective at stretching the flame [22, 28, 74].

If, on the other hand, negative strain rate is exerted on the flame, this is associated

with inwardly rotating vortical structures and a positive curvature wrinkle. Such a

wrinkle creates a diverging flow field in the reactants, which tends to push the vortical

structures apart and weaken the strain rate (e.g. Figs. 4.36 and 4.37). Hence,

negative strain rate is associated with a wrinkling process that tends to attenuate

the strain rate. The stronger the turbulence, the larger the wrinkle and the more

significant the attenuation. Therefore, when stronger turbulence is associated with

negative strain rate, it tends to attenuate the strain rate faster, resulting in a lowered

efficiency.

These simple ideas illustrating the difference between negative and positive strain

efficiency are, of course, an oversimplification of the turbulence-flame interaction.

However, DNS studies have shown that the strain rate and curvature are negatively

correlated in real turbulent flames; negative strain is associated with positive cur-

vature and vice versa [18]. These phenomenological ideas are therefore applicable

regardless of the particular turbulence configuration. Furthermore, they clearly indi-

cate the need to consider the fluid dynamic strain rate when describing turbulence-

flame interactions. The vortical structures in such interactions may remain essentially

unchanged, but the strain rate field associated with them is greatly affected.

The filter scale dependence exhibited by the strain efficiency also requires consid-

eration. The independence of the overall strain efficiency with respect to filter size

displayed in 6.10 and the inverse dependance displayed in both Figs. 6.12 and 6.13

appear at first to be in conflict with the standard observation of increasing stretch

efficiency with increasing filter size. However, this is not the case. As described

in §6.2.2.1, the definition of the strain efficiency function based on S ′∆ intrinsically
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Figure 6.14: Measured strain efficiency functions with the intrinsic ∆
δ0

l
dependence removed. The

efficiency of the turbulence in straining the flame increases with increasing filter size.

includes a ∆−1/3 dependence; if the actual efficiency of the turbulence was indepen-

dent of scale the efficiency function would still show this relationship. The actual

physical dependence of strain efficiency on turbulence scale is displayed when this is

accounted for. Figure 6.14 shows the various strain efficiency functions normalized

by (∆/δ0
l )
−1/3. As can be seen, larger filter sizes resulted in a larger normalized strain

efficiency in all cases. Hence, larger scale turbulence was more efficient in generating

strain rate on the flame than smaller scale turbulence.

6.2.2.3 Some useful fits

During the above analysis, the parameters that control the strain efficiency func-

tions and P
a

p have become apparent. Namely:

Γp = Γp

(
S ′∆

s0
l

δ0
l

,
∆

δ0
l

)
(6.40)

Γn = Γn

(
S ′∆

s0
l

δ0
l

,
∆

δ0
l

)
(6.41)

P
a

p = P
a

p

(
∆

δ0
l

)
(6.42)

In order to implement the proposed model, fits to the measured data are required.

Due to hardware limitations, the range of turbulence studied herein does not en-
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compass the entire range of turbulence encountered in practical combustion devices.

Hence, direct fits to the measured data may not reflect the actual trends at higher

turbulence intensities. For example, the positive strain efficiency cannot continu-

ously increase in the nearly linear manner indicated by the data. This curve must

asymptote to some limiting value that is strictly less than unity; the data in Fig.

6.12 appears to begin this behavior in the measured range. Similarly, the negative

efficiency cannot decrease to zero. The measured data in Fig. 6.13 indicate that Γn

also approaches a constant lower limit.

This section provides fits for the measured data that behave in the expected

manner at higher turbulence intensities. That is, curves for Γp and Γn are sought

that asymptote to some constant value. The validity of these fits outside of the

measured range must be evaluated in a future research effort. Also, a simple fit for

P
a

p will be presented.

The following form is proposed to fit Γp:

(6.43) Γp =


b1 exp


− b2(

S ′∆
δ0
l

s0
l

)b3




(
∆

δ0
l

)b4




(
∆

δ0
l

)−1/3

This function contains several components and is similar in form to Eq. 6.13. The

constant b1 scales the magnitude of the efficiency, while b2 and b3 determine the

growth rate of the curve. These parameters describe the effect of varying the tur-

bulence intensity. The effect of varying the filter scale is represented by the power

law terms. Firstly, the intrinsic effect of varying the filter scale is given by the -1/3

power law as described in §6.2.2.1. The second power law, characterized by b4 indi-

cates the actual changing efficiency of the strain field with varying filter size. Figure

6.14 indicates that the efficiency increases with filter size. Hence, b4 is expected to

be positive.
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Figure 6.15: Positive strain efficiency function normalized by ∆ power law scaling. Solid line is the
fit of Eq. 6.45.

This formulation assumes that the dependence on filter scale can be completely

encompassed by the power law terms. Hence, when Γp is normalized by these terms,

all the data should fall on a single curve. To test this, b4 was varied over a range and

the value resulting in the lowest mean standard deviation of the data determined.

It was found that b4 = 0.10 provided the minimum scatter. Figure 6.15 shows Γp

normalized by the power law terms. As can be seen, the data collapses well. Hence,

a fit was sought to the scaled data such that:

(6.44) Γp

(
∆

δ0
l

)−0.10 (
∆

δ0
l

)1/3

= b1 exp


− b2(

S ′∆
δ0
l

s0
l

)b3




In this form, b1 is seen to be the filter independent asymptotic limit of the effi-

ciency function; once the filter scale dependence is accounted for, this value indicates

the maximum strain efficiency. However, it possesses no explicit physical mean-

ing; it simultaneously encompasses the effect of straining inefficiencies from physical

turbulence-flame interaction and the numerical effects of the power laws. The mea-
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sured data did not reach large enough turbulence levels to experimentally observe

this asymptote and good fits could be accomplished over a range 0.6 < b1 < 18.

To determine a reasonable value, the limiting case of ∆
δ0
l

= 1 was considered. In

the thin flamelet regime, the flame thickness is smaller than any turbulence length

scale. This limit therefore corresponds to an unfiltered turbulence field. If the

interaction between a single turbulent structure and the flame is considered, the

maximum possible efficiency would be unity and hence b1 = 1. In reality, the value

would likely be less than unity since not all fluid dynamic strain rate is converted to

strain rate on the flame. However, b1 = 1 is a limiting upper value. Furthermore,

it was found that the residual (sum of the squares) error in the fit approached a

minimum around this value as shown in Fig. 6.16(a). Hence, a value of b1 = 1 was

used. With this parameter set, the data was fitted with the constants b2 = 0.43 and

b3 = 0.18, resulting in:

(6.45) Γp =


exp


− 0.43(

S ′∆
δ0
l

s0
l

)0.18




(
∆

δ0
l

)0.10




(
∆

δ0
l

)−1/3

This curve is shown as the solid lines in Figs. 6.12 and 6.15 and the dashed line Fig.

6.19. As can be seen, the fit closely matches the measured data.

A fit for the negative strain efficiency function was computed in a similar manner.

For Γn, a fit was sought such that:

(6.46) Γn =





c1 exp


− c2(

S ′∆
δ0
l

s0
l

)c3


 + c4




(
∆

δ0
l

)c5




(
∆

δ0
l

)−1/3

Here, c5 represents the power law effect of varying the filter size. This value was

determined in the same manner as above and found to be c5 = 0.15. Figure 6.17

shows Γn normalized by the filter scale relations. Once again, the data collapses well

to a single curve.
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Figure 6.16: Residual error from varying the filter independent asymptotic limits.
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the fit of Eq. 6.47.
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The filter independent asymptotic limit is described by c4. Unlike Γp, the data

for Γn had begun to asymptote in the measured range and hence c4 could somewhat

be determined directly. To do so, c4 was varied over values around the measured

minimum in Fig. 6.17 and the resulting residual error determined. As can be seen

from Fig. 6.16(b). This had a minimum at c4 = 0.23. At this value, c1 = 0.28,

c2 = 23.7 and c3 = −1.73, which resulted in:

(6.47) Γn =

[(
0.28 exp

(
−23.7

(
S ′∆

δ0
l

s0
l

)1.73
)

+ 0.23

)(
∆

δ0
l

)0.15
](

∆

δ0
l

)−1/3

This curve is shown as the solid lines in Figs. 6.13 and 6.17 and the dotted line

in Fig. 6.19. Once again, the fit closely matches the measured data. It is noted

that this curve approaches c1 + c4 as the turbulence intensity approaches zero. This

behavior is unlikely since previous studies have shown that the overall efficiency

approaches zero in this range. It is therefore possible that the data would drop to

zero at lower turbulence levels. However, very few interactions occurred in this range

and converged statistics were not available. Furthermore, such very weak turbulence

does significantly contribute to the overall strain rate.

In order to determine a fit for the overall strain efficiency function, the above two

fits and the probability of positive strain rate are needed. As shown in Fig. 6.11, this

probability increased with the filter size. At a given ∆, it was essentially constant

for all turbulence intensities. It was found that P
a

p increased linearly with ∆ in the

measured range. However, this trend could not continue for all filter sizes; there must

be some limiting distribution of positive and negative strain rate at large and small

enough filter scales. For example, as ∆ approaches δ0
l , P

a

p should not drop below

0.5. Similarly as ∆ increases, P
a

p should approach a constant value representing the

overall distribution of strain rate.

Unfortunately, these limiting values could not be determined from the data. Nev-

229



10 20 30 40 50 60
0.54

0.56

0.58

0.6

0.62

0.64

0.66

P
a p

= 20

∆

δ0
l

= 30

∆

δ0
l

= 40

∆

δ0
l

= 50

∆

δ0
l

∆

δ0
l

Figure 6.18: Mean measured probability of positive strain rate along with the fit of Eq. 6.49.

ertheless, it was decided to fit the results to a function that has the correct qualitative

behavior and taking the form:

(6.48) P
a

p = p1 exp

(
− p2

(∆/δ0
l )

p3

)
+ p4

In this equation, p4 sets the lower limit and p1 + p4 sets the upper asymptotic limit.

To determine p4, the measured data was linearly extrapolated to ∆
δ0
l

= 1. This

yielded p4 = 0.54. However, using this value, the data could be accurately fit using a

variety of upper limits. The value of p1 + p4 was therefore varied from the maximum

measured P
a

p to unity and the value corresponding to the minimum residual error

selected. This yielded an upper limit of P
a

p = 0.68 and p1 = 0.14. With these values,

the data was fitted by:

(6.49) P
a

p = 0.14 exp

(
− 55

(∆/δ0
l )

1.2

)
+ 0.54

Figure 6.18 shows the fit of Eq. 6.49 and the mean probability of positive strain

rate at each measured filter size. The fit values at the employed filter scales are also
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Figure 6.19: Measured and fitted strain efficiency functions.

shown as the solid lines in Fig. 6.11. As can be seen, the fit accurately follows the

measured data.

The fit for Γa is given by Eqs. 6.37, 6.45, 6.47, and 6.49. The resultant curves are

shown as the solid lines in Fig. 6.19. As can be seen, the proposed formulation for the

overall strain efficiency function and the fits for its various components accurately

predict the measured data.

6.2.2.4 Model summary and future work

Based on the above analysis, a new model has been proposed for the subgrid

strain rate exerted on a turbulent premixed flame, given by Eq. 6.22. The model
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was framed using the subgrid fluid dynamic strain rate to characterize the turbulence

intensity, as this was shown to be a better parameter than the typically used u′
∆

.

Also, Eq. 6.22 incorporates many observations about real turbulent premixed flames

that are not accurately described by the canonical flame-vortex interaction that has

been used to develop previous models. Namely, Eq. 6.22 account for the fact that

turbulence exerts both positive and negative strain rate and that these processes

behave differently at different turbulence levels. The strain efficiency of extensive

strain rate increased with the turbulence intensity, while that of negative strain rate

decreased. The probability of finding positive strain rate remained approximately

constant as the turbulence level varied. This resulted in a net strain efficiency that

increased with the turbulence intensity. Also, the strain efficiency decreased with

increasing filter size. This is contrary to previous models. However, it was shown

that the definition of the characteristic strain rate caused an intrinsic dependence on

the filter size. When this dependence was removed, the strain efficiency increased

with the filter size. Fits to the measured data were provided that can be implemented

in LES simulations.

This model should provide a better estimate for the subgrid strain rate exerted

on a turbulent premixed flame. However, there are further developments that are re-

quired before it can be fully implemented. Most particularly, the range of turbulence

intensities studied should be increased. With the current experiment, it was only

possible to investigate low to moderate turbulence intensity due to hardware limi-

tations. The asymptotic behavior of the positive and negative efficiency functions

for large turbulence levels could not be explicitly measured. While the fits provided

were designed to mimic an asymptotic approach to a constant, the accuracy of these

curves at higher turbulence intensities should be investigated. Therefore, similar
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experiments or DNS studies should be made at higher turbulence levels as diag-

nostics and computational capabilities advance. Similarly, the range of filter scales

investigated must be expanded by investigating larger domains.

While the trends identified are expected to be qualitatively true in general, the

universality of the quantitative results must be investigated. This should be done

in a variety of burner configurations. Such studies may indicate that additional

parameters are desirable in the strain efficiency function. For example, it is possible

that the orientation of the large scale (i.e. background) fluid dynamic strain rate field

may be important [10, 49, 54, 82]. Hamlington et al. [49] have shown that the local

vorticity field preferentially aligns with the axis of the most extensive component of

the background principal strain rate. The resulting fine scale strain-rate field locally

aligns as dictated by the vorticity. Hence, in a flow with a strong mean shear, the

subgrid strain rate field may be aligned differently relative to the flame than in the

present measurements. A parameter characterizing this orientation could be used to

improve the model.

Properties of the reactant mixture other than s0
l and δ0

l also may be significant.

For example, differential diffusion may affect the strain transfer functions. To investi-

gate this, mixtures of varying Lewis and Markstein numbers should be investigated.

While data was taken at different Markstein numbers, only the Case 2 data was

tractable for the current analysis. The remaining flames were oriented much more

parallel to the bulk flow direction. Measuring the interaction between fluid control

masses and these flames was difficult as the interactions rarely took place entirely

within the field of view. Converged statistics were therefore not obtained. However,

the same analysis can be applied to different burner configurations where the flame

orientation would not be a problem. This would allow preferential diffusion effects
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to be studied.

6.3 Modeling the subgrid curvature stretch rate

In §1.6, two models for the subgrid curvature stretch rate were described. One

model, employed in Ref. [22], postulated that 〈κc,sg〉 was negative and equal in

magnitude to the subgrid strain rate. The second, employed in Refs. [51, 52],

postulated that it was negative and proportional to slΣ. These ideas were analyzed

using the measured data.

6.3.1 The curvature stretch rate-strain rate balance model

Since the previous model for 〈at,sg〉 (Eq. 6.11) was found to inaccurately represent

the measurements, the assumption:

(6.50) 〈κc,sg〉 = −〈at,sg〉

also would produce inaccurate values values for the curvature stretch rate. However,

the postulation that these terms locally balance was analyzed. To do so, the data

from Case 2 was analyzed. As described in §4.3, the propagation speed of this flame

was expected to remain at essentially the unstretched flame speed and the curvature

stretch rate was given by:

(6.51) 〈κc,sg〉 = s0
l 〈Csg〉

where Csg is the subgrid curvature.

Shown in Fig. 6.20 are the PDFs of the ratio 〈κc,sg〉
〈at,sg〉 at various filter sizes. If Eq.

6.50 was valid, these PDFs would be centered around -1. However, this is clearly

not the case. This result is unsurprising since, as described in §4.8, this flame has

regions in which flame surface is generated and destroyed in the mean; flame surface

area is convected from the base to the tip. Hence, this balance could not hold locally
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Figure 6.20: PDFs of 〈κc,sg〉
〈at,sg〉

at various filter sizes for Case 2. These indicate that the curvature
stretch rate and strain rate do not balance.

for the overall flame surface (including the large scales). Figure 6.20 shows that it

does not hold at the subgrid scales.

6.3.2 The curvature stretch rate-flame surface area model

The model of Hawkes and Cant [51, 52] is similar to that employed in RANS flame

surface density approaches and states that the curvature stretch rate is negative and

proportional to slΣ. This model is based on a geometric argument: in order for

the flame surface area in a given volume to increase, the flame must become more

wrinkled and therefore must become more curved. However, it does not account

for the fact that an unwrinkled flame has flame surface density. The model would

erroneously predict that a planar flame would be stretched due to curvature. This

issue can be avoided by considering the increase in flame surface area relative to the

unwrinkled flame. This is given expressly by the wrinkling factor, Ξ. Therefore, the
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relationship between 〈κc,sg〉 and Ξ will be evaluated. This may be written as:

(6.52) 〈κc,sg〉 = Υ(~ζ)
s0

l

δ0
l

Ξ

Note that there is no temporal averaging of the stretch rate in this equation. Since

the model is based on a geometric argument, it should be valid at every instant and

studying turbulence-flame interactions is unnecessary. In Eq. 6.52, Υ(~ζ) provides

the relationship between the flame wrinkling and curvature stretch rate, which is

analogous to the strain efficiency function. This function will be referred to as

the ‘wrinkling transfer function’. The standard model implies that Υ is a negative

constant.

The characteristic curvature stretch rate in Eq. 6.52 is identified as
s0
l

δ0
l
. That is, δ0

l

is representative of the smallest scale wrinkle scale possible in the subgrid; the flame

cannot be wrinkled at a scale finer than some multiple of the flame thickness. This

ratio therefore gives an estimate of the maximum curvature stretch rate, which is

associated with the small scale subgrid wrinkles. Alternatively, a large scale wrinkling

length could be used, which would be related to ∆. However, such a definition would

be less indicative of fine scale wrinkling occurring in the subgrid. Also, use of δ0
l

provides a characteristic stretch rate that is independent of the filter size.

To begin the analysis, profiles of Υ were computed in the same manner as those of

Γ. Once again, Case 2 was used and sl was assumed to equal the unstretched value

of s0
l everywhere. The profiles of Υ are shown in Fig. 6.21 for all filter sizes studied.

As can be seen, the wrinkling transfer function follows a complex shape with a few

common properties: it is positive for low Ξ, decreases with increasing Ξ (sometimes

becoming negative), and then begins to level off. Also, the transfer function appears

to decrease with the filter size. It therefore does not appear that the overall curvature

stretch rate always negative and proportional to the amount of wrinkling as predicted
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Figure 6.21: Measured mean wrinkling transfer function (Υ) as a function of the wrinkling factor.

by the traditional model. It is noted the smallest filter considered was ∆ = 30δ0
l (as

opposed to ∆ = 20δ0
l in §6.2). Smaller filter scales approached the order of the

thermal thickness of the flame (recall that δ0
l is the reaction zone thickness). The

thermal thickness limits the minimum wrinkle dimension and considering filters of

this scale produced inaccurate results.

While the values in Fig. 6.21 indicate the overall transfer function, they do not

directly indicate how curved the flame was; they simultaneously account for the

amount of wrinkling and the distribution between positive and negative curvature.

As the flame became more wrinkled it necessarily became more curved. This is

demonstrated in Fig. 6.22, which shows profiles of the mean of the transfer function

magnitude, |Υ|. These data increased quickly at low Ξ and then leveled off. This

confirms a basic idea of the model: as the flame wrinkling increased, the transfer

function magnitude approached a constant and the curvature of the flame increased
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Figure 6.22: Measured mean wrinkling transfer function magnitude.

in proportion to the flame wrinkling. The complex shapes of the Υ curves therefore

indicate that the distribution of positive and negative curvature (both in magnitude

and probability) varied as the flame became more wrinkled. It is noted that the

maximum wrinkling factor studied is in the range of 1.3, which is relatively low.

Therefore |Υ| was proportional to Ξ for relatively low wrinkling factors.

Since the transfer function magnitude increased in a regular manner but its value

varied in a complex manner, there must have been competing effects from the positive

and negative components of the curvature stretch rate. This argument is similar in

nature to that used to propose Eq. 6.22 for the strain rate model. Therefore, the

subgrid curvature stretch rate was modeled as:

(6.53) 〈κc,sg〉 = Υ(~ζ)
sl

δ0
l

Ξ =
[
ΥpP

c

p −Υn

(
1− P

c

p

)] s0
l

δ0
l

Ξ

238



1 1.05 1.1 1.15 1.2 1.25 1.3
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

ϒ
p

Ξ

∆
δ0
l

= 30

∆
δ0
l

= 40

∆
δ0
l

= 50

Figure 6.23: Measured mean positive wrinkling transfer function. Solid lines represent the fits
described in §6.3.2.1.

where

Υp = {〈κc,sg〉; κc,sg > 0} δ0
l

s0
l

(6.54)

Υn = {〈|κc,sg|〉; κc,sg < 0} δ0
l

s0
l

(6.55)

and P
c

p is the probability of finding positive curvature at a given wrinkling factor.

Profiles of the measured positive and negative wrinkling transfer functions are

provided in Figs. 6.23 and 6.24. The solid lines represent fits to the data, which

are described in §6.3.2.1. As can be seen, the negative transfer function always

was greater than the positive transfer function. This was expected since a wrinkled

flame tends to form small regions of intense negative curvature and large regions

of diffuse positive curvature. Hence, at a particular wrinkling factor the negative

transfer function should be greater. By the same argument, the probability of positive

curvature should be greater than the probability of negative curvature. Figure 6.25

shows this probability for the measured data. For all cases, P
c

p was greater that 0.5
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Figure 6.24: Measured mean negative wrinkling transfer function. Solid lines represent the fits
described in §6.3.2.1.

and approached a constant value with increasing Ξ. At very low wrinkling factors it

was less than its asymptotic value but still greater than 0.5. Hence, Υp, Υn, and P
c

p

had qualitatively the behavior expected from the kinematics of a wrinkled flame.

The transfer functions also exhibited some of the behavior predicted by the tra-

ditional model [51]. That is, they approached a constant as Ξ increased. While the

constant was not reached in the measured range, this indicates that the stretch rate

associated with both positive and negative curvature in a highly wrinkled flame will

be proportional to the wrinkling factor.

The data for the positive transfer function did not exhibit a filter scale depen-

dence. However, one was apparent for the negative transfer function; decreasing

filter sizes resulted in increasing transfer functions. The different dependencies were

caused by the different length scales of positive and negative wrinkles. Once again,

the wavelength of positive curvature wrinkles is much larger than those of negative
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Figure 6.25: Measured mean probability of finding positive curvature. Solid lines represent the fits
described in §6.3.2.1.

curvature. In the range of filter scales studied, positive curvature wrinkles were often

similar in length to the maximum filter size. Negative curvature wrinkles were con-

siderably smaller. Hence, decreasing the filter size did not greatly effect the former,

while retaining more of the later in the subgrid. This resulted in the ∆ dependencies

shown. However, if the filter size was increased further, Υp would likely exhibit some

dependence. This effect was not studied because of the limited field of view.

6.3.2.1 Useful fits

The above analysis has indicated the parameters that control the wrinkling trans-

fer functions and P
c

p. Namely:

Υp = Υp

(
Ξ,

∆

δ0
l

)
(6.56)

Υn = Υn

(
Ξ,

∆

δ0
l

)
(6.57)

P
c

p = P
c

p

(
Ξ,

∆

δ0
l

)
(6.58)
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In this section, fits for these functions are determined.

While the filter scale dependence of Υp was not experimentally observed, it may

occur for larger filter sizes as discussed above. Hence, while is in included as a

parameter, it will not be addressed in the fits. A fit for Υp was therefore sought of

the form:

(6.59) Υp = d1 exp

(
− d2

(Ξ− 1)d3

)

This is a similar functional form to the fits for Γ, with a shift of the coordinate axis.

The asymptotic roll off of the data in Fig. 6.23 was significant enough for the limit,

d1, to be determined directly from the data. This resulted in:

(6.60) Υp = 0.053 exp

(
− 0.26

(Ξ− 1)0.38

)

This curve is shown as the solid line in Fig. 6.23 and the dashed lines in Fig. 6.27.

The negative transfer function exhibited a filter scale dependence. Hence, a power

law was included in the fit:

(6.61) Υn = e1 exp

(
− e2

(Ξ− 1)e3

)(
∆

δ0
l

)e4

The exponent e4 was determined in the same manner as for Γ and found to be -0.27.

The measured data normalized by this filter scale dependence is shown in Fig. 6.26.

As can be seen, the data collapsed well to a single curve. However, the asymptotic roll

off had not occurred as clearly as compared with the data for Υp. The fit parameter

e1 was therefore varied over an appropriate range and the overall fit corresponding

to the minimum residual error selected. This resulted in:

(6.62) Υn = 0.27 exp

(
− 0.24

(Ξ− 1)0.54

)(
∆

δ0
l

)−0.27

This is shown as the solid lines in Figs. 6.24 and 6.26 and the dotted lines in Fig.

6.27.
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Figure 6.26: Negative wrinkling transfer function normalized by ∆ power law scaling. Solid line is
the fit of Eq. 6.62.

Finally, a fit was needed for P
c

p. While the values quickly approached a constant

of approximately 0.65, they were considerably lower at small Ξ. Using a constant

severely over predicted Υ in this range. Hence, P
c

p was fitted to a curve of the now

familiar form, resulting in:

(6.63) P
c

p = 0.65 exp

(
− 1.4e− 5

(Ξ− 1)2.4

)
− 0.016

The resultant overall transfer function is plotted as the solid lines in Fig. 6.27.

As can be seen, the fit follows the data quire well. There are some discrepancies

at low Ξ, but these are associated with low curvature stretch rate and are therefore

unlikely to be significant.

6.3.2.2 Effects of varying Markstein number

The CS-PIV cases studied allowed the effect of varying the Markstein number

on the wrinkling transfer function to be observed. Unlike the strain rate model,

only the geometry of the flame (not the turbulence-flame interaction) needed to be
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Figure 6.27: Measured and fitted wrinkling transfer functions.
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considered. Hence, the difficultly in obtaining strain rate data for Cases 1 and 3

mentioned in §6.2.2.4 did not apply. However, quantitative analysis was not possible

since the Markstein number is not a well defined quantity. For the mixtures studied,

experimental results have indicated a wide range of Markstein numbers [78]. Various

studies have indicated that several of Markstein numbers may be needed for a single

reactant mixture. That is, one may be required for each of positive and negative

strain rate and curvature stretch rate. However, qualitative observations of the

effects of Markstein number could be made. Additionally, Case 1 (φ = 0.60) was

not used in this discussion. This flame was considerably thicker than either Case 2

(φ = 0.70) or Case 3, (φ = 1.35). Filtering the field for Case 1 at scales considerably

larger than the flame thickness and contained in the field of view did not result in

sufficient data for statistical convergence.

Cases 2 and 3 correspond to Markstein numbers of approximately zero and greater

than zero respectively, while possessing nearly identical flame speeds and thicknesses.

Hence, variations in the wrinkling transfer functions should therefore be due to Mark-

stein number effects. According to Eq. 1.29, the flame speed in a negative curvature

winkle with positive Markstein number should increase; the flame speed in a positive

curvature wrinkle should decrease. This acts to attenuate the wrinkle. However,

given a wrinkling factor, the effect of Markstein number on the positive and negative

transfer functions not so clear.

Figure 6.28 shows the wrinkling transfer functions for Cases 1 and 2 at ∆
δ0
l

= 50.

As can be seen, the positive and negative transfer functions were nearly identical

between the cases. However, the total transfer function was lower for Case 3. This

is because, as shown in Fig. 6.29, the probability of positive curvature decreased.
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Figure 6.28: Measured mean wrinkling transfer functions for Cases 2 and 3. Varying the Markstein
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6.3.2.3 Model summary and future work

Based on the analysis described in this Section, a model for the subgrid curvature

stretch rate was developed. The basic premise for the model was based on the

observation that, as the flame surface becomes more wrinkled, it must also become

more curved. Hence, a wrinkling transfer function was proposed that relates the flame

wrinkling to the curvature stretch rate. In the traditional model, the transfer function

would be a negative constant. However, it was found that the overall curvature

stretch rate was not strictly negative did not increase in magnitude proportionally

to the flame wrinkling; the transfer function was not a negative constant. This

discrepancy was due to a complex balance between positive and negative curvature

as the wrinkling increased. A model was therefore proposed in the form of Eq.

6.53, which accounts for these differences; separate transfer functions for positive

and negative curvature were employed.

As the flame became more wrinkled, the wrinkling transfer functions for both

positive and negative curvature wrinkles approached constants. Those for negative

curvature had larger magnitude at the same filter scale and turbulence intensity.

However, the probability of positive curvature was greater than for negative cur-

vature. This was due to the kinematics of a wrinkled flame, which creates small

regions of high negative curvature and large regions of low positive curvature. There

therefore was a balance between the higher negative transfer function and higher

probability of finding positive curvature that resulted in a complex form for the

overall transfer function. It also was found that negative transfer functions increased

with decreasing filter size, while the positive transfer function was independent. Fits

to the measured data were presented that account for these observations. These fits

can be used as a model for the subgrid curvature stretch rate in turbulent combustion
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LES.

The effects of varying Markstein number also were observed. It was found that

increasing the Markstein number did not significantly change the positive or nega-

tive transfer functions. However, it did result in a decreased probability of positive

curvature. The overall transfer function and curvature stretch rate were therefore

reduced.

It is expected that this model should be quite general; the relationship between

the flame wrinkling and curvature is geometric and should have little to do with the

specific configuration of the flame. However, for useful implementation of this model

it is necessary to extend the range on wrinkling factors studied; studies of more highly

wrinkled flames are needed. This is similar to the need to study higher turbulence

levels for the strain rate model development in §6.2.2. Fortunately, since this is

an instantaneous geometric relationship, neither temporally resolved diagnostics nor

velocity measurements are needed. All that is required is high resolution imaging

of the flame surface topography. Such diagnostics have been used to study fractal

characteristics of the flame surface and may now be used to further develop this

model [47, 48].

Also, further studies are needed to evaluate the effects of differential diffusion.

That is, a wider variety of Markstein and/or Lewis numbers must be studied. Since

these parameters effect how the flame speed responds to wrinkling, it is likely that

they will effect the flame topography and consequentially the wrinkling transfer func-

tion.
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6.4 Models for the subgrid turbulent burning velocity

Direct evaluation of subgrid turbulent burning velocity models is difficult. Firstly,

there are many proposed models (eg. Refs. [22, 36, 58, 85, 87]). Secondly, they often

include a wide range of model constants and sub-functions (for example Eq. 1.55).

Evaluation of such a model can be quite ambiguous if these terms are likewise am-

biguous or model dependant. Hence, the approach taken is not to evaluate particular

models, but to ask if an algebraic relationship for the local turbulent burning veloc-

ity is reasonable. That is, can the local wrinkling of a flame be related solely to the

turbulence characteristics immediately upstream of the flame during the turbulence

flame interaction? For this analysis the Case 2 data is once again used. Hence,

sl ≈ s0
l , which is the simplest case. For an algebraic relationship to hold, there must

be some function, Ψ, such that:

(6.64)
〈st〉
s0

l

= Ξ = Ψ

(
u′∆
s0

l

)

According the traditional models described in §1.5.1, the turbulent burning velocity

should increase with the turbulence intensity.

Figure 6.30 shows the profiles of the measured wrinkling factor versus the tur-

bulence intensity at various filter scales. As can be seen, there is no clear relation

between the two quantities. At ∆/δ0
l = 40 and 50, the turbulent burning velocity

was essentially independent of the turbulence intensity. At ∆/δ0
l = 30, it decreased

slightly. However, all of the observed variations were quite small and on the order of

the expected statistical error (Eq. 6.17). Essentially, the observed turbulent burning

velocity was not correlated with the strength of the turbulence immediately upstream

of the flame during the local turbulence flame interaction. Furthermore, this lack

of correlation could not be due to a balance between positive and negative aspects
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Figure 6.30: Variation of turbulent burning velocity with turbulence intensity.

as was the case for the strain rate and curvature stretch rate; there is no negative

component of area. It is however possible that a positive correlation may be found in

cases with stronger turbulence. As the local turbulence intensity increased it would

have a more direct effect on the local flame surface area.

6.4.1 Implications for modeling

It therefore appears that the local turbulent flame surface area is not entirely set

by the local turbulence; the transport of flame surface must be considered. Therefore,

in the context of subgrid models for the turbulent burning velocity in the laminar

flamelet regime, a model that takes into account this transport is necessary. This can

be achieved using the flame surface density or wrinkling factor transport equations.

However, it appears that models that predict the flame surface area based on alge-

braic relationships with the turbulence intensity will not be accurate based on Fig.

6.30. Therefore, modification to the subgrid models employed in typical G-equation

simulations would be necessary.
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However, the above result does not imply that algebraic relationships are not

useful in the context of all turbulent flames. The analysis considered the increase

in turbulent burning velocity to be directly related to the flame surface area. This

is true in the thin flamelet regime. It is also possible that the role of small scale

turbulence may be to locally enhance the propagation speed of the flame by increasing

the turbulent transport of heat and reactants. This would be the case in the ‘thin

reaction zone’ regime identified in §1.3. In such a case, the local increase in the

propagation speed should be set by the local turbulence and algebraic relationships

may hold.

Furthermore, algebraic relationships have been shown to give good estimates of the

overall turbulent burning velocity as long as they are applied in a consistent manner

[36]. That is, relationships developed based on specific flame geometry should only

be used for such a geometry. However, such relationships are not appropriate for

general subgrid models.

6.5 Independence of the filter

As mentioned in §6.1.2, the quantitative results of this analysis may be somewhat

dependant on the particular filter used. That is, the filtered quantities in Eqs. 6.4,

6.5, and 6.6 will depend on the filter kernel. So will the resultant fluctuations. For

an implicitly filtered field, the differences represent the choice of a specific numerical

scheme to compute the derivatives. For the explicit filtering method used here, they

represent the choice of a specific filter kernel. However, in either case, changing

the filter not only changes the flame surface conditioned fluctuations, but also the

fluid dynamic fluctuations used to characterize the interaction. Ideally, changing the

filter should affect both of these quantities in a similar manner. Hence, the resultant
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relationships for Γ and Υ would be largely unchanged.

The effects of changing the filter kernel are also mitigated if the majority of

the turbulence is in the subgrid. In such cases, the filtered quantities are small in

comparison to the fluctuation magnitudes. This is true regardless of the particular

filter kernel. In such cases, subtracting a slightly different small number from the

fluctuations would not significantly affect the results. As can be seen from Fig. 6.2(a),

the majority of the turbulence in this experiment was contained in the subgrid. This

was because of the limited range of scales mandated by the limited temporal and

spatial resolution of the diagnostics. However, a beneficial consequence was that the

effect of varying the particular filter kernel should be reduced.

To determine the effect of the filter, the above analysis was repeated using a

different kernel. Recall that the previous filter was a Gaussian with a standard

deviation of ∆/3. This will be designated as H1. The second filter selected was

chosen as a worst case scenario; a square filter was used. This will be designated as

H2. Therefore, at every point, the filtered value was simply the average (or density

weighted average) of all the points within the filter volume. While this is physically

a poor choice of filter, it represents an extreme effect.

Both the strain rate and curvature stretch rate analyzes were performed using

this filter for Case 2 at ∆/δ0
l = 40. Figure 6.31(a) shows the positive, negative, and

total strain efficiency functions for each filter kernel. As can be seen, the results

are nearly identical. The same is true for the probability of positive strain rate

shown in Fig. 6.31(b). The curvature stretch rate model was also found to be

essentially independent of the filter. The wrinkling transfer functions and probability

of positive curvature are shown in Fig. 6.32. Once again, the results are nearly

identical for the Gaussian and square filter. It therefore appears that the results
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Figure 6.31: Effects of varying the filter on the strain rate model. H1 is a Gaussian filter, H2 is a
square filter.
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Figure 6.32: Effects of varying the filter on the curvature stretch rate model. H1 is a Gaussian
filter, H2 is a square filter.

herein are virtually independent of the particular filter used. However, this may

be somewhat a consequence of the restricted range of turbulence scales. The filter

kernel independence should be reconfirmed when studies are made at higher Reynolds

numbers.

6.6 Conclusions

The goal of this analysis was to evaluate and develop models and modeling

paradigms for several important quantities in turbulent combustion LES. An anal-
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ysis method was developed that measures the processes that must be modeled in

the subgrid scales of an LES. Control masses of fluid, in which all turbulence scales

were resolved, were tracked as they interacted with the flame. After the turbulence

field was filtered, the resultant effects on the flame surface were analogous to the

processes occurring in the subgrid scales of an LES. Based on the statistics of these

interactions, models for the subgrid strain rate, curvature stretch rate, and turbulent

burning velocity were analyzed and developed.

The traditional model for the subgrid strain rate related 〈at,sg〉 to a stretch effi-

ciency function Γ. This function was based on the canonical flame-vortex interaction

and therefore assumed that the turbulence only generates extensive strain rate. How-

ever, the measurements showed that this was not the case; significant compressive

strain rate occurred. This resulted in the traditional model greatly over-predicting

the measured strain rate. Furthermore, it was found that the traditional character-

istic fluid strain rate, based on the subgrid RMS velocity fluctuations, resulted in

significant noise.

A new model was proposed in which the effects of extensive and compressive strain

rate were explicitly differentiated and the fluid strain rate was characterized by S ′∆.

It was found that this characterization resulted in significantly better correlation

with the experiment, confirming the analysis of Chapter IV. It was also found that

the efficiency of extensive and compressive strain rates varied in different manners

with changing turbulence intensity: the former increased while the latter decreased.

Hence, separate efficiency functions for each were required. The effect of varying

the filter size was also observed. The characteristic strain rate implied an inherent

dependence of the efficiency on the filter scale. When this was accounted for, the

strain efficiency increased with increasing filter size. This indicates that large scale
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turbulence is more effective at straining the flame than small scale turbulence.

Two models for the curvature stretch rate were also analyzed. The first assumed

that the subgrid strain rate and curvature stretch rate locally balanced. However,

this was found not to be the case. In general, flame surface was either produced

or destroyed during a particular interaction. Hence, the balance did not hold and

models should account for the transport of flame surface area.

The second model assumed that the curvature stretch rate could be related to the

amount of flame surface present via the flame surface density. However, this formu-

lation would predict a curvature stretch rate for unwrinkled flames. The model was

therefore recast in terms of the flame wrinkling factor. It was once again found that

the positive and negative components contributed significantly and somewhat can-

celed each other out. A model was therefore developed based on a similar paradigm

to the strain rate. This related the wrinkling factor to the curvature stretch rate

using separate transfer functions for the positive and negative components. It was

found that these transfer functions allowed the total stretch rate to be predicted.

The idea that the increase in flame surface area (and therefore the turbulent

burning velocity) can be related to the turbulence immediately upstream of the

flame was analyzed. Based on global results and the Damköler paradigm, the local

burning velocity should increase with the turbulence intensity via an algebraic rela-

tion. However, it was found that there was no correlation between these quantities

during specific turbulence-flame interactions over the measured range. This is be-

cause the amount of flame surface in a given control mass was not set entirely by the

turbulence in that mass. Wrinkles that had been generated elsewhere and convected

to the region being considered greatly influenced the local burning velocity. This

is consistent with the previous observations that flame surface transport is signifi-
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cant. Hence, algebraic relationships for the turbulent burning velocity based on the

local turbulence parameters do not provide an accurate prediction of the local flame

surface area.
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CHAPTER VII

Conclusions

This dissertation has provided a new look at the dynamics of turbulent premixed

flames at low Reynolds number. To do so, high-speed laser diagnostics were designed,

mechanistic descriptions of the turbulence-flame interaction determined, and models

for important subgrid terms in LES developed. Each of these aspects is summarized

below.

7.1 Development of CS-PIV and OPCS-PIV diagnostics

In order to investigate turbulence-flame interactions, measurement of the tempo-

rally evolving turbulent flow field and flame surface topography were required. The

experiment was carried out on a premixed slot Bunsen flame burning methane-air

mixtures at various equivalence ratios. Tracking the dynamics of the turbulence and

flame necessitated the development of two new high-speed laser diagnostics. The

first technique, Cinema-Stereoscopic PIV (CS-PIV), provided temporally resolved

three-component vector fields in a plane parallel to the flow. This diagnostic oper-

ated a rates of 1111 kHz with a vector spacings of 140 µm and accurately resolved

the viscous scale of the turbulence. Due to its high accuracy, the CS-PIV was used

for the majority of the quantitative analysis.

The second technique, Orthogonal-Plane Cinema-Stereoscopic PIV (OPCS-PIV),
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allowed reconstruction of the full three-dimensional velocity gradient field. It oper-

ated at 3 kHz with a vector spacing of 190 µm. Using a ‘modified Taylor’s hypoth-

esis’, the full 3D velocity gradient tensor and turbulence geometry were determined

in a plane perpendicular to the flow. Data from an additional plane, parallel to the

flow, then was used to determine the trajectory and strength of particular turbulent

structures as they interacted with the flame. This allowed the true geometry of 3D

turbulence-flame interactions to be studied. Furthermore, it allowed the orientation

of the turbulence field with respect to the flame to be investigated. These diagnostics

represent the first application of temporally resolved PIV to the study of turbulent

flame dynamics and the first application of OPCS-PIV in general.

7.2 Phenomenological analysis of turbulence-flame interactions

The CS-PIV and OPCS-PIV were used to phenomenologically investigate the

interaction between a turbulent flow and a flame. The results of this investigation

were as follows:

1. The strain rate exerted on a flame surface is not characterized by

vorticity. This is contrary to the method typically used to develop models for

turbulence-flame interactions. These models generally consider the interaction

between a counter-rotating vortex pair and the flame. However, the analysis

indicated the interaction of vortical structures with the flame gives neither an

accurate picture of the strain rate on the flame or flame wrinkling.

2. The interaction of turbulence with a flame does not occur in counter-

rotating vortex pairs. In reality, turbulence-flame interactions resembling

the simple canonical geometry occurred very rarely. Instantaneous images con-

taining an interaction of this geometry occurred in less than 20% of the recorded
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data. Within these frames, the canonical geometry only accounted for a portion

of the total turbulence-flame interaction. Vorticity fields involving large group-

ings of structures were found to interact with the flame. Under the canonical

description, each vortex pair in the group would create a single wrinkle having

a size set by the pair. However, this did not occur and single large wrinkles

were usually formed around the entire group.

3. The strain rate and wrinkling of a flame surface are characterized by

the fluid dynamic strain rate and vorticity fields respectively. Based on

the above observations, an analysis of the strain rate equation was performed.

This indicated that the strain rate on the flame surface is determined by the fluid

dynamic strain rate field in the reactants. Wrinkling of the flame is associated

with redistribution of the surface by vortical structures. Hence, coherent struc-

tures associated with both fluid strain rate and vorticity must be considered.

These ideas were confirmed using the measured interactions.

4. The curvature stretch rate and flame strain rate were distributed

amongst positive and negative values. This also is in contrast to the pre-

dictions based on the canonical vortex geometry, which states that the sole effect

of turbulence on the flame is to exert positive strain and generate negative cur-

vature. Furthermore, various other modeling paradigms also assume that the

curvature stretch rate always is negative. However, large regions of positive cur-

vature were observed. Since positive curvature wrinkles grew with time, they

accounted for a significant amount of the curvature stretch rate. Negative cur-

vature wrinkles formed cusps and became smaller in time. The mean curvature

at some locations was found to be positive. Furthermore, significant regions of
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negative strain rate were observed. While the mean strain rate was positive at

all locations in the flame, it was considerably less than would occur if there was

no negative strain rate.

5. The transport of flame surface density must be accounted for. There

were regions where the mean strain rate and curvature stretch rate were pos-

itive. Hence, these are regions in which flame surface is produced. Since the

flames were statistically stationary in time, there was no temporal change overall

surface area. The flame surface produced in these regions must therefore have

been transported to the tip of the flame where the large negative curvature (i.e.

negative stretch rate) destroyed surface area. This means that the curvature

stretch rate and strain rate do not necessarily balance locally, which is assumed

in some models. Furthermore, the local flame wrinkling, curvature, and turbu-

lent burning velocity are not determined solely by the local turbulence, but are

dependant on the transport of flame surface area from other locations. This

transport must be accounted for in models. The often-used algebraic relations

for turbulent burning velocity do not account for this transport and therefore

are inadequate.

6. The geometry of turbulence-flame interactions cannot be described by

simple geometries. The interaction of 3D turbulent structures and the flame

were observed to occur in very complex geometries. This involved structures

that were multiply curved, intertwined, and oriented in various manners with

respect to the flame. Furthermore, the statistical orientation of the S and ~ω

fields with respect to the flame were distributed over all possible directions.

Hence, it is not possible to describe the expected effect of turbulence on a flame
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surface as the ensemble of simple interactions. The actual effect will be highly

dependent on the particular shape, orientation, and evolution of the turbulence

involved. Models should therefore be developed that are based on the statistics

of real interactions and do not explicitly dictate a geometry.

7.3 Modeling turbulent premixed flames

From the above observations, it was concluded that models based solely on the

canonical flame-vortex configuration could not describe real turbulence-flame interac-

tions. Nor so could models that assume a balance between strain rate and curvature

stretch rate, or those that use an algebraic relationship for the turbulent burning

velocity. Nevertheless, such models were assessed. New models then were developed.

Both the analysis and development were performed using a new method that tracks

the interaction between fluid control masses and the flame front. This allowed mea-

surement of the subgrid processes the must be modeled in LES. Using this method,

thousands of control mass-flame interactions were studied, representing thousands of

subgrid processes. The resultant data allowed for the desired model assessment and

development, which are summarized below.

7.3.1 Modeling the subgrid strain rate

The previous model relates the subgrid strain rate to the stretch efficiency func-

tion, which is derived from simulations of canonical flame-vortex interactions [74].

The concepts of the previous model were analyzed, yielding the following observa-

tions:

1. The turbulence in a given control mass exerted regions of both posi-

tive and negative strain rate. The turbulence in a given control mass could

exert regions of both positive and negative strain rate on the flame surface.
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Consequentially, the overall strain efficiency function for a particular interac-

tion could be positive or negative.

2. The ensemble mean strain rate on the flame (and strain efficiency)

at any turbulence intensity was positive, but considerably less than

predicted by the model. Despite the fact that individual turbulence-flame

interactions could exert positive or negative strain rate, the mean strain rate

for any strength of turbulence was positive. Hence, turbulence exerting positive

strain rate was more effective than turbulence exerting negative strain rate.

However, due to the negative components, the net strain rate was considerably

less than predicted by the standard models.

3. The strain efficiency increased with increasing turbulence intensity

and filter size. Not only did the mean strain rate on the flame increase with

increasing turbulence intensity, but so did the mean strain efficiency. This

further indicates there are differences between turbulence that exerts positive

and negative strain rate. The strain efficiency increased with increasing filter

size. Both of these observations are in qualitative agreement with the previous

models.

4. The strain efficiency was poorly correlated with the subgrid velocity

fluctuations. When the characteristic strain rate of the fluid was taken to be

u′∆/∆, the measured strain rate on the flame was poorly correlated with the

turbulence intensity.

Based on these observations, a new model for the strain rate was proposed, which

is summarized below:
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1. The strain rate on the flame should be characterized by the fluid

dynamic strain rate. It was shown that the strain rate exerted on the flame by

turbulence is best characterized by the fluid dynamic strain rate in the reactants

ahead of the flame. Hence, the magnitude of the subgrid strain rate tensor

should be used in the formulation of the strain efficiency function. The subgrid

strain rate is computed by LES as part of the energy transfer model. The

measured strain rate on the flame was well correlated with the subgrid fluid

strain rate in the reactants.

2. The net strain efficiency function is positive and it increases with

turbulence intensity. When characterized by the fluid dynamic strain rate

tensor, the strain efficiency function was still positive and increased with in-

creasing turbulence intensity.

3. The strain efficiency function should be represented in terms of an

extensive and compressive component. The strain efficiency represents a

balance between the extensive and compressive strain rate. Since the overall

efficiency changes with the turbulence intensity, so must this balance. This

implies that the overall efficiency function must reflect both changes in the

efficiency as well as the probability of positive and negative strain rate. A form

of the strain efficiency function that explicitly accounts for all of these effects

was presented. It was found that the positive strain efficiency increased with

increasing turbulence intensity, while the negative strain efficiency decreased.

The probability of finding positive strain rate was relatively independent of the

turbulence intensity.
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4. The effectiveness of turbulence in exerting strain increased with in-

creasing filter size. However, the strain efficiency function decreased.

The definition of the characteristic strain rate used in this (and the previous)

model implies a certain intrinsic dependance on the filter scale. That is, even if

the strain rate on the flame was independent of the filter size, the strain efficiency

function would still exhibit a dependence. Because of this, the strain efficiency

functions measured appeared to decrease with increasing filter size. However,

when the intrinsic dependence was accounted for, the actual effectiveness of the

turbulence was found to increase when larger scales were included.

The measured data were used to determine the quantitative relationship between

the turbulence intensity, filter size, and strain rate exerted on the flame. By decom-

posing the strain rate into its positive and negative components, relatively simple

dependencies could be obtained that reflected all of the observations. Some useful

fits to the data were provided that could be easily implemented in LES modeling

applications.

7.3.2 Modeling the subgrid curvature stretch rate

Two general modeling ideas were investigated. The first assumed that a balance

exists between the subgrid strain rate and the curvature stretch rate. However, it

was found that this balance did not hold either for individual interactions or on the

mean. This was unsurprising as transport of flame surface was previously shown to

be important.

The second idea related the curvature to the amount of flame surface in the

cell. That is, the curvature stretch rate was assumed to be proportional to the

flame surface density. While the previous formulation of this model possessed some
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problems, it was found that this general paradigm could be used to predict the

curvature stretch rate. This is summarized below.

1. The curvature of the flame surface should be related to the wrinkling

factor, not the flame surface density. Using a relationship between flame

surface density and curvature would predict that an unwrinkled flame undergoes

stretch due to curvature, which is incorrect. On the other hand, relating the

wrinkling factor to the curvature describes the increase in flame surface area

relative to the unwrinkled case.

2. The local instantaneous flame curvature could be either positive or

negative. The positive regions tended to be larger in area and possess a lower

magnitude curvature than the negative regions. This is the behavior expected

from the kinematics of a propagating flame surface.

3. In the mean, the curvature stretch rate could be either positive or

negative. The mean stretch rate varied with both wrinkling factor and filter

size between positive and negative values. This indicates a varying balance

between the positive and negative curvature components that must be reflected

in the model.

Based on these observations, the model for the curvature stretch rate was devel-

oped based on a form that is similar to that for the strain rate.

1. A wrinkling transfer function can be used to relate the wrinkling

factor to the curvature stretch rate. This function is analogous to the

strain efficiency function.

2. The wrinkling transfer function should be represented in terms of

positive and negative transfer functions. Since the total stretch rate is
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comprised of a negative and positive component, separate transfer functions

are needed to reflect differences in how these components behave with increased

wrinkling. It was found that the positive transfer function was everywhere lower

than the negative and both asymptotically approached constant values. The

probability of positive curvature was greater than that of negative curvature.

Once again, these traits were consistent with the kinematics of a flame surface.

The measured data were then used to construct the positive and negative wrin-

kling transfer functions and the probability of positive curvature. Data fits were

determined that easily could be implemented in simulations employing the flame

surface density or wrinkling factor transport equations.

7.3.3 Modeling the turbulence burning velocity

The idea that the turbulent burning velocity could be related to the local instanta-

neous turbulence through an algebraic relationship was analyzed. It was found that

there was no clear relationship between these two quantities. This is because the

flame surface area in a particular cell was not entirely determined by the turbulence

interacting with the flame at that time. It also depended on all of the winkling that

had previously occurred and convected to that location. That is, it depended on the

transport of flame surface.

Hence, simulation methods that require the turbulent burning velocity (such those

employing the G-equation), must in some way account for this transport in their

models. It is expected that at least a convective flame surface term will be needed

to accurately predict the burning velocity. Alternatively, a hybrid scheme may be

necessary. That is, the flame surface density transport equation may be used to

determine the subgrid flame surface area. The subgrid burning velocity thus deter-

266



mined may then be applied to the G-equation to provide an accurate propagation

speed for the G = G0 surface.

Such a hybrid scheme would address significant issues in both the G-equation

and Σ transport equation methods. Unlike algebraic relations, it would provide an

accurate propagation speed for the G-field. This is necessary for the flame to have

accurate dynamics. Also, the transport equation would only be used to determine

the local flame surface area. Hence, the problems inherent in filtering the progress

variable field (c) in the standard Σ transport methods are avoided. That is, instead

of employing Σsg to close the c̃ transport equation (Eq. 1.30) it would be employed

implicitly in the G transport equation (Eq. 1.42). Since G is smooth on the LES

grid (unlike c), no expensive or complicated schemes would be necessary to handle

its filtering. However, the numerical consequences of such a scheme would have to

be addressed.

7.4 Future work

While this study has provided new insight and modeling guidelines for many

important processes occurring in turbulent premixed combustion, there is still con-

siderable work that must be done. Firstly, the range of turbulence intensities and

scales must be expanded. Presently these parameters were restricted by hardware

limitations. However, even during the course of this research new imaging capabilities

have become available. Such technology would allow higher turbulence intensities

and a greater range of scales to be studied. Additionally, there are still some model-

ing terms required for LES that need to be investigated. For example, in the flame

surface density equation the effects of the resolved scales on the subgrid transport

terms must be determined. Such terms could once again be investigated if a larger
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range of scales were studied.

The analysis procedure used here could also be applied to DNS data sets. Modern

DNS is reaching the point that realistic flames can be simulated in 3D. While such

data are generally also restricted in Reynolds number, they have the potential to

accurately extend the analysis into the third dimension. However, caution must be

used to ensure adequate resolution of the flame front and turbulence.

Either using the provided data fits or new fits resulting from the extended studies,

the models provided should be implemented into LES codes. In particular, they are

appropriate for LES employing the flame surface density transport equation. Such

codes may then be run for the test cases in this study and the global results compared.

This would allow direct assessment of the applicability of the flame surface density

transport model to LES.

Finally, this study focused on the thin flamelet regime. However, as higher tur-

bulence intensities are reached, the flame may transition into the thin reaction zone

regime. That is, micro-scale turbulence may enter the preheat zone and effect its

structure. This would have a large effect on the propagation speed of the flame.

Combining the high speed velocimetry diagnostics developed in this study with high

speed spectroscopy or temperature measurements would allow such processes to be

studied experimentally for the first time.
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APPENDIX A

Derivation of strain rate transport equation in a reacting
flow

A general transport equation for the strain rate components in a reacting flow can

be derived by taking the spatial derivative of the equations for the conservation of

momentum:
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Setting Aij = ∂ui/∂xj, this can be expanded as:
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Recognizing that Sij = 1/2(Aij + Aji), the appropriate forms of Eqn. A.2 can be
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The first term on the right can be written in terms of S and ~ω by recognizing that

Aij = Sij − Ωij and equating the terms of Ω with the various vorticity components.
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This yields the final transport equation:
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APPENDIX B

Index of refraction effects in a PIV target medium

The dual-forward-scatter mode employed in the PIV diagnostics forced at least one

camera to view the calibration grid through the target material. This material had

a different index of refraction than air, causing the light to deflect slightly at the

air/target interface according to Snell’s Law:

(B.1) na sin α = nt sin β

where na and nt are the indices of refraction of air and the target respectively. The

angles α and β are as shown in Fig. 2.1(b).

(a)

L
t

w
t

(b) (c)

Figure B.1: Geometric parameters in Snell’s Law

Figure 2.1(a) shows an ideal lens focused on an infinitely thin plane. The length

Lf is the working focal distance of the lens. The practical system is shown in Fig.
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2.1(b). Here, the light bends at the target such that the plane of focus is beyond the

calibration grid. The total working distance of the lens remains constant such that:

(B.2) Lf = La1 +
wt

cos α
= La1 + Lg + La2

where La1 and La2 are the light path lengths before and after the air/target interfaces,

Lg is the path length within the target, and wt is the width of the target.

The path length in the glass is related to target thickness and light angle by:

(B.3)
Lt

wt

= cos β

and the path length in the air opposite the lens is:

(B.4)
La2

wt

=
cos β − cos α

cos β cos α

The resultant displacements of the image plane, ∆x and ∆y as shown in Fig.

2.1(c), are thus:

∆x = (La2 + Lt) sin α− (La2 sin α + Lt sin β) ⇒(B.5)

∆x

wt

=
sin α

cos β
− tan β(B.6)

∆y = La2 cos α ⇒(B.7)

∆y

wt

= 1− cos α

cos β
(B.8)

Plots of ∆x/wt, ∆y/wt, and the total displacement magnitude (δt =
√

∆x2 + ∆y2/wt)

versus lens angle are provided in Fig. B.2 for nt

na
= 1.5. This index of refraction ratio

is typical for glass in air. For the system to be practical, the out-of-plane displace-

ment (∆y) should be approximately one order of magnitude smaller than the depth

of focus, which was found to be approximately 500 µm for the CS-PIV system. This

ensures that the target can be traversed through the sheet while keeping both cam-

eras in focus. For the chosen angular displacement of 35o, ∆y = 0.11wt. Hence,
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a maximum target thickness of about 450 µm was allowed. The photographic film

used as the target was 130 ± 5 µm thick. The glass flats used to sandwich the film

were 85 ± 5 µm thick each. The target therefore induced out-of-plane shifts that

significantly less than a tenth of the depth of focus.

0 5 10 15 20 25 30 35 40 45
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

α

∆
l

w
t

l = ∆x
l = ∆y
l = δt

Figure B.2: Displacements due to light bending at various input angles with nt/na = 1.5.

Associated with the out-of-plane shift is the in-plane shift component, ∆x. Essen-

tially, this is an artificial displacement between the calibration target images taken

by each camera. Hence, the deviation of the light path through the target results

in a slight discrepancy between the location of velocity vectors determined by each

camera. However, since the target was symmetric, this shift was equal for each cam-

era and did not result in a calibration error. Minor asymmetries in the target were

compensated for by the DaVis software self-calibration algorithm.
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