
Coherent Raman scattering: applications in

imaging and sensing

by

Meng Cui

A dissertation submitted in partial fulfillment
of the requirements for the degree of

Doctor of Philosophy
(Physics)

in The University of Michigan
2009

Doctoral Committee:

Assistant Professor Jennifer P. Ogilvie, Chair
Professor Paul R. Berman
Professor Roberto D. Merlin
Professor Theodore B. Norris
Professor Bing Zhou





c© Meng Cui
All Rights Reserved 2008



This work is dedicated to my parents.

ii



ACKNOWLEDGEMENTS

First, I would like to acknowledge the support and guidance given by Professor

Ogilive. She introduced me to the field of nonlinear microscopy and gave me the op-

portunity and freedom to build up the entire nonlinear microscopy and spectroscopy

experiments. Despite her busy schedule, she always made time for discussion which

helped me to progress on my research. In her team, I was always encouraged to test

new ideas and improve my experiment. I am very grateful to have the opportunity

to work in her lab. I also thank Professor Rand for introducing me to nonlinear laser

spectroscopy.

University of Michigan in Ann Arbor is an unique place in that it gathers many

world class experts in atomic physics, quantum optics, and ultrafast science. I truly

enjoyed most of the FOCUS seminars and also the courses given by many of the

experts, such as statistic optics by professor Leith who is known as the father of

modern holography, quantum optics by professor Berman, ultrafast optics by pro-

fessor Norris, coherent control by professor Bucksbaum, and the summer course on

phonon by professor Merlin. The impact on me is beyond the knowledge you im-

part through the courses. More important is the enthusiasm and interest you show

towards the specific field of science.

I also like to thank all my friends in physics who played basketball on many of the

Saturdays. I enjoyed the competence we showed on the basketball court. Despite that

each of us worked on quite difference field in physics, we always motivate each other

iii



throughout the years in Michigan. I truly benefit a lot from the discussions with the

students in Professor Steel’s lab, Professor Merlin’s lab, and Professor Raithel’s Lab.

Especially I like to thank Xiaodong Xu who generously shares his broad experience

in laser spectroscopy both in experiment and in theory.

During my first three years in Michigan, I enjoyed the student seminars organized

by the optics club in north campus which eventually found the OSA student chapter

in Ann Arbor. Many of the interesting talks draw my interest into the field of optics

science. I am grateful to be a part of the optics club as a beginning graduate student

and to have the opportunity to discuss optics science with many senior graduate

students at that time.

Most importantly I like to thank the patience and support from my parents in the

past six years, which has given me tremendous amount of courage and confidence

to face the challenges during my Ph.D. study. I feel very lucky to meet my wife

Tsai-wei in Michigan. I like to thank her love and encouragement. I also benefit a

lot through the discussion with her on various simulation techniques. I dedicate this

thesis to my parents and my wife.

iv



TABLE OF CONTENTS

DEDICATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii

ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

LIST OF APPENDICES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii

ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiii

CHAPTER

I. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Motivation for nonlinear microscopy . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Coherent anti-Stokes Raman scattering (CARS) microscopy: a brief review . 3

1.2.1 Implementations of CARS microscopy . . . . . . . . . . . . . . . . 6
1.2.2 Single mode CARS and multiplex CARS . . . . . . . . . . . . . . . 8
1.2.3 Nonresonant signal suppression . . . . . . . . . . . . . . . . . . . . 10

1.3 Thesis outline and chapter overview . . . . . . . . . . . . . . . . . . . . . . . 13

II. Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.1 Spontaneous Raman scattering . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2 Coherent Raman scattering . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3 Optical imaging in microscopy . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.3.1 Incoherent imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3.2 Coherent imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.3 Coherent vs incoherent Raman imaging . . . . . . . . . . . . . . . 27

III. Fourier transform CARS microscopy . . . . . . . . . . . . . . . . . . . . . . . . 31

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2 Motivation of time domain coherent Raman imaging . . . . . . . . . . . . . . 31
3.3 Experiment setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.4 Stability and position accuracy . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.5 Signal analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.6 FTCARS spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.7 Power dependence measurement . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.8 Concentration dependence measurement . . . . . . . . . . . . . . . . . . . . 44
3.9 Spectral filtering and excitation considerations . . . . . . . . . . . . . . . . . 44
3.10 Imaging applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.11 Biological imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.12 Combined with two-photon fluorescence imaging . . . . . . . . . . . . . . . . 51

v



3.13 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

IV. Interferometric Fourier transform CARS microscopy . . . . . . . . . . . . . 54

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.2 Noise analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.3 Idea for achieving shot noise limited SNR . . . . . . . . . . . . . . . . . . . . 56
4.4 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.5 Phase stability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.6 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.7 Comparing IFTCARS with pump-probe impulsive Raman scattering . . . . 67
4.8 Dual channel detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.9 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

V. Spectral-domain coherent Raman imaging . . . . . . . . . . . . . . . . . . . . 70

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.2 Benefits of spectral domain measurements . . . . . . . . . . . . . . . . . . . 70
5.3 Theory of time delayed spectral domain coherent Raman measurement . . . 71
5.4 Implementation with a single pulse . . . . . . . . . . . . . . . . . . . . . . . 73
5.5 Interferometric time-delayed spectral domain CARS . . . . . . . . . . . . . . 74
5.6 Signal to noise ratio comparison between spectral domain and time domain

methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.7 Signal to noise ratio comparison (experiment) . . . . . . . . . . . . . . . . . 85
5.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

VI. Coherent versus incoherent Raman scattering . . . . . . . . . . . . . . . . . . 92

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
6.2 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.3 Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.4 Solution measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

VII. Coherent Raman scattering in the near field . . . . . . . . . . . . . . . . . . . 102

7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
7.2 Introduction to surface plasmons . . . . . . . . . . . . . . . . . . . . . . . . . 104
7.3 Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
7.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

VIII. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

8.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
8.2 Future directions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

APPENDICES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

vi



LIST OF FIGURES

Figure

1.1 The energy diagram of (a) CARS and (b) nonresonant FWM. . . . . . . . . . . . . 4

1.2 Experimental setup of the first CARS spectroscopy measurement.[1] . . . . . . . . 5

1.3 Experimental setup of the first CARS Microscope. . . . . . . . . . . . . . . . . . . 6

1.4 Setup for synchronizing two Ti:sapphire oscillators. [2] . . . . . . . . . . . . . . . . 7

1.5 Raman spectra of a single intact cell and a single metaphase chromosome.[3] . . . . 9

1.6 (a) Energy diagram of single mode CARS, narrow band pump and Stokes pulses
drive a single Raman mode. (b) Energy diagram of multiplex CARS, narrow band
pump and broad band Stokes pulses drive all the Raman modes within the Stokes
pulse bandwidth. A narrow band probe pulse generates broad band CARS signal. . 10

2.1 Illustration of the focus in spherical coordinates[4] . . . . . . . . . . . . . . . . . . 21

2.2 The imaginary part of E field at the focus of a NA1.2 water immersed objective
lens with filling factor f0 = 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.3 The spherical volume integral of the signal as a function of spherical radius R for
one-photon, two-photon and three-photon absorption. . . . . . . . . . . . . . . . . 24

2.4 CARS signal and three photon fluorescence signal generated at the boundary of
Raman active medium and Raman inactive medium as a function of the focus
position. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.5 The incoherent and coherent signal dependence on the NA of an air objective lens
and a water immersed objective lens. . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.1 Experiment setup of ISRS. [5] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.2 (a) Experiment setup of FTCARS. BS: beam splitter; Obj: objective lens; LP: long-
pass filter; SP: short-pass filter, PMT: photomultiplier tube, DC: dichroic beam
splitter. The DC before the objective collects fluorescence in the epi direction for
simultaneous CARS and fluorescence imaging. (b) Energy diagram of FTCARS. . 34

3.3 Photo of the laser scanning microscope (Prairie Technologies). . . . . . . . . . . . . 35

vii



3.4 Spectral filtering method: the blue edge of the input pulse is removed by a long
pass filter. The interaction with the sample generates blue shifted CARS and NR
signals. A short pass filter is used to block the laser light and let the blue shifted
signal enter the detecor. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.5 Michelson interferometer setup. The red dotted line is the path of the reference
beam (633nm) and the yellow solid line is the path of the 12fs pulses. PD: Si
photodiode, BS: beam splitter, M: mirror, Stage: translation stage driven by a DC
motor of 7nm resolution, HeNe:Helium-neon laser (reference laser). . . . . . . . . . 37

3.6 (a) NR signal spectral interference. Data acquisition time for each spectrum is
100msec. 100 spectra taken over 15 seconds are overlapped in the plot. (b) Absolute
value of the Fourier transform of the interferogram. (c) The phase variation at 290
fs position over 150 seconds. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.7 Simulated (left) and experimental (right) FTCARS results. a) Spectrum of the
pump and probe pulse. The locations of the long pass (dashed) and short pass
(solid) filters are also indicated. b) Time domain FTCARS signal for pyridine
including the dominant CARS modes at 991 cm−1 and 1030 cm−1, with smaller
peaks at 983 cm−1 and 1070 cm−1. The actual scan length was 12 ps, providing 3
cm−1 resolution. c) Fourier transform of the oscillatory part of the time domain
data for τ >250fs yields the CARS spectrum. . . . . . . . . . . . . . . . . . . . . . 42

3.8 Power dependence measurement on 2propanol. Linear fit indicates slopes of 1.18(first
pulse) and 2.16(second pulse). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.9 FTCARS signal of the 820cm−1 mode of 2-propanol at different concentrations.
The experimental data is fitted with a quadratic function which passes the origin. . 45

3.10 (a) Dependence of the FTCARS resonant signal amplitude on the frequency of the
CARS mode for different choices of the longpass filter wavelength. (b) Dependence
of the FTCARS resonant signal amplitude on the frequency of the CARS mode to
be excited. Several different relative power ratios between pulses 1 and 2 (P1/P2)
are shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.11 (a) NR background signal image of 15μm polystyrene beads in water. (4 mW in
each beam, 512×512 pixels, 10μs exposure time per pixel) (b) FTCARS image of a
single polystyrene bead from the sample shown in (a) (4 mW in each beam, 36×36
pixels, 7ms exposure time per pixel, spectral resolution of 16 cm−1) (c) FTCARS
spectrum from a single pixel within the bead in image (b). . . . . . . . . . . . . . . 48

3.12 (a) Nonresonant image of 15 μm polystyrene beads embedded in PMMA (b)FTCARS
images of the sample shown in (a). The image is acquired with 4 mW power in
each beam with a data acquisition time of 7 ms/pixel. The spectral resolution is
16 cm−1. The top row of images show a maximum contribution from the PMMA
near 820 cm−1 while the lower row corresponds to the dominant polystyrene peak
near 1000 cm−1 in agreement with the reported Raman spectra [6]. The upper row
has been multiplied by a factor of 4 to show the weaker PMMA signal on the same
scale as the polystyrene bead. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.13 NR image of Caenorhabditis elegans. . . . . . . . . . . . . . . . . . . . . . . . . . . 50

viii



3.14 (a) NR image of Caenorhabditis elegans; (b) 40x128 pixel FTCARS image from
the area inside the box in (a). 90 picoJ pulses at 75 MHz are used. The data
acquisition time is 40ms/pixel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.15 (a) Polystyrene bead of one micron in diameter. (b) Caenorhabditis elegans. . . . 53

4.1 (a) Time domain noise data, data acquisition rate is 200kHz, the total data col-
lection time is one second; (b) the noise spectrum around 140Hz; (c) the noise
spectrum around 1500Hz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.2 (a) Noise power dependence data at different gain (applied voltage) levels; (b) the
same data on double log plot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.3 4f setup, RM: return mirror, CM: curved mirror, gr: grating, ND: linear ND flter,
EM: end mirror (Fourier plane), gl: compensation glass . . . . . . . . . . . . . . . 59

4.4 Probe pulse spectrum variation: The blue edge of the probe pulse is reduced by
the 4f setup to provide a controllable local field. Blue shifted NR and CARS(R)
signals are generated in the sample. A short pass filter only passes the blue shifted
signal and the controllable local field. . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.5 Phase stability of IFTCARS setup, determined by spectral interferometry. (a)
10,000 spectra are plotted. The fringes are generated by introducing a time delay
on the local field. (b) The absolute value of the Fourier transform of the spectra
in (a). (c) The phase at 1689 fs time delay, whose standard deviation 0.0143rad is
equivalent to λ/435 at ∼ 710nm . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.6 Nonresonant signal image of 4 μm polystyrene beads. The yellow line indicates the
linescan position. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4.7 (a) Line scan through a 4μm polystyrene bead taken with IFTCARS. The image
is acquired with 1 mW power (13pJ pulse) in each beam with a data acquisition
time of 4 seconds and spectral resolution of 16cm−1. b) Corresponding standard
FTCARS line scan (local field is blocked). c) Comparison of CARS spectra at pixel
75 in the two images. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.8 Total noise equivalent power (NEP) vs.local field power. Two regimes are clearly
seen: a background noise regime (local field < 1pW) and the shot noise regime
(local field > 100pW). The actual local field used in the IFTCARS images shown
in Fig. 4.7 is 38pW as indicated with an arrow. . . . . . . . . . . . . . . . . . . . 66

4.9 (a) Stokes spectrum. (b) anti-Stokes spectrum. (c) Fourier transform of difference
signal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

5.1 Energy diagram of the time delayed spectral domain CARS . . . . . . . . . . . . . 72

5.2 Laser spectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

5.3 4f setup. rm, return mirror; cm, concave mirror; gr, grating; em, end mirror; cg,
compensation glass; nd, neutral density filter; g, coverslip; M, mask. . . . . . . . . 74

5.4 (a) Spectrum for exciting 800 cm−1 mode; (b) spectrum for exciting 1400 cm−1

mode; . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

ix



5.5 (a) Interference pattern in the spectral domain. The reduced signal contrast is due
to the limited resolution of the compact spectrometer (b) Fourier transform of the
interference pattern, indicating a time delay of 250fs. . . . . . . . . . . . . . . . . . 76

5.6 2propanol signal spectrum without (above) and with (below) time delay. The
excitation power is 2.35mW. The data acquisition time is 200msec. In (b) the
peak position around 820cm−1 agrees with the spontaneous Raman spectrum of
2-propanol within the bandwidth of the probe pulse. The background at 600 cm−1

is the NR signal generated by the two pulse pulses. . . . . . . . . . . . . . . . . . . 77

5.7 Input spectrum. The local field from 700 to 720nm is too weak to show up on the
same scale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

5.8 (a) 100 TDSCARS spectra from 2-propanol, input power = 4.8mW, exposure time
= 1 sec; (b) averaged spectrum from (a). . . . . . . . . . . . . . . . . . . . . . . . . 79

5.9 Local field spectrum. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

5.10 Processed ITDSCARS spectrum of 2-propanol, input power 4.8mW, exposure time
4msec. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

5.11 (a) Signal spectrum with the local field blocked; (b) CCD noise. . . . . . . . . . . . 81

5.12 (a) Pump pulses and the probe pulse in time domain ;(b) the blue shifted nonres-
onant signal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

5.13 Simulation of IFTCARS SNR. The three plots on the left side are the time domain
signal; The three plots on the right side are corresponding spectra from the Fourier
transform. The total photon number is 5E4. Three different detection bandwidths
are considered with a total number of time steps of 5E3, 5E4, and 5E5. Note in the
case of 5E5, the average photon number per time step is 0.1. A Poisson distribution
is used to describe the photon statistics. . . . . . . . . . . . . . . . . . . . . . . . . 86

5.14 Measured CARS spectrum of 2propanol and water with 1600fs delay on the probe
beam. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5.15 100 2-propanol CARS spectra. Exposure time of each spectrum is one second. . . . 89

5.16 FTCARS time domain data and its Fourier transform . . . . . . . . . . . . . . . . 90

6.1 CSRS setup. rm: return mirror, cm: concave mirror, gr: grating, M: amplitude
mask, gl: glass slide . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

6.2 (a)-(d) and (e)-(h) are measured on polystyrene beads of 7.3μm and 4.3μm in
diameter respectively. The image intensity is the difference in intensity between
1000cm−1 and 950cm−1. (a) CSRS, power=4mW, exposure=40msec/pixel. (b)
CSRS, power=1.3mW, exposure=100msec/pixel. (c) Raman, power=1.3mW, ex-
posure=100msec/pixel. (d) Averaged spectrum from (b) and (c). (e) CSRS,
power=4mW, exposure=50msec/pixel. (f) CSRS, power=1.3mW, exposure=200msec/pixel.
(g) Raman, power=1.3mW, exposure=200msec/pixel. (h) Averaged spectrum from
(f) and (g). The image sizes are 30μm and 10μm for (a)-(c) and (e)-(g) respectively. 96

6.3 Power dependence measurement of 2-propanol sandwiched between two fused silica
slides. The optical path length is ∼ 10μm. . . . . . . . . . . . . . . . . . . . . . . 98

x



7.1 Diagrams of the Kretschmann configuration and the Otto configuration . . . . . . 105

7.2 Reflectivity (a) and intensity enhancement (b) of glass substrate coated with 50nm
gold. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

7.3 (a), SEM image of the nanostructured substrate[7]. (b) Intensity distribution from
FDTD simulation for normal incidence. The depth of the void structure is 1250nm
and the incident wavelength is 785nm[7]. . . . . . . . . . . . . . . . . . . . . . . . . 108

7.4 (a), photo of the pulse picker. (b) photo of the 4f pulse shaper. The 640 pixel
LCD spatial light modulator(SLM) is located at the Fourier plane which is also
the symmetry plane of the setup. FM: folding mirror, GR: 600 groves/mm gold
coated grating, CM: gold coated concave mirror(f=647mm), BBO: 20μm thick type
I BBO crystal for second harmonic generation, BF: bandpass filter for 400nm second
harmonic light, FP: fiber coupler to spectrometer. . . . . . . . . . . . . . . . . . . . 109

7.5 L: Ti:sapphire oscillator, EO: pulse picker, PL: thin film polarizer, WP: half wave
plate, TS: telescope for beam expansion, 4F: 4f pulse shaper, SLM: 640 pixel spatial
light modulator, FL: flipper mirror, L1, L2, L3: objective lens, CCD: compact
spectrometer, BP: bandpass filter for 400nm light, DC, dichroic beam-splitter, SP:
short pass filter, XYZ: 3D translation stage, sample: benzenethiol on gold coated
nanostructured substrate, CPU: computer. . . . . . . . . . . . . . . . . . . . . . . 110

7.6 (a) FTCARS signal for benzenethiol on the Klarite substrate. (b), Fourier trans-
formed spectrum indicating the modes at 997cm−1, 1021cm−1, and 1072cm−1, as
expected from the Raman spectrum[8]. . . . . . . . . . . . . . . . . . . . . . . . . . 111

A.1 Second order fringe resolved autocorrelation measured with an GaAsP diode. The
dispersion (∼ 1200fs2) of a NA1.2 water immersed lens is compensated by a pair
of chirped mirrors. The estimated pulse duration is ∼ 12fs . . . . . . . . . . . . . 119

A.2 Non-collinear autocorrelation measured with ZnS photodiode . . . . . . . . . . . . 120

A.3 (a), MIIPS scan in the first round. (b) MIIPS scan in the last round. (c) calculated
spectral phase profile. (d) final second harmonic spectrum . . . . . . . . . . . . . . 123

xi



LIST OF APPENDICES

Appendix

A. Summary of dispersion measurement and compensation . . . . . . . . . . . . . . . . . 118
A.1 Low dispersion measurement and compensation . . . . . . . . . . . . . . . . 118
A.2 High dispersion measurement and compensation . . . . . . . . . . . . . . . . 120

B. Table of acronyms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

xii



ABSTRACT

In this thesis, I discuss the theory, implementation and applications of coherent

Raman scattering to imaging and sensing. A time domain interferometric method

has been developed to collect high resolution shot-noise-limited Raman spectra over

the Raman fingerprint regime and completely remove the electronic background sig-

nal in coherent Raman scattering. Compared with other existing coherent Raman

microscopy methods, this time domain approach is proved to be simpler and more

robust in rejecting background signal. We apply this method to image polymers

and biological samples and demonstrate that the same setup can be used to collect

two photon fluorescence and self phase modulation signals. A signal to noise ra-

tio analysis is performed to show that this time domain method has a comparable

signal to noise ratio to spectral domain methods, which we confirm experimentally.

The coherent Raman method is also compared with spontaneous Raman scatter-

ing. The conditions under which coherent methods provide signal enhancement are

discussed and experiments are performed to compare coherent Raman scattering

with spontaneous Raman scattering under typical biological imaging conditions. A

critical power, above which coherent Raman scattering is more sensitive than spon-

taneous Raman scattering, is experimentally determined to be ∼1mW in samples of

high molecule concentration with a 75MHz laser system. This finding is contrary to

claims that coherent methods provide many orders of magnitude enhancement under

comparable conditions. In addition to the far field applications, I also discuss the

xiii



combination of our time domain coherent Raman method with near field enhance-

ment to explore the possibility of sensing and near field imaging. We report the first

direct time-resolved coherent Raman measurement performed on a nanostructured

substrate for molecule sensing. The preliminary results demonstrate that sub 20

fs pulses can be used to obtain coherent Raman spectra from a small number of

molecules bound to a specially engineered metal structure and pave the way for a

broad range of near field nonlinear experiments which require such short pulses.
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CHAPTER I

Introduction

1.1 Motivation for nonlinear microscopy

Imaging is a powerful tool in many scientific research fields. X-ray diffraction has

helped physicists to reveal crystal structures of molecules as complex as proteins,

providing insight into how their structure gives rise to functionality. Magnetic res-

onant imaging (MRI) and ultrasound imaging have enabled disease detection at its

earliest stage. Conventional optical microscopy has helped biologists to gain insight

into cellular structure and function. Among the various imaging techniques, optical

imaging has the unique capability of noninvasiveness, high resolution and a relaxed

requirement on sample conditions.

Conventional wide field optical microscopy was invented in the sixteenth century.

Despite its simplicity, it provides sub micron spatial resolution and has had a tremen-

dous impact in biology and medicine. The contrast mechanism is the transmission or

reflectivity of the sample. Since many cellular structures are transparent, the varia-

tion of the reflectivity and transmission is very small. Phase contrast and differential

interference contrast microscopes have been developed to convert the optical phase

differences into intensity differences and greatly enhance the image contrast.

The limitation of the conventional microscope is that it does not provide chemical

1
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specificity. The new frontiers of microelectronics, disease detection, material analysis,

and biochemistry demand the ability to visualize the molecular identity in complex

materials in real time. Many advanced imaging techniques have been invented to

answer these challenges. With the development of fluorescence labels, fluorescence

imaging has gained popularity among cell biologists and biochemists because the

signal is specific to the label and its sensitivity reaches the single molecule level.

Green fluorescent protein[9–12] (GFP) is one of the most important fluorescence

markers. The GFP gene can be introduced into the genome of various organisms

and expressed. By joining the GFP gene with the gene of the protein of interest,

the protein is expressed with a bright fluorescence marker connected to it allow-

ing its motion or even orientation to be studied. Despite its success, fluorescence

imaging has several limitations. First of all, the fluorescence molecules have a finite

life time under illumination before they are photo-bleached. This actually finds ap-

plication in membrane research such as Fluorescence recovery after photobleaching

(FRAP)[13] and Fluorescence loss in photobleaching (FLIP)[14]. Secondly, through

non-radiative energy transfer, the fluorescent molecule may form oxygen radicals and

kill the cell expressing it. This phototoxicity property has been applied in photody-

namic therapy(PDT)[15]. Thirdly, the types of samples that can be labeled are quite

limited. In addition, the labeling may strongly perturb the natural function of the

target; in many cases the fluorescent molecule has an even larger size than its target.

Current research in nonlinear microscopy is aiming to develop alternative methods

that provide endogenous contrast.

Various nonlinear signals, such as second harmonic generation[16], third harmonic

generation[17], and self-phase modulation (SPM)[18] have been used for imaging.

Second harmonic generation (SHG) arises from the second order nonlinearity of ma-
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terials with a noncentrosymmetric molecular organization. Certain biological mate-

rials such as collagen can assemble into large noncentrosymmetric structures, making

them a good target for SHG microscopy[16]. Third harmonic generation (THG) has

no restriction on the symmetry property of the material. THG signals are strong

at interfaces and small inhomogeneities of the size smaller than the focus. This

has enabled the application of THG in imaging micrometer-sized lipid bodies in

hepatocytes[17]. SPM is also a third order nonlinearity which gives rise to blue and

red shifted spectral components. Recent research[18] has demonstrated the SPM

signatures of neuronal activity.

1.2 Coherent anti-Stokes Raman scattering (CARS) microscopy: a brief
review

SHG, THG and SPM derive their contrast from the nonlinearity of the material

being imaged and do not require external labeling. One major limitation of these

methods is that they lack molecular specificity. One powerful optical method for

identifying molecules is Raman spectroscopy. Raman scattering is an inelastic scat-

tering process, during which the scattered light is red or blue shifted by a amount

equal to the molecule’s vibrational frequency. For a specific molecule, there are a set

of vibrational eigenmodes which give rise to a distinct Raman spectrum. Therefore a

Raman spectrum can be used as a fingerprint to uniquely reveal the sample’s molec-

ular identity. Unfortunately the Raman scattering cross-section is often quite small

(more than 10 orders of magnitude smaller than fluorescence), which necessitates

relatively high excitation power and long data acquisition time.

Theoretically, the small Raman scattering cross-section is a consequence of the far

off resonance of the excitation light. For most biological samples, the lowest electronic

resonance is around the ultraviolet (UV). UV light is known to cause sample damage,
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Figure 1.1: The energy diagram of (a) CARS and (b) nonresonant FWM.

and should therefore be avoided for non-invasive imaging. Another way around the

small Raman scattering cross-section is by direct excitation of the vibrational states

with IR light. Similar to biological molecules, water also absorbs IR light strongly,

causing sample heating and damage. In addition, the long wavelength of IR light

reduces spatial resolution. The poor performance of IR detectors also limits the

attractiveness of IR microscopy.

Coherent anti-Stokes Raman scattering (CARS) is a four wave mixing (FWM)

process which probes the third order nonlinearity of molecules. Fig.1.1 (a) is the

energy diagram of CARS. If the frequency difference ω1 − ω2 matches the molecule

vibration frequency, the two input fields can provide a coherent driving force to all the

molecules within the beam path, modulating the material’s polarizability. A third

field ω3 probes the modulated polarizability and generates both blue and red shifted

light. The photo damage of UV light and the low resolution and detection efficiency

of IR light are all circumvented by CARS, which uses near IR pulsed light sources.

In addition, the vibration of the molecules is synchronized. Thus the electromagnetic
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Figure 1.2: Experimental setup of the first CARS spectroscopy measurement.[1]

signal field adds up coherently, in contrast to the incoherent intensity summation in

spontaneous Raman scattering.

The blue shifted light (anti-Stokes signal) is used for microscopy application be-

cause there is no fluorescence background. However, CARS is not background free.

Fig.1.1 (b) shows the energy diagram of another third order process which gener-

ates signal light of the same frequency (ω) and direction (k). This signal, which is

electronic in nature, is generated regardless of whether the driving fields match the

molecule’s vibration and it is commonly referred to as nonresonant (NR) signal. The

NR signal will be discussed further in section 1.2.3.

CARS spectroscopy was first demonstrated in 1965[1]. Fig.1.2 shows the exper-

imental setup, which used a Q-switched Ruby laser to provide powerful pulses to

generate Stokes side bands via stimulated Raman scattering in a benzene derivative.

The output was filtered and delivered to the sample, after which the blue shifted

anti-Stokes signal was detected. Since its initial demonstration, CARS has become

a widely adopted method, finding application in physics, chemistry, and material
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Figure 1.3: Experimental setup of the first CARS Microscope.

science[19–23].

1.2.1 Implementations of CARS microscopy

With the development of laser technology, tunable picosecond mode-locked lasers

became available. In the early 80’s [24], visible picosecond dye lasers were employed

for the first CARS microscopy (Fig.1.3). The visible light source works poorly in

biological samples due to the presence of two-photon resonances, that increased the

NR background. In addition, the non-collinear beam geometry in this experiment

prevents high spatial resolution imaging.

It was not until the late 90’s [25] that near-IR pico-second solid state pulsed light

sources were used for imaging biological samples. Near-IR pulsed sources turn out to

be a much better tool than visible light sources for three reasons: firstly, the Rayleigh

scattering is much reduced and hence the light penetrates deeper into the sample;

secondly, the NR signal is lower for longer wavelength and hence the NR background
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Figure 1.4: Setup for synchronizing two Ti:sapphire oscillators. [2]

is weaker; thirdly there is less photo damage at longer wavelengths.

The typical Raman line width of biological molecules in room temperature is

10cm−1. In the time domain, this means that the coherent molecule oscillation lasts

3.3 picoseconds. If pulses much longer than 3.3 picoseconds are used for excitation,

the coherence of the molecule system increases at the beginning of the pulse and

then reaches a steady state value balanced by excitation and coherence decay. The

excitation efficiency can be significantly improved if the pulse duration matches the

Raman mode bandwidth. With picosecond pulses, the coherence builds up over the

entire pulse duration.

In the first CARS microscopy experiment two oscillators were used to provide the

pump (ω1) and the Stokes (ω2) beam. Quite often the pump beam also plays the role

of probing the Raman coherence and generates blue shifted Stokes light. To maintain

stable temporal overlap, the two oscillators have to be precisely locked since temporal

walk off on the order of one pico-second can cause significant signal fluctuation.

Fig.1.4 is one example of the synchronized system. One oscillator(master) provides
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the reference repetition rate signal, to which the other oscillators(slave) is actively

locked by a fast piezo actuator.

A simpler and more robust method than this early implementation is to use a

single pulsed source to generate light of different colors as in the first CARS spec-

troscopy experiment[1]. This way the timing jitter is negligible. One commonly used

nonlinear optics technique is parametric down conversion based on second order non-

linearity χ2[26]. Another economic and widely used method is continuum generation

in photonic crystal fibers based on the third order nonlinearity χ3 [27]. Alternatively,

a single ultra-broadband femtosecond laser can be used.

1.2.2 Single mode CARS and multiplex CARS

The simplest CARS measurement is to use two picosecond pulses to probe a

single Raman mode. A single detector such as a Photomultiplier tube (PMT) or

single photon counting Avalanche photodiode (APD) is used to collect the signal.

For microscopy, this method finds applications if the Raman modes are well isolated

and a single Raman mode is able to distinguish between molecules of interest. The C-

H vibration around 3000cm−1 is strong and the C-H bonds are abundant in biological

molecules. To date, most CARS microscopy applications have been based on imaging

C-H distributions with the single mode CARS method [2, 19, 20, 28, 29] in systems

such as myelin and lipids. While useful, the chemical information in this spectral

region is limited.

The Raman spectrum between 700 and 1800 cm−1 contains most of the structural

information of a molecule and is known as the fingerprint regime(Fig.1.5). The

spectrum in this regime is often congested. Thus, acquiring CARS spectra over a

broad bandwidth becomes necessary for separating different molecular components.

The Stokes pulse is often replaced with a short broadband pulse to access more than
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Figure 1.5: Raman spectra of a single intact cell and a single metaphase chromosome.[3]
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Figure 1.6: (a) Energy diagram of single mode CARS, narrow band pump and Stokes pulses drive a
single Raman mode. (b) Energy diagram of multiplex CARS, narrow band pump and broad band
Stokes pulses drive all the Raman modes within the Stokes pulse bandwidth. A narrow band probe
pulse generates broad band CARS signal.

one mode at a time(Fig.1.6). This method is referred to as multiplex CARS[30],

as depicted in Fig.1.6(b). The light source for fingerprint multiplex CARS can be

further simplified with the commercially available sub 20 fs Ti:sapphire oscillator.

The bandwidth of such short pulses is broad enough to provide both the pump and

Stokes light. The spectral shape and phase are often engineered to provide both the

selectivity and the spectral resolution[31–37].

1.2.3 Nonresonant signal suppression

In dielectric media, the electronic four wave mixing generates blue shifted NR

signal at the anti-Stokes frequency. For multiplex CARS, the NR signal increases

signal background and also distorts the Raman lineshape. Because this background

signal may vary at different positions of the sample, it is difficult to make numerical

corrections. Based on the difference between the NR signal and the resonant signal,

a few optical techniques have been applied to suppress the NR signal.
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One method of background suppression is based on polarization discrimination

of the anti-Stokes signal. This method works very well in spectroscopy for studying

samples in liquid form[38]. For biomedical applications, the NR signal generated

may not have a fixed polarization, and the scattering inside the sample can often

distort the polarization and cause errors in measurement.

Because the NR signal has a cubic dependence on the instantaneous light inten-

sity, splitting a single short femtosecond pulse to a periodic pulse train can lower

the NR signal. If the temporal spacing between the pulses equals an integer number

of Raman periods, the pulse train can selectively excite a single Raman mode, pro-

viding selectivity. Phase shaping technique is used to generate the pulse train and

control the pulse spacing. This method was first demonstrated by Weiner in 1991 in

spectroscopy [5], and later employed by Silberberg’s group in microscopy, imaging

non-biological samples [33–37]. The beating of two picosecond pulses with frequency

difference matching a Raman mode is also a periodic pulse train with spacing equal

to a single Raman period. From this point of view, the NR suppression is better

with picoseconds pulses since it has the maximum number of pulses and hence the

lowest possible instantaneous light intensity.

One clever trick for NR suppression is to use the NR signal as a spectral local

oscillator and control the interference between the local oscillator and the CARS

signal with pulse shaping techniques [31, 32] to measure the complex χ3, which has

been developed concurrently with our time domain CARS methods. Since χ3
NR is a

real number, the imaginary part of χ3 is free from NR contribution. The polarization

of the probe beam is set perpendicular to that of the pump beam. Polarizers are

used to combine the CARS signal with the NR signal. Depending on the orientation

of the polarizer, the coherent signal is added to the NR signal with or without a
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π phase difference. Measuring the difference between the two signals can yield the

CARS spectrum free from NR background, which has been demonstrated in imaging

polymer samples. This method relies on controlling the polarization of light, which

may suffer from errors caused by scattering in biological samples.

One other difference between the NR signal and the resonant signal is the time

scale of the response function. The NR signal originates from electron’s motion which

is much faster than nuclear motion(Raman signal). If the time response function can

be directly measured, the two signal components can be easily separated from each

other. With sub 20 fs pulses, the Raman modes within the fingerprint regime can be

directly time resolved[39, 40]. This is what we believe to be the most robust method

for separating the resonant signal from the NR signal and is the basis for much of

the work presented here.

CARS microscopy revived in 1999 [25] and has found several applications in

biomedical research [28, 41] based on imaging C-H vibration mode. Only a few

groups have attempted to apply CARS in the Raman fingerprint regime [42–44].

The research discussed in this thesis provides a very ideal solution to fingerprint

CARS imaging for its simplicity, robustness, resolution, and sensitivity. An exper-

imental comparison between spontaneous Raman scattering and coherent Raman

scattering is performed under conditions relevant for biological imaging, providing

a basis for evaluating the advantages of coherent Raman imaging. We also discuss

the preliminary studies on near field coherent Raman scattering, which have shown

promising results for exploring the possibility of near field CARS imaging.
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1.3 Thesis outline and chapter overview

In this thesis, I will discuss two unique coherent Raman imaging techniques for

effectively isolating the resonant signal from the NR signal. Both of these two tech-

niques rely on time delayed detection.

Chapter 2 provides the theoretical background of spontaneous Raman scattering

and coherent Raman scattering. The theory can help answer three basic questions: 1)

Which vibrational modes are Raman active ? 2) Why is coherent Raman scattering

stronger than spontaneous Raman scattering ? 3) How can we describe the optical

driving force ? The general theory of optical imaging and nonlinear signal generation

at the tight laser focus are presented.

In Chapter 3, the theory of Fourier transform CARS(FTCARS), its implemen-

tation and imaging applications are discussed. The main advantage of FTCARS is

its ability to isolate coherent Raman signal from the NR signal. As a demonstration,

we apply FTCARS microscopy to image polymers [45, 46] and biological samples.

The work in this chapter has been published in [45, 46].

In Chapter 4, interferometric Fourier transform CARS(IFTCARS) [47] is dis-

cussed with an emphasis on the signal to noise ratio. The motivation behind this

method is to reach the shot-noise limited signal-to-noise ratio (SNR) which is the

highest possible SNR achievable with a classical light source. The work in this chap-

ter has been published in [47].

In the field of OCT[48, 49] and sum frequency generation[50], there has been

discussion about the SNR advantage of spectral domain methods over time domain

methods. In Chapter 5, a simple argument is presented to show that the SNR of

IFTCARS is similar to the spectral domain method given that both methods are
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shot-noise limited. Experimental results are presented to confirm the prediction.

As a third order coherent process, CARS has a cubic dependence on the input

power and quadratic dependence on molecule concentration, in contrast to the linear

power and concentration dependence of spontaneous Raman signals. Intuitively there

exists a critical power below which spontaneous Raman signal is stronger than the

coherent signal. In Chapter 6, the coherent method is directly compared with the

incoherent method under conditions appropriate for biological imaging. The critical

powers of several materials are determined in experiment. The work presented in

this chapter has recently been submitted for publication.

While the first six chapters of the thesis focus on the development of far-field

CARS imaging methods, higher sensitivity and better spatial resolution will be de-

sirable for many imaging applications. The near field bound to the metal dielectric

interface is known to be stronger than the input far field excitation. The ability to

control the optical near field has enabled many applications in sensing and imag-

ing, such as surface enhanced Raman scattering[51–53] and tip enhanced Raman

microscopy[54–59]. In Chapter 7, the first time-resolved coherent Raman scattering

experiment on nanostructured gold coated substrate is presented. The measurement

results presented here are preliminary studies to motivate the development of NR

background free tip enhanced CARS microscopy. It may also find applications in

biosensing[60, 61].



CHAPTER II

Theory

2.1 Spontaneous Raman scattering

Raman scattering is an inelastic scattering process. Semiclassical theory[62] can

be employed to compute the scattering cross section. In the dipole approximation,

the Hamiltonian of a molecule interacting with an electromagnetic field is

H = H0 −D · E (2.1)

where H0 is the Hamiltonian of a molecule in the absence of electromagnetic field,

D is the electric dipole moment of the molecule, and E is the input E field

E = E−e−iωt + E+e
iωt, (2.2)

with E− = E∗+. If D · E is much smaller than H0, the Schrödinger equation

{
H0 −D · E−e−iωt −D · E+e

iωt
}
Ψ = i�(∂/∂t)Ψ (2.3)

can be solved by perturbation theory. If ψ0lexp[−ε0lt/�] is the eigenfunction of H0,

to the first order, the perturbed wave function can be written as

Ψl = e−iε0lt/�

{
ψ0l +

1

�

∑
β

∑
r

[
< r|Dβ|l >
ωrl − ω

ψ0rE−βe
−iωt +

< r|Dβ|l >
ωrl + ω

ψ0rE+βe
iωt

]}

(2.4)

15
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where β denotes the vector components of D and E and l is the quantum number of

the state. The expectation value of the electric dipole moment associated with the

transition between l and m states is

Dα(t) =
∑

β

{
[αlm

αβ(ω)]
∗E−βe

−i(ω+ωlm)t + αlm
αβ(ω)E+βe

i(ω+ωlm)t
}

(2.5)

where

αlm
αβ(ω) =

1

�

∑
r

{
< l|Dα|r >< r|Dβ|m >

ωrm + ω
+
< l|Dβ|r >< r|Dα|m >

ωrl − ω

}
(2.6)

is the transition polarizability. The Born-Oppenheimer approximation and the normal-

mode expansion can be used to simplify the results [63]. In the Born-Oppenheimer

approximation, the eigenfunction of H0 can be written

Ψnυ(x,X) = χnυ(X)ϕn(x,X), (2.7)

where ϕn(x,X) is the electron’s wave function with quantum number n, whose eigen-

value En(X) for the electronic motion is a function of nuclear coordinates X. The

nuclear part χnυ(X) (υ is the nuclear motion quantum number) moves in an effective

potential En(X)− En(X
0). The eigenvalue of H0 can be written

En(X
0) + εnυ, (2.8)

in which the vibrational energy is much smaller than the electronic transition energy,

εnυ � En′(X)−En(X). The transition polarizability of a vibrational transition can

be written

αυυ′
αβ =

1

�

∑
n′′

∑
υ′′

{
< 0υ|Dα|n′′υ′′ >< n′′υ′′|Dβ|0υ′ >

ωn′′υ′′,0υ′ + ω
+
< 0υ|Dβ|n′′υ′′ >< n′′υ′′|Dα|0υ′ >

ωn′′υ′′,0υ − ω

}
(2.9)
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The summation over n′′ can be split into two terms corresponding to n′′ = 0 and

n′′ �= 0. By using the approximation ωn′′υ′′,0υ = ωn′′,0 the polarizability becomes

αυυ′
αβ =

1

�

∑
υ′′

{
< υ|Dα(X)|υ′′ >< υ′′|Dβ(X)|υ′ >

ωυ′′υ′ + ω
+
< υ|Dβ(X)|υ′′ >< υ′′|Dα(X)|υ′ >

ωυ′′υ − ω

}

+
1

�

∑
n′′

{
< 0υ|Dα|n′′υ′′ >< n′′υ′′|Dβ|0υ′ >

ωn′′0 + ω
+
< 0υ|Dβ|n′′υ′′ >< n′′υ′′|Dα|0υ′ >

ωn′′0 − ω

}

(2.10)

where

D(X) =

∫
ϕ∗0(x,X)D(x,X)ϕ0(x,X)dx (2.11)

The first term depends only on the nuclear motion with electrons in the lowest level

and is referred to as the ionic part of the polarizability. The second term, referred

to as the electronic polarizability, can be written as < υ|ααβ(ω,X)|υ′ >, with

ααβ(ω,X) =
1

�

∑
n′′ �=0

{
< 0|Dα|n′′ >< n′′|Dβ|0 >

ωn′′,0 + ω
+
< 0|Dβ|n′′ >< n′′|Dα|0 >

ωn′′,0 − ω

}
(2.12)

For the infrared refractive properties, the ionic parts and the electronic parts are

of the same order of magnitude. For the optical frequency, ω is the same order of

magnitude as ωn′′0 and is much larger than ωυ′′υ. Thus Eq. 2.10 indicates that the

ionic part of the polarizability is divided by an extra factor of 102−103 and becomes

much smaller than the electronic part.

α(ω,X) can be expanded in Taylor’s series with respect to the normal coordinate

q where q = μ−1/2X and μ is the reduced mass.

α(ω,X) = α(ω,X0) +
∑

i

(
∂α

∂qi

)
0

qi +
1

2

∑
ij

∂α

∂qi∂qj
qiqj + . . . (2.13)

The Stokes and anti-Stokes signals are contributed by the first order term, whose
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matrix element can be written

< υ|α(ω,X)|υ′ > =
∑

i < υ|
(

∂α
∂qi

)
0
qi|υ′ >

=
∑

i

(
∂α
∂qi

)
0
< υ|qi|υ′ > (2.14)

Eq. 2.14 shows that the normal mode coordinate q is involved in the dynamics and(
∂α
∂qi

)
0
is the coupling constant for the light matter interaction. Given the polariz-

ability, the dipole moment can be written Dα =
∑

β ααβEβ and the radiated power

per unit solid angle by the dipole can be calculated with classical electrodynamics.

dP

dΩ
=

1

4πc3

(
∂2D

∂t2

)2

sin2 ϕ (2.15)

where ϕ is the angle between the direction of the dipole moment and the direction

of the emitted radiation. By using Eq. 2.14 and < 1|q|0 >= (�/2ωυ)
1/2, the Raman

scattering induced by a linearly polarized light can be written

dP

dΩ
=

ω4
s

2πc3

(
∂α

∂q

)2

0

�

2ωυ

|EL|2 cos2 θ (2.16)

where θ is the angle between the input and the scattered wave. The total scattered

power by the dipole is

P =
4ω4

s

3c3

(
∂α

∂q

)2

0

�

2ωυ

|EL|2 (2.17)

From Eqs. 2.16 and 2.17, the differential and total spontaneous Raman scattering

cross section for a single molecule can be derived.

dσ

dΩ
=

dP

dΩ

(
c|EL|2
4π

)−1

=
2ω4

s

c4

(
∂α

∂q

)2

0

�

2ωυ

cos2 θ, (2.18)

σ =
16πω4

s

3c4

(
∂α

∂q

)2

0

�

2ωυ

(2.19)

2.2 Coherent Raman scattering

If two coherent electromagnetic fields are present with frequency difference match-

ing the vibration frequency of a Raman mode, the E fields can provide a force driving
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the Raman vibration coherently. The light matter interaction Hamiltonian is

Hint =

(
∂α

∂q

)
0

qELE
∗
S. (2.20)

If a new variable is defined as Q = N1/2 < q >, the dynamics of the Raman vibration

can be described by the classical equation of motion

∂2Q

∂t2
+ 2Γ

∂Q

∂t
+ ω2

0Q = N
∂α

∂Q
ELE

∗
S (2.21)

If one of the coherent field is generated from vacuum via Stokes scattering, the wave

equation can be written

∇2ES − ε0
c2
∂2

∂t2
ES = −4πN

c2
∂α

∂Q

∂2Q∗

∂t2
EL (2.22)

Eqs. 2.21 and 2.22 are the coupled equations describing stimulated Raman scattering.

For microscopy application, the input light power at the sample is limited by the

sample’s damage threshold and the interaction path length is comparable to the focal

depth. Therefore, the generated signal is often more than 10 orders of magnitude

smaller than the input field and Eqs. 2.21 and 2.22 become decoupled. In CARS, two

fields are supplied to drive the Raman vibration and Eq. 2.21 can be used to calculate

Q with the knowledge of ∂α/∂Q which can be inferred from the spontaneous Raman

scattering cross section. A third field is used to probe the Raman vibration and the

blue shifted anti-Stokes signal can be calculated with Eq. 2.22.

2.3 Optical imaging in microscopy

In this section, the theory of nonlinear incoherent imaging and nonlinear coherent

imaging are discussed. Nonlinearity gives rise to a three dimensionally confined

excitation volume for the incoherent imaging cases, and the point spread function

of the focus can be used to describe the resolution. For coherent imaging, the E
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field generated is computed with the Green’s function and the longitudinal size of

the effective focus is generally longer than the incoherent imaging with the same

order of nonlinearity. The theory included in the discussion can be found in many

textbooks[64–66].

2.3.1 Incoherent imaging

Fluorescence has the advantages of high sensitivity and can be used to achieve

chemical specificity by selective labeling with fluorescent markers. The most com-

monly used fluorescence imaging method is confocal microscopy. A pin hole at the

conjugate focal plane rejects out of focus light and provides three dimensional imag-

ing capabilities. If the intensity of the laser light is low enough to avoid saturation,

the signal is linearly proportional to the input light intensity. The disadvantage is

that the fluorescent molecules along the beam path are being excited all the time

while only the signal from the ones inside the focus is collected. Each fluorescent

molecule has a certain life time before it is photo-bleached (typical fluorophores emit

∼ 106 photons before photo-bleaching). It will be ideal if the molecule is only excited

when it is being imaged.

Multi-photon fluorescence microscopy is a very good solution to the above problem[67].

The input light source is a near-IR femtosecond pulsed laser. Through two photon or

three photon absorption, the effective excitation volume is significantly confined in

three dimensions. In other words, it offers automatic sectioning ability. To properly

describe this method, the light at the focus of a high numerical aperture (NA) ob-

jective lens has to be carefully evaluated. One simple way to describe focusing is to

make the paraxial approximation. The assumption is that the transverse wavenum-

bers (kx,ky) are much smaller than k. Under weak focusing condition, the Gaussian

function can properly describe the light field at the focus. However with a high NA
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Figure 2.1: Illustration of the focus in spherical coordinates[4]

objective lens the transverse wavenumbers (kx,ky) become comparable to k. Hence

strict calculation has to be applied.

The angular spectrum representation in Fourier optics can be employed to com-

pute the E field distribution at the focus of a high NA objective lens[66]. The wave

propagation in a homogeneous space can be simply described in the spatial spectrum.

Suppose the E field at the plane z = 0 is EEE(kx, ky; 0). Then the E field in the plane

z can be written,

EEE(kx, ky; z) = H(kx, ky; z)EEE(kx, ky; 0). (2.23)
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where H(kx, ky; z) = eikzz is called propagator in reciprocal space. Transferring the

spectral representation to a spatial one, we have

EEE(x, y, z) =

∫ ∞

−∞

∫ ∞

−∞
EEE(kx, ky; 0)e

i[kxx+kyy+kzz]dkxdky (2.24)

In the limit of r =
√
x2 + y2 + z2 →∞, the above equation becomes

EEE∞(sx, sy, sz) = −2πikszEEE(ksx, ksy; 0)
eikr

r
(2.25)

where (sx, sy, sz) = (x/r, y/r, z/r) = (kx/k, ky/k, kz/k). If the far field(EEE∞) is given,

the Fourier spectrum at z = 0 can be expressed as,

EEE(kx, ky; 0) =
ire−ikr

2πkz

EEE∞(kx, ky). (2.26)

Substituting the above expression into Eq .2.24, we have

EEE(x, y, z) =
ire−ikr

2π

∫ ∫
(k2

x+k2
y)≤k2

EEE∞(kx, ky)e
i[kxx+kyy+kzz] 1

kz

dkxdky (2.27)

The focusing of a high NA objective lens can be calculated in two steps: step1,

the input far field is refracted at the back aperture of the lens; step2, the theorem

discussed above for wave propagating in a homogeneous medium is employed to

calculate the E field distribution at the focus. The detailed description of an aplanatic

lens can be found in chapter 3.5 of ref.[66]. Due to the symmetry of the objective

lens, the calculation is the simplest in spherical coordinates (Fig.2.1 [4, 68]). For

simplicity, only the lowest order Hermite-Gaussian mode is considered as the input

light at the back aperture of the lens. The incident E field is [66]

Einc = E0e
−(x2+y2)/w2

0 = E0e
−f2 sin2 θ/w2

0 (2.28)

Here f is the focal length of the objective lens. For a specific objective lens, the

maximum angle θmax is fixed, which is related to aperture radius R by R = f sin θmax.
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A filling factor can be defined as[66]f0 = w0/f sin θmax . The E field at the focus can

be calculated with the following integral.

E(ρ, z) =
ikf

2
e−ikf

∫ θmax

0

Einc(cos θ)
1/2 sin θ(1 + cos θ)J0(kρ sin θ)e

ikz cos θdθ (2.29)

Fig.2.2 is the calculated E field distribution at the focus of a NA1.2 water immersed

objective lens with filling factor f0 = 1. The generated signal in multi-photon fluo-

rescence inside a spherical volume of radius R is calculated as[66]

Signal ∝ σn

∫ 2π

0

∫ π

0

∫ R

0

|E(r, θ, φ)|2nr2 sin θdrdθdφ (2.30)

where σn is the n-photon absorption cross-section. If the E field in Fig.2.2 is used for

excitation, the volume integral for n = 1, 2, 3 is illustrated in Fig.2.3. The integral

converges for two-photon and three-photon absorption, which means the excitation

is localized and it guarantees automatic sectioning ability. For the case of one-photon

absorption, the out of focus fluorescence molecules along the laser beam path also

generate significant signals. Because the direction of fluorescence emission is random

(incoherent process), a pinhole aperture at the conjugate focal plane can effectively

reject the out of focus signals, as is done in confocal imaging. However, if the emission

is coherent (the direction is the same as the excitation beam) as in CARS, the pinhole

cannot remove the out of focus signal.

2.3.2 Coherent imaging

Given the E field distribution at the focus, the polarization of the blue or red

shifted signal can be calculated by using the coherent Raman scattering theory out-

lined in the previous section. Because the signal is coherent, a Green’s function

approach should be used to calculate the signal in the far field[4, 66, 68].

ECARS(R) = −4πω
2

c2

∫ ∫ ∫
V

dV

(
I+

∇∇
k2

G(R− r)

)
·PCARS(r) (2.31)
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Figure 2.2: The imaginary part of E field at the focus of a NA1.2 water immersed objective lens
with filling factor f0 = 1.

Figure 2.3: The spherical volume integral of the signal as a function of spherical radius R for
one-photon, two-photon and three-photon absorption.
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G(R− r) =
eik|R−r|

4π|R− r| (2.32)

In the far field, |R| 
 |r| and |R − r| � |R| −R · r/|R|. The signal can be recast

as[4, 68]

E(R) = −ω
2

c2
exp(ik|R|)

|R|
∫ ∫ ∫

V

dV exp

(−ikR · r
|R|

)
(2.33)

×

⎡
⎢⎢⎢⎢⎢⎣

0 0 0

cosΘ cosΦ cosΘ sinΦ − sinΘ

− sinΦ cosΦ 0

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣
Px(r)

Py(r)

Pz(r)

⎤
⎥⎥⎥⎥⎥⎦
îR

îΘ

îΦ

The above procedures can be applied to various coherent nonlinear microscopies,

such as harmonic generation, self-phase modulation, and CARS microscopy. As an

example, the third order CARS signal generated at the boundary (z = 0) of Raman

active medium and Raman inactive medium is plotted as a function of the focus

position. For comparison, the three photon fluorescence signal is also computed and

normalized to the same scale and shown in Fig.2.4. One feature of the coherent signal

is that the E field adds up coherently in the far field in contrast to the incoherent

intensity summation. The dependence of the third order E field on the input intensity

is I1.5 instead of I3, so intuitively, the longitudinal size of the effective focal volume

is longer in CARS than in three photon fluorescence. Due to the E field summation

along the z axis, the CARS signal has quadratic dependence on the sample’s thickness

and gives rise to the asymmetry in the z scan, as discussed in the next paragraph.

To clearly show the feature of nonlinear coherent signal generation, the input E

field is assumed to be a plane wave and the slowly varying envelope approximation

is made to yield the following analytic expression:

iks
∂EEEs(rrr)

∂z
= −4πω

2
p

c2
PPP (rrr, ωp)e

−i(ks−kp)z (2.34)
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Figure 2.4: CARS signal and three photon fluorescence signal generated at the boundary of Raman
active medium and Raman inactive medium as a function of the focus position.

where EEEs is the generated signal E field, PPP is the nonlinear polarization, and ks and

kp are the wavevectors of the signal field and the polarization field respectively. The

signal generated from a sample of thickness L is therefore,

EEEs = − 4πi

n(ωp)

ωp

c
LPPP (ωp)sinc((ks − kp)L/2)e

−i(ks−kp)L/2 (2.35)

The sinc function in Eq.2.35 gives rise to the phase-matching condition. If there is

a phase velocity mismatch between the polarization and the generated signal field

due to material dispersion or Gouy phase shift, the overall signal will be significantly

reduced. The linear dependence of EEEs on sample thickness L makes the signal inten-

sity quadratically dependent on the sample thickness, which leads to the asymmetry

in the z scan as shown in Fig.2.4.
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2.3.3 Coherent vs incoherent Raman imaging

Spontaneous Raman scattering is an incoherent linear process which does not

provide automatic sectioning ability as discussed in previous sections. To acquire

three dimensional images, confocal detection has to be applied. The NA of the

objective lens not only determines the resolution but also affects the signal collection

efficiency because the incoherent signal is randomly scattered to a 4π solid angle. If

a uniform sample of thickness L (L < depth of the focus) and molecule density N

(number of molecules per unit volume) is imaged by a laser beam of power P and

beam area A, the signal collected is

PRaman = A× L×N × (P/A)× dσ

dΩ
× Ωcollection = PLN

dσ

dΩ
Ωcollection (2.36)

The intensity of the coherent signal generated from the same sample is[69],

ICARS =

(
4π2ωCARS

c2nCARS

)2

|3χ|2I1I2I3
sin2 1

2
ΔkL

(1
2
ΔkL)2

L2 (2.37)

The wave vector mismatch (Δk) can often be neglected in microscopy applications

because on the one hand the wavelength difference between the signal and the input

light is much smaller than harmonic generation, and on the other hand the length of

the interaction is short (∼ λ). So the average power of the signal collected is,

PCARS = ICARSA =

(
4π2ωCARS

c2nCARS

)2

|3χ|2L2A
P1T

Aτ

P2T

Aτ

P3T

Aτ

τ

T

=

(
4π2ωCARS

c2nCARS

)2

|3χ|2L2P1P2P3T
2

A2τ 2
(2.38)

where 1/T is the repetition rate of the laser system, ωCARS is the angular frequency

of CARS signal, nCARS is the refractive index of CARS signal, P1,2,3 are the powers

of the three laser beams, and τ is the duration of the optical pulses. The term |3χ|2

is related to the spontaneous Raman scattering cross section dσ/dΩ by[69]

|3χ|2 =
(

2Nc4

�ω4
s
Δ dσ

dΩ

)2

4Δω2 + Γ2
, (2.39)
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where N is the density of the molecules, ωs is the Stokes angular frequency at

which the Raman scattering cross section dσ/dΩ is measured, Δ is the population

difference between the ground and excited vibrational states, Δω is the detuning

(Δω = ωυ− (ω1−ω2)), and Γ is the dephasing rate. For coherent Raman scattering,

the signal dependence on the pulse duration is not actually τ−2 because the Raman

resonance acts as a bandpass filter in the spectral domain. The τ−2 dependence

is valid only when the pulse duration is much longer than the dephasing time T2

(the laser bandwidth is narrower than the Raman resonance). The T 2 dependence

indicates that laser systems of low repetition rate should be used for nonlinear mi-

croscopy. However previous studies[70, 71] on photo-damage in biological samples

indicate a nonlinear dependence on the input intensity, Damage ∝ In where n ∼ 2.5

for femtosecond pulses, which negates the benefit of using low repetition rate systems.

By using the following empirical formula for the focus size [72], the signal depen-

dence on NA can be evaluated.

ωxy =

⎧⎪⎨
⎪⎩

0.320λ
NA

if NA ≤ 0.7

0.325λ
NA0.91 if NA > 0.7

(2.40)

ωz =
0.532λ

(n−√n2 −NA2)
(2.41)

where ωxy and ωz are the lateral and axial 1/e radii of the illumination point spread

function (IPSF) (in the reference [72], there is a
√
2 for evaluating IPSF2). Conversion

to FWHM can be achieved by multiplication by 2
√
ln2. The normalized signal

dependence is calculated and shown in Fig.2.5. The trend for both the incoherent

and the coherent signal is that the signal decreases at higher NA. For the incoherent

signal, the increased NA improves the signal collection efficiency. However the depth

of the focus decreases faster, which reduces the overall signal. For the coherent

signal, the reduction on the focal depth is compensated by the reduced beam area,
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which gives rise to the slow variation of the signal at the low NA region. At the high

NA region (water immersed lens), the variation on the focal depth becomes more

pronounced and the signal decreases as rapidly as the incoherent signal.

Another important parameter is the density of the molecules (N). The incoherent

signal has linear dependence on (N) in contrast to the quadratic dependence of the

coherent signal, suggesting the reduced advantage of the coherent method at low

molecule concentrations. Which method is favorable in real applications however

depends on the sample’s damaging threshold, the nonlinearity in the photo-damage

mechanism, and the absolute value of the signal generated by each method instead of

the dependence curves. Experiments were performed to compare the absolute signal

strength under imaging conditions, which is presented in Chapter 6.
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Figure 2.5: The incoherent and coherent signal dependence on the NA of an air objective lens and
a water immersed objective lens.



CHAPTER III

Fourier transform CARS microscopy

3.1 Introduction

In this chapter, the theory, implementation and imaging applications of Fourier

transform CARS (FTCARS) are presented. As a new version of the time domain

coherent Raman method, FTCARS allows effective removal of the NR background

signal and acquisition of high resolution spectra within the fingerprint regime. With

sub 20 fs laser pulses, FRCARS can be easily combined with two photon fluores-

cence and self-phase modulation imaging. The robustness in rejecting the NR back-

ground, the simplicity in experiment setup, and multi-modality makes FTCARS a

very promising tool for nonlinear microscopy.

3.2 Motivation of time domain coherent Raman imaging

Under a coherent driving force, nuclear motion gives rise to blue shifted CARS

and red shifted CSRS signals via four wave mixing processes. Similarly, electronic

contributions can also generate either blue or red shifted signal, giving rise to NR

background. The major difference between nuclear and electronic contributions is the

time scale: the electronic contribution is instantaneous compared with the nuclear

contribution. If we resolve the signal in the time domain, the two contributions can

be easily separated.

31
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Figure 3.1: Experiment setup of ISRS. [5]

A well known time domain coherent Raman technique is pump-probe impulsive

Raman scattering (ISRS) [39, 40]. Impulsive scattering means that the excitation

duration is much shorter than the period of the vibrational mode. The excitation is

too fast to be followed by the vibration. Short laser pulses transparent to the sample

are used to excite and probe coherent Raman oscillations. According to the Nyquist

sampling theorem, the pulse duration needs to be shorter than half of the period of

molecular vibration. For resolving a Raman mode of 1000cm−1, a pulse shorter than

17fs is required. From the point of view of effective excitation, a short pump pulse

is required: the vibration excited by the front of the pulse will be canceled by the

vibration excited by the rear part of the pulse if its duration is longer than half of

the vibrational period.

In impulsive stimulated Raman scattering, the first pulse initiates the molecular

vibrational coherences. At a certain controllable time delay, a second pulse arrives

and interacts with the sample. Depending on the time delay, the vibrational coher-

ence excited by the second pulse may be in phase or out of phase with that excited

by the first pulse. As a result, the second pulse may lose or gain energy from the
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molecular vibration. In the spectral domain, the second pulse may be red or blue

shifted. Detecting the blue edge or red edge can resolve the molecule’s oscillation.

The difficulty for converting ISRS to microscopy applications is the non-collinear

beam geometry(Fig.3.1) which causes reduced spatial resolution and focus abber-

ation when in use with a high numerical aperture objective lens. A time domain

method with collinear geometry and high signal contrast is desired for coherent Ra-

man microscopy applications.

3.3 Experiment setup

Fourier transform CARS (FTCARS) is a time domain coherent Raman technique

with a collinear geometry. The setup and energy diagram of FTCARS are shown

in Fig.3.2 (a) and (b) respectively. As in ISRS, the pump pulse generates Raman

coherences in all the modes within the pulse bandwidth, while the second pulse

probes the coherences. Both Stokes and anti-Stokes fields are generated, and the

anti-Stokes field is selected via spectral filtering. Recording the anti-Stokes signal as

a function of the inter-pulse delay, the CARS spectrum can be obtained by Fourier

transforming the time domain signal. The NR signal can be removed by windowing

it out in the time domain.

A 12fs pulse from a Ti:sapphire oscillator is sent into a balanced Michelson in-

terferometer to generate two pulse replicas. The two pulses are separated by a time

delay controlled by a high precision DC motor with 7nm resolution. The DC motor

is controlled with a homemade system composed of a digital signal processor and a

high speed signal amplifier. The pulse pair is sent through a sharp edge long-pass

filter centered at 735nm (Omega Optical, AELP735) to remove the blue edge of the

laser pulses. A pair of chirped mirrors are used to compensate the total dispersion
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Figure 3.2: (a) Experiment setup of FTCARS. BS: beam splitter; Obj: objective lens; LP: long-pass
filter; SP: short-pass filter, PMT: photomultiplier tube, DC: dichroic beam splitter. The DC before
the objective collects fluorescence in the epi direction for simultaneous CARS and fluorescence
imaging. (b) Energy diagram of FTCARS.
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Figure 3.3: Photo of the laser scanning microscope (Prairie Technologies).
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Figure 3.4: Spectral filtering method: the blue edge of the input pulse is removed by a long pass
filter. The interaction with the sample generates blue shifted CARS and NR signals. A short pass
filter is used to block the laser light and let the blue shifted signal enter the detecor.

caused by beam splitters, filters, an achromatic lens inside the laser scanning mi-

croscope, and the objective lens. The entire system dispersion is 4400fs2. After

the dispersion compensation, the pulse pair is sent into a laser scanning microscope

(Prairie Technologies, Fig.3.3). After interaction with the sample, the beam is colli-

mated and sent through a short-pass filter (Omega Optical, AELP 725) to block the

input laser light and let the blue shifted signal enter a PMT detector. This spectral

filtering method is illustrated in Fig.3.4. Both the blue shifted CARS signal and the

red shifted CSRS signal can be used. If the sample fluoresces, anti-Stokes signal is

the clear choice for avoiding the strong fluorescence background. Otherwise choosing

CARS over CSRS is due to the much higher quantum efficiency of the detector at
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Figure 3.5: Michelson interferometer setup. The red dotted line is the path of the reference beam
(633nm) and the yellow solid line is the path of the 12fs pulses. PD: Si photodiode, BS: beam
splitter, M: mirror, Stage: translation stage driven by a DC motor of 7nm resolution, HeNe:Helium-
neon laser (reference laser).

700nm compared to at 900nm.

3.4 Stability and position accuracy

Accurately measuring the time delay between the two laser pulses is very impor-

tant. The error in time delay measurement can cause both error in spectral peak

position and distortion of the spectral line shape.

The key element of this collinear time domain method is the Michelson interfer-

ometer. Fig.3.5 is a photo of the experimental setup. To minimize overall dispersion,

a thin beam splitter with a dielectric coating is used with the coating on one side
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of the substrate. Two identical beam splitters are arranged so that both beams

traverse the glass substrate only once. Though the Michelson interferometer is com-

posed of six isolated optical elements (two beam splitters and four mirrors), the short

term stability is better than 50nm. This was determined by a spectral interferome-

try measurement[73]. Fig.3.6(a) shows 100 nonresonant signal spectra generated by

two input pulses at a time delay of ∼ 290fs with a data acquisition time for each

spectrum of 100 msec. All the spectra are taken over a time span of 15 seconds.

Fourier transform of the spectral interferograms allows a straightforward phase sta-

bility analysis. The absolute value of the Fourier transform of the interferogram, and

the phase at t = 290fs are shown in Fig.3.6(b) and (c). The phase drift of 0.2 rad

over 15 seconds can be inferred from the phase plot.

The linear stage is driven by a DC motor that has an encoder with 7nm resolution.

However, the motor’s backlash is on the order of a micron. To actively monitor the

optical path difference and also remove backlash error, a HeNe laser is sent into the

interferometer from the other port. In Fig. 3.5, the yellow solid line is the path

of the pulsed laser and the dotted red line is the path of the Helium-neon (HeNe)

laser. As we can see on the photo, the optical path of the HeNe beam overlaps

with the Ti:sapphire path, allowing it to be used to accurately track position via

fringe counting. The accuracy can readily reach λ/40. At 633nm, this means that

the position accuracy is better than 16nm. The Raman period of a 1000cm−1 mode

is 33.3fs (1/(1000 ∗ 0.00003)). In free space, this corresponds to a 10μm optical

path, which means that our position accuracy is close to three orders of magnitude

greater than the Raman period, allowing us to neglect the noise due to position

measurements in our signal to noise ratio analysis.
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Figure 3.6: (a) NR signal spectral interference. Data acquisition time for each spectrum is 100msec.
100 spectra taken over 15 seconds are overlapped in the plot. (b) Absolute value of the Fourier
transform of the interferogram. (c) The phase variation at 290 fs position over 150 seconds.
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3.5 Signal analysis

If the two excitation pulses in FTCARS are well-separated in time, the detected

signal intensity can be expressed as I = I1 + I2, where I1 and I2 are the signal

intensities generated by pulse 1 and pulse 2 respectively. I1 consists of resonant and

NR contributions from pulse 1 and is independent of the time delay. I2 has three

components: NR signal I2nr generated by pulse 2, resonant signal I2r generated by

pulse 2 only, and the resonant signal Ir12 from coherences created by pulse 1 and

probed by pulse 2. This latter component is the only time-dependent term. Note that

we have neglected the NR signal generated by the combination of pulses 1 and 2 since

this term only contributes during their temporal overlap. The three I2 components

interfere with each other due to their mutual coherence and time coincidence at the

detector. The first two components have a fixed relative phase difference, allowing

us to treat them as a single LO component Ilocal. Thus the overall FTCARS signal

can be written as:

I(τ) = I1 + Ilocal + Ir12 + 2c
√
IlocalIr12 cos (φr12(τ)− φlocal) (3.1)

where c ≤ 1 is a constant accounting for the fact that the resonant and NR sig-

nals have different amplitude and phase profiles and hence may not have perfect

interference. The cosine term indicates the need for relative phase stability be-

tween the signal and LO. Because φr12(t) is derived from the phase of χ
(3)
r (τ) and

√
Ir12 ∝

∣∣∣χ(3)
r (τ)

∣∣∣, the last term in Eq.3.1 directly yields χ
(3)
r (τ) to within a constant

phase factor. The Fourier transform of I(τ) yields the resonant CARS spectrum,

provided the NR contribution within the pulse overlap region is windowed-out. The

first two terms in Eq.3.1, which carry no information, generate background noise in

the measurement. As will be discussed in the next chapter, Ilocal needs to be large
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enough to lift the signal above the background noise floor.

3.6 FTCARS spectroscopy

Fig 3.7 is the time domain data of pyridine measured with 43 mW power in each

beam. The laser is focused to a spot of 30μm in diameter with a 5cm lens. The

strong peak at t = 0fs is due to the NR signal. This NR signal is present only when

the two pulses are overlapped in time. The sharp cutting in the spectral domain and

the presence of third order material dispersion give the pulses a long tail which lasts

to ∼ 200fs. Fourier transforming the data at τ >250fs yields a clean spectrum that

shows the dominant peaks at 991cm−1 and 1030cm−1 as reported in the spontaneous

Raman spectrum[74]. Also shown is the simulated FTCARS signal based on the

theory discussed in [47].

3.7 Power dependence measurement

Eq.3.1 shows that the time domain signal oscillation is proportional to both the

amplitude of the local field and also the resonant Raman field. Because the local field

is generated through a third order nonlinearity, the signal is linearly proportional to

the intensity of the first pulse and quadratically proportional to the intensity of the

second pulse (Eq 3.2), which is opposite to the conventional spectral domain method.

In the conventional spectral domain method, the pump beam is also used as the probe

beam(ECARS = EpumpE
∗
StokesEprobe = E2

pumpE
∗
Stokes), which indicates quadratic and

linear power dependence on the pump and the Stokes beam respectively. To verify

the signal power dependence, linear neutral density filters are placed in both arms of

the Michelson interferometer to control the incident power. The measurement result

is shown in Fig 3.8. Linear fit on the double log plot yields a slope of 1.18 for the

first pulse and 2.16 for the second pulse, which indicate linear and quadratic power
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Figure 3.7: Simulated (left) and experimental (right) FTCARS results. a) Spectrum of the pump
and probe pulse. The locations of the long pass (dashed) and short pass (solid) filters are also
indicated. b) Time domain FTCARS signal for pyridine including the dominant CARS modes at
991 cm−1 and 1030 cm−1, with smaller peaks at 983 cm−1 and 1070 cm−1. The actual scan length
was 12 ps, providing 3 cm−1 resolution. c) Fourier transform of the oscillatory part of the time
domain data for τ >250fs yields the CARS spectrum.
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Figure 3.8: Power dependence measurement on 2propanol. Linear fit indicates slopes of 1.18(first
pulse) and 2.16(second pulse).



44

dependence as expected.

Signal ∝
√
IlocalIr12 ∝ E3

2E
2
1E2 ∝ I1I

2
2 (3.2)

3.8 Concentration dependence measurement

The 820cm−1 mode of 2-propanol diluted in water was measured at different con-

centrations. A NA 0.4 air objective lens was used to focus 36mW laser light into a

fused silica cell with 1mm path length. The experimental result is shown in Fig.3.9

and fitted with a quadratic function which passes the origin. As expected for coher-

ent signals, the signal amplitude has a quadratic dependence on the density of the

molecules, which is different from the linear dependence of incoherent signals such

as spontaneous Raman scattering and fluorescence. With ∼20sec data acquisition

time, the signal from 1% 2-propanol solution (∼ 5× 108 molecules) can be detected.

Tighter focusing with NA 1.2 objective lens is expected to increase the sensitivity to

∼ 107 molecules under the same experimental condition.

3.9 Spectral filtering and excitation considerations

To explore the dependence of the FTCARS signal amplitude on several experi-

mental parameters, we calculate the time-domain FTCARS signal. The relative size

of the resonant to NR background, is set by matching the resonant to NR signals

calculated for FTCARS to the measured ratio determined from FTCARS data on

2-propanol. The spectral resolution is set to 10cm−1, corresponding to a maximum

time delay of 3ps. We assume transform-limited input pulses of 12fs in duration,

centered at 790nm and perform spectral filtering with a constant separation of 5nm

between long and short pass filters. As with the experimental data, we window out

the first 300fs of the time-domain data before taking the Fourier transform to yield
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Figure 3.9: FTCARS signal of the 820cm−1 mode of 2-propanol at different concentrations. The
experimental data is fitted with a quadratic function which passes the origin.

the FTCARS spectrum. We vary several parameters to study their effect on the FT-

CARS signal: the long pass filter edge wavelength, the power ratio between the two

pulses, and the frequency of the Raman mode excited. The results are summarized in

Fig.3.10. As expected, the calculations show that the resonant signal level is reduced

for higher frequency modes, since fewer frequency combinations can excite the given

mode. However, this is partly compensated by the fact that the larger blue shift of

the higher frequency modes means that the signal passes the combination of long

pass and short pass filters more efficiently than for lower frequency modes, resulting

in a resonant signal level that is almost flat over the entire 600cm−1, demonstrating

the very broad effective bandwidth of the FTCARS method. The choice of long pass

filter wavelength also influences the relative efficiency with which different modes

can be excited. The signal is linearly dependent on pulse 1 and quadratically depen-
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Figure 3.10: (a) Dependence of the FTCARS resonant signal amplitude on the frequency of the
CARS mode for different choices of the longpass filter wavelength. (b) Dependence of the FTCARS
resonant signal amplitude on the frequency of the CARS mode to be excited. Several different
relative power ratios between pulses 1 and 2 (P1/P2) are shown.
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dent on pulse 2, with the quadratic dependence arising from interference between

the resonant signal and the NR background generated by pulse 2. Thus as expected,

the second pulse should be stronger than the first pulse for optimum excitation, as

shown in Fig.3.10(b).

3.10 Imaging applications

For imaging applications, the laser beam is sent to a pair of galvanometer mir-

rors(X Y mirrors) before going through the objective lens. The laser beam is raster

scanned along a line on the sample at 1kHz (X mirror) while the time delay between

the two laser pulses is varied slowly at 0.5Hz. The other mirror (Y mirror) moves

the laser spot to a different line at the end of each time delay scan. The motion

of the two mirrors and the time delay motor has to be synchronized carefully. A

c++ code is used to program a DSP for motor control and computer interfacing. A

matlab program with graphical user interface is employed to control the two scan-

ning mirrors and synchronize the experiment. A multifunction data acquisition card

(NI PCI-6110) acquires data simultaneously from three channels. One channel is for

the single detector (PMT Hamamatsu R636-10) and the other two are for the HeNe

fringe tracking measurement.

In Fig.3.11 we show FTCARS images of a sample of 15 μm polystyrene beads

imaged with 4 mW of power in each pulse. Fig.3.11(a) shows the NR signal obtained

from a single pulse. While the chemical contrast provided by NR signals is limited we

note that it may also find applications for noninvasive imaging[18, 75]. In Fig.3.11(b)

we show spectrally resolved images of a single bead, acquired with 16 cm−1 spectral

resolution and 7 ms exposure time per pixel. Higher spectral resolution is readily

obtained by scanning longer time delays. We show the corresponding FTCARS
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Figure 3.11: (a) NR background signal image of 15μm polystyrene beads in water. (4 mW in each
beam, 512×512 pixels, 10μs exposure time per pixel) (b) FTCARS image of a single polystyrene
bead from the sample shown in (a) (4 mW in each beam, 36×36 pixels, 7ms exposure time per
pixel, spectral resolution of 16 cm−1) (c) FTCARS spectrum from a single pixel within the bead
in image (b).
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Figure 3.12: (a) Nonresonant image of 15 μm polystyrene beads embedded in PMMA (b)FTCARS
images of the sample shown in (a). The image is acquired with 4 mW power in each beam with
a data acquisition time of 7 ms/pixel. The spectral resolution is 16 cm−1. The top row of images
show a maximum contribution from the PMMA near 820 cm−1 while the lower row corresponds to
the dominant polystyrene peak near 1000 cm−1 in agreement with the reported Raman spectra [6].
The upper row has been multiplied by a factor of 4 to show the weaker PMMA signal on the same
scale as the polystyrene bead.
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Figure 3.13: NR image of Caenorhabditis elegans.

spectrum for a single pixel in the bead in Fig.3.11(c). The spectrum shows the

expected dominant ring mode at 1000cm−1 as observed in the Raman spectrum [6].

Fig.3.12 shows larger beads embedded in poly-methyl methacrylate (PMMA) and

imaged under the same acquisition conditions.

3.11 Biological imaging

Due to its signal strength, NR signals allow faster imaging. So in our experi-

ments, the NR signal is used to acquire morphological information(Fig.3.13) first

and then FTCARS imaging is applied on areas of interest to acquire chemical in-

formation. Fig.3.14 shows two images acquired from Caenorhabditis elegans. The

first image(Fig.3.14 (a)) is acquired with the NR signal. FTCARS measurement

(Fig.3.14 (b)) is performed at the center of this image. 90 picoJ pulses at 75MHz

are used. The average dwell time on each pixel is 40ms. From an early Raman mi-

croscopy study[76] on DNA and proteins, the dominant mode around 1000 cm−1 is
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an indicator for the amino acid Phenylalanine. Comparable Raman studies are not

available on Caenorhabditis elegans, making it difficult to confirm this assignment.

FTCARS has also been applied to image live cells but without reproducible results.

The challenges are that the thickness of subcellular components is much smaller than

the focal depth and the molecule density is low, which significantly reduces the effi-

ciency of coherent scattering. In addition, the NR signal generated in cells is quite

weak and cannot provide enough local field to lift the signal above the background

noise floor, which is the motivation for the development of interferometric FTCARS

(IFTCARS), discussed in Chapter 4.

3.12 Combined with two-photon fluorescence imaging

Because short femtosecond pulses are used in the FTCARS measurement, the

same setup can also collect two-photon fluorescence signal in the backwards (epi)

direction, as shown in Fig.3.2(a). In Fig.3.15, polystyrene beads of one micron in

diameter and Caenorhabditis elegans were imaged with 5mW input power at a rate

of two frames per second. Both samples were labeled with dragon green fluorescent

dye which has a broad fluorescent emission peaked at 520nm.

3.13 Conclusion

In this chapter, the theory, implementation, and applications of FTCARS are

discussed. As a time domain CARS method, FTCARS allows easy removal of the

NR background signal. With sub20 fs pulses, much of the fingerprint regime spec-

trum can be acquired in a single measurement. The FTCARS method can also be

simply combined with self-phase modulation imaging (NR imaging) and two-photon

fluorescent imaging in epi direction. The simplicity, robustness, and multimodality

make FTCARS a very promising tool for biological imaging applications.
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Figure 3.14: (a) NR image of Caenorhabditis elegans; (b) 40x128 pixel FTCARS image from the
area inside the box in (a). 90 picoJ pulses at 75 MHz are used. The data acquisition time is
40ms/pixel.
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Figure 3.15: (a) Polystyrene bead of one micron in diameter. (b) Caenorhabditis elegans.



CHAPTER IV

Interferometric Fourier transform CARS microscopy

4.1 Introduction

The coherent signal generated inside the focal volume has a quadratic dependence

on both the molecule concentration and the thickness of the sample (see Eq.2.38). For

imaging thin and dilute samples, the NR signal generated may not provide enough

local field to lift the signal above the background noise floor. In this section, a

compact interferometric FTCARS method with passive phase stability is presented,

which provides additional local field to interfere with the signal and yield shot noise

limited signal to noise ratio (SNR), the highest achievable SNR with classical light

sources.

4.2 Noise analysis

The sensitivity of FTCARS is determined by the noise level. Three types of

noise contribute to the noise floor: background noise, shot noise, and laser noise.

Background noise refers to the constant noise floor which is independent of input light

power. Thermal noise of the detector, electronic noise from the signal amplification

electronics and the read noise from the analog to digital (AD) converter are all

considered background noise. Shot noise describes the random fluctuations in a

signal due to the random arrival time of the signal carriers. It is a quantum noise

54
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(a)

(b)

(c)

Figure 4.1: (a) Time domain noise data, data acquisition rate is 200kHz, the total data collection
time is one second; (b) the noise spectrum around 140Hz; (c) the noise spectrum around 1500Hz.

effect, related to the discreteness of photons and electrons. The output of a laser

or an incoherent light source, such as an incandescent lamp, can be described as a

Poisson process. As a result, the photon number fluctuation measured for a certain

time is proportional to the square root of the mean photon number. So the SNR

decreases as the average intensity decreases. Another noise source is the laser power

noise which consists of the very slow (∼ 1Hz) intensity fluctuations due to pump

source and laser cavity instabilities. This noise is linearly proportional to input light

power. Because it is slow, one general noise suppression method is to use a light

modulator combined with a lock-in amplifier to shift the signal to higher frequency

where the influence of laser noise is greatly reduced. For a time domain measurement,

a more straightforward method is simply to use a fast scanner.
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In a FTCARS experiment, the signal is acquired at ∼ 100Hz. In order to deter-

mine the noise components, noise power dependence measurements were performed

with a data acquisition card. As an example, Fig. 4.1(a) shows the time domain

noise measurement performed with a Hamamatsu R636-10 PMT detector loaded

with 200kΩ resistance and a 1200V power supply. The signal is digitized at 200kHz

for a total data acquisition time of one second. The Fourier transform of the time

domain data generates the noise spectrum around 140Hz and 1500Hz as shown in

Fig. 4.1(b) and (c). The measurement is performed with different gains (applied

voltages) and signal levels as shown in Fig. 4.2(a) and (b). For applied voltages

greater than 900V, the double log plot has a slope of 1/2, which indicates the system

is shot noise limited. At lower gains or higher input powers, the slope is between 1/2

and 1, indicating that laser power noise starts to become significant. Most of the

imaging measurements are performed at the high gain (1150V-1250V) weak signal

regime which is dominated by shot noise.

4.3 Idea for achieving shot noise limited SNR

From the signal component analysis in the previous chapter, we know that if the

local field energy is b2 and the coherent Raman signal energy is a2, then the signal

energy after Fourier transform is ab (see Eq.3.1). If the local field dominates all other

signals, then the total noise (shot noise) is close to
√
b2 = b. The signal to noise ratio

(SNR) is therefore ab/b = a. In this way, the SNR is independent of the amount

of local field present in this measurement. This SNR is the highest possible with

a classical light source. Downconversion is able to generate twin entangled photons

[77]. If one of the twin photons is used for the local field and the other is used as a

reference to correct the shot noise, the SNR can be further improved in theory. For
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Figure 4.2: (a) Noise power dependence data at different gain (applied voltage) levels; (b) the same
data on double log plot.
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practical applications, a simple and compact design is desired, so only classical light

source is considered in our experiments.

In FTCARS, the first pulse also generates a nonresonant signal which does not

interfere with the time dependent resonant signal since it is not time coincident. The

presence of this background signal lowers the SNR by
√
2. Additionally, electronic

noise and a small amount of light that leaks through filters contribute to the noise

floor. To suppress all these noise sources, a local field which is a few times greater

than the nonresonant signal generated by the second pulse is required. One easy

solution is to change the power ratio of the two pulses. For example, if the second

pulse is twice as powerful as the first one, then the nonresonant signal generated by

the second pulse is eight times as strong as the first one and the local field dominates.

The shortcoming of this method is that the resonant signal is not optimized because

Er ∝ E2
1E2 and the ideal power ratio would be 2 : 1.

An alternative approach is to add an external field to perform an interferometric

measurement[78, 79]. This external field needs to be phase stabilized with respect to

the resonant signal. A straightforward way to add the external field is to use a second

Michelson interferometer. As discussed in previous chapter, there is a 0.2 rad short

term phase drift in our interferometer which may cause error for the interferometric

measurement. Phase stabilization electronics and piezo transducers can correct for

this error, but they complicate the experiment[80]. The source of this 0.2 rad drift

comes from the fact that there are 6 separated elements in the interferometer and

the two beams of the interferometer go through different elements. If both the

signal and external field traverse the same optical path, the phase stability should

be greatly improved. An external field for FTCARS must be time-coincident, and

contain frequencies appropriate to interfere with the blue-shifted resonant signal. The
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Figure 4.3: 4f setup, RM: return mirror, CM: curved mirror, gr: grating, ND: linear ND flter, EM:
end mirror (Fourier plane), gl: compensation glass

broad bandwidth of our probe pulse suggests that the blue edge of the spectrum,

which is normally attenuated by a long pass filter to enable effective separation of

the FTCARS signal could be used for interferometric detection. We note that this

arrangement has excellent passive phase stability since the external field is derived

from the probe pulse itself: any phase drift will be common to both signal and

external field and will not affect their relative phase.

4.4 Experimental setup

We implement interferometric FTCARS (IFTCARS) with an all reflective 4f pulse

shaper setup (Fig.4.3) inserted after the interferometer in Fig.3.2. In a 4f setup, the

separations between grating to curved mirror and between curved mirror to end

mirror are exactly equal to the focal length of the curved mirror. With a collimated

input, this setup is identical to a spectrometer. The grating disperses the input light

to different directions according to its wavelength and the beam of each color is still

collimated. The curved mirror makes each color propagate in parallel and focus to

a spot whose size is determined by the input beam size and the focal length of the

curved mirror (in other words, the numerical aperture).
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Figure 4.4: Probe pulse spectrum variation: The blue edge of the probe pulse is reduced by the 4f
setup to provide a controllable local field. Blue shifted NR and CARS(R) signals are generated in
the sample. A short pass filter only passes the blue shifted signal and the controllable local field.



61

In order to minimize dispersion, we use all reflective elements except for the glass

and the ND filter. The end mirror is tilted down and the return beam is lower than

the input beam to allow separation of input and output. The position of the curved

mirror is fixed on the optical table, and the grating and end mirrors are mounted on

two translational stages. The dispersion of the beam is measured before and after

the 4f setup to ensure it is at the zero dispersion point. The spectrum at different

positions on the output beam cross section is measured 10 meter away from the four

f pulse shaper to verify that the spatial chirp has been minimized. When properly

aligned, the final 4f setup is free from both spatial chirp and temporal chirp. Setting

up the folded 4f is simpler than a true 4f with two gratings and two curved mirrors,

which has four degrees of position freedom.

Unlike FTCARS, in IFTCARS the blue edge of the probe pulse is not completely

blocked, allowing it to act as a local field. A neutral density (ND) filter is placed in

front of the end mirror to control the local field intensity. A glass plate of the same

material and thickness is placed next to the ND filter to compensate for the group

delay. The setup works as an adjustable long-pass filter, where the leakage through

the ND filter becomes the new local field. One important parameter for optimizing

the IFTCARS signal is the interference contrast between the resonant CARS signal

and the local field, which depends on the relative spectral profiles of the signal and

the local field. To investigate the effect of using the blue edge of the laser pulse (as in

IFTCARS) and the NR signal (as in FTCARS), we calculate the interference contrast

for theses two cases relative to using an ideal local field with spectral characteristics

that matched the signal. The calculation shows that the interference contrast is

within 5% of the optimum value for an 800cm−1 mode and within 25% for a 1400

cm−1. Despite the fact that the NR signal has a long tail extending past 685nm, the
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difference between employing the NR signal and the blue edge of the laser pulse as

the local field is negligible, in agreement with our experimental observations. The

benefit of IFTCARS comes from the ability to adjust the magnitude of the local

field, rather than its spectral characteristics.

4.5 Phase stability

The advantage of this setup over many other interferometric methods [81, 82]

is the passive phase stability. In order to quantitatively characterize the stability,

spectral interferometry [73, 83] between the nonresonant signal and the local field was

recorded with a spectrometer equipped with a thermo-electrically cooled CCD. To

generate clear fringes in spectral domain, two No.2 cover slips were inserted between

the ND filter and the end mirror to generate a time delay of 1.7 ps. The strength

of the added local field was varied until the highest fringe visibility is achieved. To

monitor the phase stability, 10,000 spectra were recorded over 100 seconds with an

actual exposure time of 6.7 msec/spectrum. The 10,000 spectra are plotted together

and shown in Fig. 4.5. The time domain measurement usually takes one second.

Thus the measurement over 100 seconds is more than enough to characterize the

stability. Fourier transform yields the time delay and phase. The standard deviation

of the phase difference between the measurements is 0.0143 which is equivalent to

a phase stability of λ/435, indicating that the passive phase stability is extremely

good.

4.6 Experimental results

We use a 4μm polystyrene bead to demonstrate the SNR improvement with IFT-

CARS. The nonresonant signal is used to locate the position of the bead. 13 pJ

pulses are used for both nonresonant imaging and CARS imaging. The entire non-
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Figure 4.5: Phase stability of IFTCARS setup, determined by spectral interferometry. (a) 10,000
spectra are plotted. The fringes are generated by introducing a time delay on the local field. (b)
The absolute value of the Fourier transform of the spectra in (a). (c) The phase at 1689 fs time
delay, whose standard deviation 0.0143rad is equivalent to λ/435 at ∼ 710nm
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Figure 4.6: Nonresonant signal image of 4 μm polystyrene beads. The yellow line indicates the
linescan position.

resonant image is acquired in 0.5 second. The yellow line in Fig. 4.6 indicates the

position of the linescan. The time delay range is 2100fs, yielding 16cm−1 spectral

resolution. The linescans acquired with IFTCARS and FTCARS are shown in Fig.

4.7 (a) and (b). Under the same experimental conditions, IFTCARS produces a

bright resonant image at the expected spectral peak position for polystyrene within

the spectral resolution of the measurement and shows a considerably better SNR

than the FTCARS measurement. Fig. 4.7(c) compares the power spectrum for a

single pixel in the image, demonstrating the considerable improvement made with

the addition of the local field.

To clearly show the effect of the added local field, the total noise is plotted as

a function of added local field power on a double log plot (Fig. 4.8). Two regimes

are clearly seen on the plot: a background noise regime (local field < 1pW) and

the shot noise regime (1 nW > local field > 100pW). The actual local field used

in the IFTCARS images shown in Fig.4.7 is 38 picoW as indicated with an arrow.

From the previous discussion, we know that the SNR starts to saturate once the

noise enters the shot-noise regime. In theory, an arbitrarily high local field can be
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Figure 4.7: (a) Line scan through a 4μm polystyrene bead taken with IFTCARS. The image is
acquired with 1 mW power (13pJ pulse) in each beam with a data acquisition time of 4 seconds
and spectral resolution of 16cm−1. b) Corresponding standard FTCARS line scan (local field is
blocked). c) Comparison of CARS spectra at pixel 75 in the two images.
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Figure 4.8: Total noise equivalent power (NEP) vs.local field power. Two regimes are clearly seen:
a background noise regime (local field < 1pW) and the shot noise regime (local field > 100pW).
The actual local field used in the IFTCARS images shown in Fig. 4.7 is 38pW as indicated with
an arrow.

added without affecting SNR because the signal amplitude and the shot noise have

the same dependence on the local field. In experiments, however, there are two other

concerns. One is that the laser power noise becomes significant if the power is above

1nW. The other concern is that the signal is digitized with a data acquisition card

with 12 bit dynamic range. The signal contrast is ab/b2 = a/b, which decreases

at higher local field power. So in our experiment, the magnitude of the local field

was chosen to operate as close to the shot-noise limit as possible while taking into

account the finite dynamic range of the 12 bit data acquisition electronics. Further

increasing the local field without the need to consider the dynamic range of the data

acquisition is expected to give at most a 25% improvement in SNR.
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4.7 Comparing IFTCARS with pump-probe impulsive Raman scattering

One extreme situation of IFTCARS is where the local field added is greater than

1 nW, providing a total signal that is strong enough to be detected by Si diode

detectors, whose quantum efficiency is higher than that of a PMT in the near infrared

region. This is similar to the conventional pump-probe technique, in which no filters

are placed before the sample and the entire blue edge of the probe pulse enters

the detector. At this signal level, laser noise becomes significant and a balanced

detector is required to cancel the laser amplitude fluctuations. If power fluctuations

are completely canceled, this method can also reach the shot-noise limited SNR and

then the power ratio between pump and probe pulses should be 2:1 for maximized

resonant signal generation.

4.8 Dual channel detection

In pump-probe impulsive Raman scattering experiments, both the red and blue

edge of the probe pulse can be measured. As the probe pulse may gain or lose energy

to the molecular oscillation, the probe pulse is either blue or red shifted. Therefore,

the oscillations measured on the red and blue edges of the probe pulse are out of

phase by π[39].

In IFTCARS, the phase of the time domain oscillation can be tuned by rotating

the compensation glass plate in the 4f setup. The relative phase between the anti-

Stokes and Stokes signals can be set to π. By separating the anti-Stokes signal from

the Stokes signal with a spectral filter, both signals can be simultaneous recorded

with two PMT detectors. This can be useful to remove noise common to both

channels. For example, at the early stage of this experiment, certain electronic noise

affected both of the PMT detectors. If one data set is subtracted from the other,
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this common noise can be greatly reduced (Fig. 4.9). Since that time, improved

shielding of the experiment has reduced the common background noise, making this

balanced detection unnecessary.

4.9 Conclusion

In this chapter, the SNR of FTCARS is analyzed and the result suggests that

an adjustable local field can help achieve shot-noise-limited SNR. We implement

IFTCARS in a setup of passive phase stability to provide additional local field.

Experimental measurement indicates a phase stability better than λ/400. IFTCARS

is directly compared with FTCARS with low excitation power and shows an improved

SNR, which makes IFTCARS valuable when the generated NR signal is not strong

enough to suppress the background noise.
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Figure 4.9: (a) Stokes spectrum. (b) anti-Stokes spectrum. (c) Fourier transform of difference
signal.



CHAPTER V

Spectral-domain coherent Raman imaging

5.1 Introduction

In the field of optical coherence tomography (OCT)[48, 49] and sum frequency

generation spectroscopy[50], there have been discussions about the significant SNR

advantage of spectral domain methods over time domain methods. In this chapter

we consider the time domain interferometry method of IFTCARS, and compare its

achievable SNR with that of its spectral-domain counterpart. We conclude that the

methods achieve roughly equivalent SNRs under shot-noise-limited conditions when

the same detector is used. We verify this claim experimentally.

5.2 Benefits of spectral domain measurements

There are three practical advantages of using spectral domain measurements.

First, laser power fluctuations do not distort the spectral line shape in spectral do-

main methods, while in the time domain they can modulate the shape of the retrieved

spectrum. For IFTCARS, the signal is linearly proportional to both the pump power

and the probe power. From Fourier transform theory, we know that multiplication

in one domain is equivalent to convolution in the other domain. Thus, if the laser

power has a sinusoidal fluctuation such that in the time domain it modulates the

signal, then in the spectral domain, there will be side bands generated. Laser fluctu-

70
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ations can be corrected for if the input laser power(P ) is measured. We note that the

laser fluctuations at the sample may have two origins: power instability and pointing

instability. In our microscope setup, the latter is the larger effect and causes line to

line variations in the image. A more demanding task is to take time domain mea-

surements on samples that vary quickly over the measurement time, which causes

significant signal intensity variation. In this situation, it is of great advantage to

perform spectral domain measurements.

For time domain measurements, the pulse needs to be as short as possible to

resolve the high frequency modes. One disadvantage of using a very short pulse is

that it has higher chance to damage the sample compared to using longer pulses of

similar power[70, 71]. In the spectral domain method, there is flexibility in choosing

the input bandwidth. For example, in single mode CARS measurements, pulses as

long as a few picoseonds are employed. Thus the peak power is much lower than

that of the femtosecond pulses used in the time domain method.

The third advantage is that with the same femtosecond laser, the spectral domain

method allows efficient measurement of the higher frequency Raman modes. For

example, our laser pulse spectrum spans from 735nm to 850nm. Taking only the

blue and red edge of the laser pulse allows excitation and detection of a 1841 cm−1

mode in the spectral domain method. The pulse duration in the time domain is

15-16 fs which cannot resolve modes as high frequency as 1841 cm−1.

5.3 Theory of time delayed spectral domain coherent Raman measure-
ment

The idea behind the time delayed spectral domain method is similar to FTCARS:

it is the fact that the nuclear contribution is long lived compared to the electronic

contribution (NR) and time delayed measurement can effectively suppress the NR
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Figure 5.1: Energy diagram of the time delayed spectral domain CARS

signal. This idea has been applied in CARS spectroscopy[21] and more recently in

CARS microscopy[42]. Short femtosecond pulses of two colors are used to prepare

the Raman coherence (Fig.5.1). At a certain time delay, a long pulse of different color

probes the coherence and generates blue and red shifted light. The reason to use three

colors is to make sure that the Raman signal is isolated in the spectral domain from

the NR signal. Provided that the dark noise of the cooled CCD detector is very low,

this method is also shot-noise limited. The resolution of this method is determined

by the line-width of the long probe pulse. If the probe pulse is much longer than

the time delay, it overlaps with the first two pump pulses in time and generates

NR background. The time delay can be increased to reduce the overlapping, at the

cost of reducing the signal level due to Raman decay. This is in great contrast to

FTCARS, in which the spectral resolution is unlimited and the NR background can

be completely removed without sacrificing resolution and signal strength.
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Figure 5.2: Laser spectrum

5.4 Implementation with a single pulse

We implemented the time delayed spectral domain CARS (TDSCARS) with our

12fs Ti:sapphire oscillator. The laser spectrum is shown in Fig.5.2. The laser beam is

sent into a 4f pulse shaper where a mask placed at the Fourier plane selects two pump

pulses and one probe pulse, as shown in Fig.5.3. As an example, we show the final

spectra for exciting an 800 cm−1 mode (Fig.5.4 (a)) and 1400 cm−1 mode (Fig.5.4

(b)). The time delay between the pump and the probe pulses is applied with thin

coverslips. The group delay of the coverslip is measured with spectral interferometry.

First the Michelson interferometer is set to the t = 0 position. Then the thin coverslip

is inserted into one arm. The spectral domain interference pattern(Fig.5.5 (a)) is

recorded and Fourier transformed to the time domain(Fig.5.5 (b)), indicating a time

delay of 250fs. Note that the reduced interference contrast is not due to unbalanced

power but to the low resolution of the compact spectrometer. In the folded reflective

4f setup, the beam double passes the coverslip which makes the overall group delay of
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Figure 5.3: 4f setup. rm, return mirror; cm, concave mirror; gr, grating; em, end mirror; cg,
compensation glass; nd, neutral density filter; g, coverslip; M, mask.

the probe pulse equal to 500fs. The group delay measurement is centered at 790nm

which may differ from the actual probe pulse wavelength. Because the coverslip is

thinner than 200μm, the group delay dispersion is negligible.

Fig.5.6 shows the effect of the time delay on the signal spectrum for a sample of

2-propanol. Without the time delay, the probe pulse temporally overlaps with the

two pump pulses and generates strong NR signal around 800cm−1. With a 500fs

time delay, the overlapping is reduced significantly and the resonant signal becomes

dominant, which agrees with the spontaneous Raman spectrum within the bandwidth

of the probe pulse. The presence of a small amount of NR signal interferes with the

resonant signal, and the fringe period matches the time delay of the probe pulse,

indicating that most of the NR signal is generated around t0. The background at

600 cm−1 in Fig.5.6 (b) is the NR signal generated by the two pump pulses.

5.5 Interferometric time-delayed spectral domain CARS

For imaging applications, the exposure time per pixel is often very short since

rapid image acquisition is desirable. If only a few photons are acquired, the CCD
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Figure 5.4: (a) Spectrum for exciting 800 cm−1 mode; (b) spectrum for exciting 1400 cm−1 mode;

read noise can often overwhelm the shot noise. Under this condition, it is useful

to apply interferometric techniques to suppress CCD read noise; the SNR can be

greater than one even if there are only two photons acquired (
√
2 > 1).

An approach similar to IFTCARS can be employed to add a local field to amplify

the weak resonant signal and reach the shot-noise-limited regime. Two No.2 cover-

slips are carefully placed to add ∼ 1700fs time delay to the probe pulse. The final

input spectrum is shown in Fig.5.7. Note that the local field from 700 to 720 nm is

9 orders of magnitude weaker than the input pulses.

Using 2-propanol as a reference sample, the amount of resonant signal present can

be determined by blocking the local field. The spectrum acquired with one second

exposure time is shown in Fig.5.8, where the fringes are due to the interference

between resonant CARS signal generated at t=1700fs with the NR signal generated

around t=0fs. Based on this measurement, the total signal collected over one second

is about 1.9×104 photons. So if the exposure time is reduced to 4msec and the noise is
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Figure 5.5: (a) Interference pattern in the spectral domain. The reduced signal contrast is due to
the limited resolution of the compact spectrometer (b) Fourier transform of the interference pattern,
indicating a time delay of 250fs.
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Figure 5.6: 2propanol signal spectrum without (above) and with (below) time delay. The excitation
power is 2.35mW. The data acquisition time is 200msec. In (b) the peak position around 820cm−1

agrees with the spontaneous Raman spectrum of 2-propanol within the bandwidth of the probe
pulse. The background at 600 cm−1 is the NR signal generated by the two pulse pulses.
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Figure 5.7: Input spectrum. The local field from 700 to 720nm is too weak to show up on the same
scale.
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Figure 5.8: (a) 100 TDSCARS spectra from 2-propanol, input power = 4.8mW, exposure time = 1
sec; (b) averaged spectrum from (a).

dominated by shot noise only, the SNR is estimated to be
√
1.9× 104 × 0.004 = 8.7.

As in IFTCARS, here we use the blue edge of the laser spectrum as the local

field. Fig.5.9 shows the measured local field spectrum, with fringes coming from

the etalon effect of the ND filter placed in front of the Fourier plane. This local

field is located around t=0 fs and overlaps with the NR signal in the time domain.

The interference between this local field with the resonant signal generates fringes

in the spectral domain. To retrieve the CARS spectrum, the data processing takes

three steps. In step one, the spectrum of the local field is subtracted from the

signal spectrum to get a clean interference pattern. Note that the shape of the

local field can be measured with a very high SNR such that it does not add noise
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Figure 5.9: Local field spectrum.

into the data processing. In step two, the spectrum is Fourier transformed into

the time domain and a bandpass filter is used to select the signal, which occurs

around 1700fs. This step removes the NR signal(t=0) since it overlaps with the local

field(t=0). In step three, the bandpass filtered signal is inverse Fourier transformed

to retrieve the spectrum(Fig.5.10). Statistics over 4000 such measurements indicates

SNR = 8.37 ± 0.24 which is close to the expected value of 8.7, indicating that we

are operating within the shot-noise-limited regime.

With the local field, the SNR is only determined by how many signal photons are

collected. Without the local field, the CCD read noise reduces the SNR. Fig.5.11 (a)

shows 10 signal spectra with the local field blocked, under the same experimental

conditions as Fig.5.10. For comparison, the entrance of the CCD is closed and 10

measured dark noise spectra are shown in Fig.5.11 (b). Without the local field

amplification, the signal is overwhelmed by the noise from the detector.
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Figure 5.10: Processed ITDSCARS spectrum of 2-propanol, input power 4.8mW, exposure time
4msec.

Figure 5.11: (a) Signal spectrum with the local field blocked; (b) CCD noise.



82

Besides the advantage of the shot noise limited SNR, ITDSCARS allows further

reduction of the nonresonant signal background. The idea of the time delayed spec-

tral domain method is to reduce the temporal overlap of the pump pulses with the

probe. As a function of the time delay, the resonant CARS signal decays expo-

nentially. For a certain delay range, the nonresonant signal decays faster than the

resonant signal. Beyond a certain point, the ratio of the nonresonant to the reso-

nant signal does not decrease any more. The nonresonant signal is mainly coming

from the overlapping of the pump pulses around t = 0 with the long tail of the

probe pulse. Phase shaping of the probe pulse can further decrease the overlapping,

but in general this overlapping generates nonresonant background. To illustrate this

problem, the temporal distribution of the pump and probe, and the generated blue

shifted nonresonant signal is plotted in Fig.5.12. From this plot, we can see that the

nonresonant signal is mainly located around t = 0. In ITDSCARS, a bandpass filter

is applied to select the signal around t=1700fs after the Fourier transform. This time

gated measurement can effectively remove the nonresonant signal around t0.

In summary, ITDSCARS has been demonstrated with passive phase stability. The

strong local field can effectively suppress the dark noise of the CCD detector, and

the SNR is only limited by the shot noise only. In other words, it is only necessary

to collect 100 photons of the resonant signal to achieve a SNR of 10 (
√
100). This

means that the SNR does not rely on the low noise of the detector, and less expensive

detectors with much higher dark noise and read noise can be used to achieve the

same SNR. Another advantage over FTCARS is that ITDSCARS allows time gated

measurement which is also the principle behind spectral domain OCT[48]. This time

gated measurement can effectively remove the nonresonant signal around t0 and yield

clean chemical contrast.
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Figure 5.12: (a) Pump pulses and the probe pulse in time domain ;(b) the blue shifted nonresonant
signal.
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5.6 Signal to noise ratio comparison between spectral domain and time
domain methods

Suppose a total of b2 and a2 photons of the local field signal and the resonant

signal, respectively, are collected over a data acquisition time of t. If the IFTCARS

measurement is composed of N equal time steps, then in each time step, the collected

photons of the local field and and resonant signal on average are b2/N and a2/N , and

the oscillatory signal is (2ab cosΔφ(t))/N . If the noise is dominated by the shot noise

from the local field, then the noise from each time step is
√
b2/N . In the Fourier

transform, the oscillatory signal from each time step adds up coherently. The signal

amplitude in the spectral domain is linearly proportional to N , the number of the

time steps involved, provided the signal amplitude at each step is a constant. The

noise, however, adds up incoherently. The noise amplitude in the spectral domain is

proportional to
√
N . So after Fourier transform, in the spectral domain, we have

signal = 2ab/N ×N/2 = ab (5.1)

noise =
√
b2/N ×

√
N = b (5.2)

SNR = a (5.3)

Two conclusions can be drawn from the above arguments: firstly, the SNR of

IFTCARS is not affected by the detection bandwidth. This still holds true even if

the bandwidth is so large that the average collected photon number is below one.

Secondly, the SNR is independent of the amount of the local field. This is expected

due to the shot-noise limited character of the measurement. The first conclusion

can be verified through numerical simulation. In the simulation, the number of total

photons acquired was 5E4. The E field ratio between resonant signal and the local
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field is 0.025 which matches the experimental data of 2-propanol. A single Raman

mode of 40 fs period is assumed in the calculation. The number of time domain steps

is taken to be 5E3, 5E4, and 5E5, and the range of delay scan is 2ps. A Poisson

distribution is used to describe the photon statistics. The simulation result is shown

in Fig.5.13. From the total photon number and the relative E field ratio, we know the

total photon numbers of the resonant signal and local field. From Eq.5.3, we compute

a SNR of 5.6 which matches the simulation results regardless of the sampling rate.

Here we consider the SNR analysis for TDSCARS and ITDSCARS. In TDSCARS,

if the resonant signal is large enough to reach the shot-noise-limited regime, the SNR

is a2/a = a which is the same as in IFTCARS. If the resonant signal is so small that

a local field is required to reach the shot-noise-limited regime, ITDSCARS should be

used. In ITDSCARS, the signal is produced by interference between the local field

and the resonant signal, and the noise is dominated by the shot noise from the local

field. This yields the SNR, ab/b = a. Thus the highest SNR in the spectral domain

method is the same as in IFTCARS given that the same amount of the resonant

signal(a2) is detected and the measurement is shot-noise limited.

5.7 Signal to noise ratio comparison (experiment)

We used 2-propanol as the sample to compare time and spectral domain methods.

The delay scan range of the time domain measurement is 300-2900 fs. The probe

pulse(centered at 741.5nm, 4nm width) time delay in the spectral domain method

is 1600 fs, chosen to limit the NR contribution. The total input power of each

measurement is 6mW. At this input power the resonant signal is large enough to

reach the shot-noise-limited regime and ITDSCARS is not needed. The spectral

domain data measured in 2propanol and water is shown in Fig.5.14. The peak
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Figure 5.13: Simulation of IFTCARS SNR. The three plots on the left side are the time domain
signal; The three plots on the right side are corresponding spectra from the Fourier transform.
The total photon number is 5E4. Three different detection bandwidths are considered with a total
number of time steps of 5E3, 5E4, and 5E5. Note in the case of 5E5, the average photon number
per time step is 0.1. A Poisson distribution is used to describe the photon statistics.
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around 500cm−1 is the NR signal generated by the two pump pulses. The sharp edge

is cut by a short-pass filter at 725nm placed in front of the spectrometer to block

the laser light. The 2-propanol spectrum shows the expected CARS signal around

820cm−1, while the acquired spectrum for water is flat in this region. The resolution

of this measurement is limited by the width of the probe pulse (4nm). Two methods

can be used to estimate the ratio of NR signal to resonant signal. One is to compare

the data measured in water and in 2propanol. The amount of NR signal generated

in the two samples may have a slight difference, but the shape is preserved. We

can use the water spectrum to estimate the amount of NR signal around 820cm−1

in 2propanol. The second method is to directly measure the spectral interference

fringe contrast. To lower the read noise of the CCD, the 1340 pixels of the CCD

are binned into 134 effective pixels. The reduced resolution makes the first method

more reliable. From the measured spectrum, the NR signal is estimated to be ∼ 3%

of the resonant signal.

To estimate the spectral domain SNR, 100 spectra are recorded with a one second

exposure time for each spectrum (Fig.5.15). The signal is the mean peak height, and

the noise is the standard deviation of the peak height, measured to be 102 photons.

This compares well with the shot-noise limited value of 93 counts obtained from the

peak height (8731 counts) of the signal at 820cm−1. The SNR of the measurement

is 86.

To perform the time domain measurements, the FTCARS method was used and

the CCD pixels were binned into one effective pixel. The time domain data measured

for 2-propanol with FTCARS is shown in Fig.5.16. The signal is defined as the peak

height in the Fourier transformed spectrum. There are two ways to estimate the

amount of noise. One is to measure the standard deviation of the signal in the
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Figure 5.14: Measured CARS spectrum of 2propanol and water with 1600fs delay on the probe
beam.
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Figure 5.15: 100 2-propanol CARS spectra. Exposure time of each spectrum is one second.

spectrum away from the peak. The other is to repeat the measurement many times

and obtain the standard deviation of the peak height fluctuation. If the noise is

dominated by the shot noise from the local field, these two methods yield the same

result, which we confirmed by measurement, obtaining a SNR of 80. The effective

data acquisition time is 1.7 seconds. If the time is reduced to one second to match

the spectral domain measurements, the SNR is estimated to be 80/
√
1.7 = 61. In

FTCARS, the NR signal generated by the first pulse generates shot noise and reduces

the SNR of the measurement. If IFTCARS is used to suppress this noise, the SNR

can be increased to 61 ×√2 = 87, which compares well with results obtained from

the spectral domain method.
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Figure 5.16: FTCARS time domain data and its Fourier transform



91

5.8 Conclusion

In this chapter, the theory and implementation of TDSCARS and ITDSCARS are

discussed. Similar to FTCARS and IFTCARS, a time delay is employed to reduce the

NR background and increase the chemical contrast in TDSCARS and ITDSCARS.

The SNR of TDSCARS is compared to that of FTCARS both in theory and in

experiment. Under shot-noise-limited conditions, both methods yield similar SNR.

Practically, the noise characteristics of the different detectors used in time and

spectral domain measurements must also be considered. The higher quantum effi-

ciency of CCD detectors over PMTs can offer some improvement (approximately a

factor of 2) in SNR for shot-noise-limited CARS imaging. We also note that while

FTCARS requires only a single detector, avoiding grating losses, this benefit is offset

by losses due to imperfect filters, and the fact that the resonant signal that is not

sufficiently blueshifted with respect to the probe is rejected in our spectral filtering

method. Other considerations important for biological imaging must include sample

photodamage. Koester et al. have studied photodamage in cells using 75 fs-3.2 ps

pulse durations [70]. They have found that photodamage scales nonlinearly with

incident intensity, providing motivation for using longer pulses. The pixel dwell time

may also be a consideration for minimizing photodamage. By rapidly scanning one

line in the image while scanning the time delay, FTCARS returns multiple times to

make measurements at a given sample position, but has a shorter dwell time at each

measurement. Depending on the dominant photodamage mechanism, this could pro-

vide an advantage over spectral domain methods that have longer consecutive dwell

times at a given sample position.



CHAPTER VI

Coherent versus incoherent Raman scattering

6.1 Introduction

Coherent Raman microscopy is commonly considered to be superior to microscopy

based on spontaneous Raman scattering. The benefits of CARS are thought to be

threefold: 1) the blue shifted signal can be easily separated from red-shifted fluores-

cence signals that are present in some biological samples, 2) the multiphoton nature

of CARS provides 3D sectioning ability without the need for confocal detection, 3)

the coherent driving force applied to the individual molecules gives rise to the col-

lective radiation of all the molecules inside the excitation volume, greatly enhancing

the radiated signal power. The key question addressed in this chapter is whether the

latter benefit holds under the conditions relevant for biological imaging. To date,

incoherent and coherent methods have not been compared under these conditions,

though claims of 4-5 orders of magnitude improvement in SNR are commonly made

in the literature [84–88].

To make a legitimate comparison between coherent and incoherent methods, co-

herent Stokes Raman scattering(CSRS) and spontaneous Raman scattering are di-

rectly compared in experiments. CSRS instead of CARS is used for this comparison

because the CSRS signal is overlapped with the spontaneous Raman signal in the

92
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spectral domain and therefore the two methods can be compared without changing

the detector or the beam alignment. For molecules of a certain concentration, a

critical power is determined, below which spontaneous Raman scattering is shown

to be superior. The results of this work suggest that at the low excitation conditions

necessary for biological imaging, spontaneous Raman microscopy shows comparable

or even higher sensitivity, contrary to the common belief that CARS microscopy

provides orders of improvement in sensitivity.

6.2 Theory

The theories of incoherent and coherent Raman scattering have been discussed

in Chapter 2. From Eq.2.36 and 2.38 we see the expected ratio of coherent to

spontaneous Raman signal is given by
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=
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2

A2τ 2
/PΩcollection (6.1)

An experimental comparison of CSRS and spontaneous Raman scattering under spec-

troscopy condition has been previously reported [89], showing 5 orders of magnitude

of enhancement made with coherent scattering using an optical parametric amplifier

operating at 1kHz. Eq. 2.38 indicates that the third order coherent scattering has

quadratic dependence on T (T = 1/reprate) in contrast to the linear incoherent

process which is independent of T . Keeping all experimental parameters the same

but varying the reprate, we would expect the incoherent scattering to be 10 times as

strong as the coherent scattering if the experimental comparison is performed with

a 1MHz laser system. Intuitively there exists a critical power at a certain repetition

rate below which the linear process is stronger. For biomedical applications, the
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Figure 6.1: CSRS setup. rm: return mirror, cm: concave mirror, gr: grating, M: amplitude mask,
gl: glass slide

power used is ideally limited to a few mW. Thus if the critical power is above the

mW level, the coherent methods lose their SNR advantage.

Another challenge of biomedical applications is the low molecule concentration.

Spontaneous scattering has a linear dependence on the number density in contrast to

the quadratic dependence of coherent scattering, which reduces the SNR advantage

of coherent methods at low molecule concentrations. A common misconception of

coherent methods is that, like spontaneous Raman scattering, the sensitivity of inter-

ferometric measurements should have a linear dependence on the molecule density,

because the measured quantity is χCARS instead of |χCARS|2[31, 90]. As we discussed

in Chapter 5, under shot-noise-limited conditions, the SNR of both the direct mea-

surements and interferometric measurements is
√
n, where n is the number of the

collected photons of resonant signal. Because it is the SNR not the signal which de-

termines the sensitivity of the measurement, interferometric methods cannot improve

the sensitivity at low molecule concentrations.

6.3 Experiment

To make a straightforward comparison, CSRS and Raman signal are measured.

The CSRS measurement is performed using the time delayed CARS approach out-
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lined in Chapter 5. Fig. 6.1 shows the setup of the 4f pulse shaper for the CSRS

measurement. The only change from the spectral domain CARS measurement is that

the order of the slit position on the mask is reversed such that the probe beam is at

the longer wavelength side. In this way, Raman scattering can be directly measured

by blocking the two pump beams without changing the alignment or the detector.

A NA 0.4 objective lens is used for focusing the input beam. The focal volume

can be determined with two methods. One method is to measure the beam profile at

the back aperture of the objective lens and use the calculation techniques discussed

in Chapter 2 to compute the field distribution at the focus. The other method is to

use a razor blade to directly block the beam and measure the intensity distribution.

Both methods show that the focal volume is π(1.3± 0.07)2 × (8± 0.4)μm3.

If the sample’s thickness is much greater than 8μm, the ratio of coherent to

incoherent signal will be reduced by the larger interaction volume available for spon-

taneous Raman scattering. As discussed in Chapter 2 the excitation volume of

a linear process is not confined to the focus as in higher order nonlinear process

such as two photon or three photon absorption. Similarly if the thickness is much

smaller than 8μm, the ratio is also reduced since the effect is the same as reducing

the molecule’s concentration. So in our experiments, only samples of the thickness

similar to the length of the focus are considered.

To suppress the NR background, a 800fs time delay is applied to the probe pulse

with a thin cover slip. The spectral resolution is determined by the linewidth of the

probe pulse (∼4nm). Because the signal power is the only concern in this comparison

measurement, no attempt was made to improve the spectral resolution. Fig. 6.2

shows the images and spectra of the comparison measurement. Fig. 6.2 (a)-(d)

and (e)-(h) are measured on polystyrene beads of 7.3μm and 4.3μm in diameter
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Figure 6.2: (a)-(d) and (e)-(h) are measured on polystyrene beads of 7.3μm and 4.3μm in di-
ameter respectively. The image intensity is the difference in intensity between 1000cm−1 and
950cm−1. (a) CSRS, power=4mW, exposure=40msec/pixel. (b) CSRS, power=1.3mW, expo-
sure=100msec/pixel. (c) Raman, power=1.3mW, exposure=100msec/pixel. (d) Averaged spectrum
from (b) and (c). (e) CSRS, power=4mW, exposure=50msec/pixel. (f) CSRS, power=1.3mW, ex-
posure=200msec/pixel. (g) Raman, power=1.3mW, exposure=200msec/pixel. (h) Averaged spec-
trum from (f) and (g). The image sizes are 30μm and 10μm for (a)-(c) and (e)-(g) respectively.
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respectively. The difference between the averaged spectral intensity around 1000cm−1

and around 950cm−1 is defined as the image intensity. Fig. 6.2 (a) and (e) show

the CSRS images measured at 4mW power with 40msec/pixel and 50msec/pixel

exposure time respectively. (b) and (c) are direct comparisons of CSRS and Raman

respectively with 1.3mW input power and 100msec pixel exposure time. (f) and (g)

are direct comparison with 1.3mW input power and 200msec pixel exposure time.

The bead looks bigger in the Raman measurement because the signal has a linear

dependence on the interaction path length in contrast to the quadratic dependence

of the coherent signal. The averaged spectra shown in (d) and (h) are measured at

the center of the beads (highest signal intensity), and the spectra show that the peak

intensity of the Raman measurement is comparable or slightly higher than that of

the CSRS measurement. Therefore the critical power above which coherent Raman

provides larger signal than incoherent methods is determined to be ∼1.3mW. If the

optimized power ratio (1:1:1) is used for the CSRS measurement, the signal can be

increased by a factor of ∼3.5 which reduces the critical power by ∼2 to ∼0.7mW.

The collected spontaneous Raman signal can be increased with a larger collection

solid angle. In the experiment, a NA 0.8 condenser is used to collect the forward

propagating signal. Due to the size mismatch between the condenser and all the

optics after it, the effective NA is estimated to be ∼0.6 which causes a difference

in the signal collection efficiency by 2/(1− cos(arcsin(0.6))). This factor is however

not included in the comparison because the collection solid angle in real imaging

applications can never reach 4π, and in many applications the back reflected Raman

signal is collected with the same objective lens. Not including this factor biases the

result towards the coherent method, since it is more efficiently collected.

Based on the ratio derived in Eq.6.1 and using the input power (P1 = 0.29mW ,
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Figure 6.3: Power dependence measurement of 2-propanol sandwiched between two fused silica
slides. The optical path length is ∼ 10μm.

P2 = 0.93mW , P3 = 0.08mW ), the beam diameter at the focus (1.36μm), and the

physical properties of polystyrene (Density=1.05g/cm3, Peak Raman cross section

measured at 488nm = 0.28x10−29cm2/(sr.cm−1), Raman linewidth = 8cm−1) we cal-

culate the ratio of coherent to incoherent signal using Eq.6.1 and get PCSRS/PRaman =

6± 3 which is reasonably consistent with our measurements.

6.4 Solution measurements

A power dependence measurement is performed on pure 2-propanol to give addi-

tional validation. To make the sample thickness comparable to the depth of focus of

the beam, two small pieces of aluminum foil of 18 μm thick are sandwiched between
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two 1 mm thick fused silica slides. The two pieces of foil are located at two corners of

the slides such that the two slides form a wedge. With such a design, the thickness of

2-propanol can be continuously varied to match the depth of the focus. The sample

is scanned perpendicular to the beam (z-scan), and the signal variation as a func-

tion of the sample position is used to compute the actual sample thickness, which

is determined to be 10±1μm. Fig. 6.3 shows the power dependence measurement

results. The available power at the sample for spontaneous Raman scattering mea-

surement is limited by the spectral density of the Ti:sapphire oscillator to ∼1.3mW.

The incoherent and coherent data are fitted with a linear and cubic function that

pass through the origin. From the inset of Fig.6.3, we can clearly see the crossing of

the two fitting curves. The power of the crossing point is the critical power beyond

which coherent methods offer improvement over incoherent ones. In this measure-

ment, the critical power is ∼7mW. If the optimized power ratio (1 : 1 : 1) is used, the

CSRS signal can be amplified by a factor of ∼3.5, which lowers the critical power by

∼2 to ∼3.7mW. In the above comparison, the third order nonlinear CSRS signal is

compared with spontaneous Raman scattering. If the input power is lower than the

critical power, the spontaneous Raman signal generated by the probe pulse in CSRS

measurement should also be included. Thus the lower limit for the amount of signal

in CSRS should be one third as much as in the spontaneous Raman scattering when

equal power is used for the three laser pulses.

All the above measurements were performed in samples of high concentration. If

the concentration is reduced as it will be in most biological imaging scenarios, the

critical power should be further increased because incoherent scattering has linear

dependence on concentration in contrast to the quadratic dependence of the coherent

signal.
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6.5 Conclusion

In summary, we have directly compared spontaneous Raman scattering to CSRS.

Different from an earlier study[89] comparing the two measurements, the input power,

pulse energy, beam geometry, focusing, and signal collection all resemble the condi-

tions of biomedical imaging. The critical input power which generates equal amounts

of spontaneous and coherent signal is determined in the experiment to be in the few

mW range for pure samples and will be considerably higher (a few hundred mW) for

lower concentration samples (mMol).

The implication for biomedical applications is that the coherent method has an

advantage only if the sample’s damage threshold is much higher than the critical

power and the nonlinearity of the photo-damage mechanism is low. If the photo-

damage mechanism scales linearly with the light intensity, then the repetition rate

of the light source used for coherent methods should be as low as the inverse of the

imaging pixel dwell time. For a dwell time of 4μs/pixel, a 250kHz system should

be used to give the highest possible pulse energy for the coherent method, which

can significantly increase the third order nonlinear signal (quadratic dependence on

the inverse of the repetition rate). However, if the photo-damage mechanism has

nonlinear dependence[70, 71] on the light intensity and the damaging power is close

to the critical power, then spontaneous Raman may be preferred for imaging.

In addition, spontaneous Raman has several other advantages: 1) The experi-

ment is greatly simplified with CW lasers, 2) Spontaneous scattering can acquire

the entire Raman spectrum (limited only by the bandwidth of the detector) with

high resolution, 3) With CW lasers, the light intensity can be much lower than using

picosecond or femtosecond pulsed lasers, which is beneficial if the photo-damaging
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mechanism has a nonlinear dependence on the light intensity [70, 71]. One disadvan-

tage of spontaneous scattering is that the stronger signal is on the Stokes side which

may overlap with fluorescence signals. In biological material, a number of common

molecules such as NADH and flavin produce fluorescence signals. A simple solution

to this problem is to perform time-gated measurement [91] since fluorescence has

much slower decay rate than Raman scattering.

In the literature, there have been a flourish of publications on the development of

various CARS microscopies in the past decade [33, 81, 92, 93], while little attention

has been paid to quantifying the actual advantage of using CARS over the conven-

tional spontaneous Raman scattering in real applications. The experimental results

presented in this chapter provides a basis for evaluating the relative performance

of coherent and spontaneous Raman methods in biomedical imaging, and indicates

that under many conditions spontaneous Raman may provide higher sensitivity and

simplicity.



CHAPTER VII

Coherent Raman scattering in the near field

7.1 Introduction

In the 1970’s it was discovered that Raman scattering cross-sections could be

dramatically enhanced in the presence of a rough metal surface, [94] an effect that

has been called surface-enhanced Raman spectroscopy (SERS). An explosion of re-

search on SERS (for reviews see [95–98]) has shown that SERS sensitivity can reach

the single molecule level. However, the signal enhancement is highly sensitive to

the metal surface characteristics. Electromagnetic calculations indicate that the en-

hancements necessary to achieve single molecule detection cannot be explained by

electric field enhancement alone, but require an additional enhancement that is chem-

ical in nature, explaining why not all adsorbed molecules achieve the same degree of

enhancement.[95] To date, single molecule detection of biological molecules has only

been successful using metal colloidal suspensions, where significant enhancements

occur only at certain ”hot-spots”. Until we can better engineer materials to control

where these ”hot-spots” occur, single molecule SERS will not become a generally

applicable technique. In addition to greatly enhancing the sensitivity of Raman

scattering, SERS automatically provides high spatial resolution owing to the rapid

decrease in the electric field away from the metal surface. Though not as impressive
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as the enhancements obtainable by colloidal suspensions, SERS has also been ob-

tained from single metal nanoparticles and has been used for tip-enhanced Raman

imaging employing metal AFM tips.[53, 56, 58, 98, 99]

The higher order dependence of CARS signals on the applied electric field sug-

gests that significantly higher enhancements can be obtained with surface enhanced

CARS (SECARS) compared to SERS. SECARS was predicted in 1979 by Shen, who

demonstrated that surface plasmon waves from a silver surface could enhance CARS

signals from benzene at the surface interface.[100] SECARS in silver colloid suspen-

sions was theoretically modeled in 1984[101] and experimentally observed in 1994

by Keifer et al,[102] who obtained enhancements of 2 orders of magnitude in silver

colloid solutions. Like early CARS microscopy demonstrations, early experimental

SECARS work was hindered by large background signals.[78] These signals arise from

nonresonant processes within the sample as discussed previously, as well as fluores-

cence and four-wave-mixing signals from the metal nanoparticles.[103] More recently,

SECARS has been used to obtain single molecule detection of the biological molecule

deoxyguanosine monophosphate (dGMP) using a silver colloid suspension.[104] They

report 3 orders of magnitude enhancement of SECARS with respect to SERS. In an

effort to improve the sensitivity while retaining the chemical specificity of Raman

imaging, tip-enhanced CARS (TECARS) was implemented by the Kawata group in

2004.[59, 105] The high sensitivity of TECARS has permitted the Kawata group to

image the ring-breathing mode of adenine (1337 cm-1) in clusters of DNA, and they

report enhancements of 100 for CARS compared to spontaneous Raman imaging.[59]

To date no spectrally-resolved TECARS measurements have been made. In this

chapter, a time domain coherent Raman scattering experiment on nanostructured

metal substrate is discussed. The measurement results presented here are prelimary
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studies to motivate the applications of the background free CARS in the near field

for potential imaging and biosensing applications.

7.2 Introduction to surface plasmons

A plasmon is a collective oscillation of an electron gas surrounding the atomic

lattice of metal. At a metal’s surface, these charge density oscillations give rise to

surface plasmons. The motion of electrons is naturally coupled to electromagnetic

waves. Solution of Maxwell’s equations for p-polarized wave exists at the interface

between metal(ε1) and dielectric medium (ε2). If we assume the wave vector k is

contained in x− z plane (z⊥surface), the E field in both media can be written as

Ej =

⎛
⎜⎜⎜⎜⎜⎝
Ej,x

0

Ej,z

⎞
⎟⎟⎟⎟⎟⎠ eikxx+ikj,zz−iωt, j = 1, 2 (7.1)

If both half spaces are source free (∇ ·D = 0), we have

k2
x + k2

j,z = εjk
2, j = 1, 2 (7.2)

The continuity of the the parallel component of E and the perpendicular component

of D leads to

E1,x = E2,x (7.3)

ε1E1,z = ε2E2,z (7.4)

There are four linear equations and also four variables. The matrix has to be non-

singular to have a solution, requiring the determinant to be 0. Thus the only physical

solution is

ε1k2,z = ε2k1,z (7.5)
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Figure 7.1: Diagrams of the Kretschmann configuration and the Otto configuration

which leads to

k2
x =

ε1ε2

ε1 + ε2

ω2

c2
(7.6)

k2
j,z =

ε2
j

ε1 + ε2

ω2

c2
, j = 1, 2 (7.7)

ε1(metal) is a complex function of ω in general. The Drude model for free electron

gas shows that the oscillation of the electrons is π out of phase with respect to the

driving field. Thus the real part of ε1 is negative. If the imaginary part of ε1 is

neglected, Eq.7.6 shows that ε1 + ε2 has to be negative for a real kx (propagating

wave). From Eq.7.6, we can also tell that the surface plasmon wavevector kx is

greater than the wavevector in the dielectric medium because ε1/(ε1+ ε2) > 1. Thus

an evanescent wave in a dielectric medium is required to excite surface plasmons.

Two configurations have been proposed to excite surface plasmons. One is the

Otto configuration[106] (Fig.7.1), in which an evanescent wave at a glass air interface

is used to excite the surface plasmon at an air metal interface. In this configuration,

the glass and metal are separated by a thin layer of air. A more stable and convenient

configuration is proposed by Kretschmann[107]. In this setup (Fig.7.1), a thin layer

of metal is coated on a glass substrate such that the metal is sandwiched between
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Figure 7.2: Reflectivity (a) and intensity enhancement (b) of glass substrate coated with 50nm
gold.

air and glass. Propagating waves in the glass are able to provide a large enough kx

for the surface plasmon at the metal air interface. Based on the parameters and hint

from reference[66], the reflectivity and light intensity enhancement are calculated for

a 50 nm thin gold layer (ε = −11.6+1.2i, 633nm) coated on glass (n = 1.5). Fig.7.2

(a) is the calculated reflectivity and (b) is the light intensity enhancement. With this

plane substrate, the enhancement is moderate (∼ 10). In general, the enhancement

is predicted to be greater at the surface of nanoscale sharp metal structures, a claim

that has been verified experimentally[108].
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7.3 Experiment

As a preliminary step exploring the applications of background free CARS in

the near field, a nanostructured substrate is employed to test whether sub 20fs laser

pulses can be supported on nanoscale sharp structures. The substrate was purchased

from D3 technologies (Klarite). These substrates are routinely used for SERS mea-

surements. The SEM image[7] and the intensity distribution from FDTD simulation

for normal incidence[7] is shown in Fig. 7.3 (a) and (b) respectively. The void

structure has been designed to give higher stability and reproducibility of enhanced

Raman signals.

It has been shown that care must be taken to avoid heating the substrate as heat-

ing can cause irreversible morphological changes of the near field hot site through

annealing[109]. Initial FTCARS measurements using 75MHz pulse train confirmed

this. To reduce the input power and preserve the pulse energy for the nonlinear

scattering, a high speed Electro-optical modulator(pulse picker) is employed to re-

duce the repetition rate of the Ti:sapphire laser system. The total thickness of the

KDP crystals inside the pulse picker(Fig.7.4 (a)) is 16cm, which is immersed in index

matching oil. The crystal polarizer inside the housing of the pulse picker is removed

and a thin film polarizer is used instead external to the housing to reduce the overall

material dispersion. To compensate the material dispersion (∼ 104fs2) of the entire

system, a 4f pulse shaper (Fig.7.4 (b)) equipped with a 640 pixel liquid crystal spatial

light modulator is employed to both measure and compensate the dispersion.

The output of the 4f pulse shaper is sent to the FTCARS setup (Fig.7.5). Instead

of collecting the signal in the forward direction, the back scattered light from the

nanostructured substrate is collected with the same NA0.4 objective lens. 0.4 μl of
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Figure 7.3: (a), SEM image of the nanostructured substrate[7]. (b) Intensity distribution from
FDTD simulation for normal incidence. The depth of the void structure is 1250nm and the incident
wavelength is 785nm[7].
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Figure 7.4: (a), photo of the pulse picker. (b) photo of the 4f pulse shaper. The 640 pixel LCD
spatial light modulator(SLM) is located at the Fourier plane which is also the symmetry plane of
the setup. FM: folding mirror, GR: 600 groves/mm gold coated grating, CM: gold coated concave
mirror(f=647mm), BBO: 20μm thick type I BBO crystal for second harmonic generation, BF:
bandpass filter for 400nm second harmonic light, FP: fiber coupler to spectrometer.
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Figure 7.5: L: Ti:sapphire oscillator, EO: pulse picker, PL: thin film polarizer, WP: half wave plate,
TS: telescope for beam expansion, 4F: 4f pulse shaper, SLM: 640 pixel spatial light modulator,
FL: flipper mirror, L1, L2, L3: objective lens, CCD: compact spectrometer, BP: bandpass filter for
400nm light, DC, dichroic beam-splitter, SP: short pass filter, XYZ: 3D translation stage, sample:
benzenethiol on gold coated nanostructured substrate, CPU: computer.
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Figure 7.6: (a) FTCARS signal for benzenethiol on the Klarite substrate. (b), Fourier transformed
spectrum indicating the modes at 997cm−1, 1021cm−1, and 1072cm−1, as expected from the Raman
spectrum[8].
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benzenethiol, which attaches to the gold surface with the thiol group, is dried on

the substrate. The repetition rate of the Ti:sapphire oscillator is reduced by 10 to

7.5MHz. The total power on the sample is 1.4mW. At this power level, FTCARS can

be performed on the substrate for tens of minutes without loss of signal amplitude,

indicating that the heating effect is negligible. At repetition rate higher than 15MHz,

irreversible signal loss is observed. Fig.7.6 (a) shows the averaged time domain data

over 40 scans, which is Fourier transformed to produce the spectrum as is shown in

Fig.7.6 (b). The Raman modes of benzenethiol at 997cm−1, 1021cm−1, and 1072cm−1

are clearly resolved, as expected from the Raman spectrum [8]. To obtain an idea

of the effect of the nanostructured surface on the signal level, the experiment was

repeated on a flat section of the gold coated substrate. No detectable FTCARS

signal was observed.

7.4 Conclusion

As the first step exploring the applications of the background free CARS in the

near field, gold coated nanostructured substrate was employed to provide near field

enhancement to the attached benzenethiol molecules. The heating effect is success-

fully minimized with a high speed pulse picker and a 4f pulse shaper equipped with

a 640 pixel SLM for both dispersion measurement and compensation. Areas on the

substrate with the nanostructured void show consistent and reproducible signals,

while the areas without the nanostructured void show no signal peaks. The ability

to resolve the 1000cm−1 mode of benzenethiol demonstrates that sub 20fs pulses can

be supported by such specially engineered surface plasmon substrate, which paves

the way for various near field nonlinear spectroscopies and microscopies that require

such short pulses. Future work will compare enhancements observed with coherent
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and incoherent methods as a way of assessing the possible improvements in sensitivity

offered by TECARS for imaging and SECARS for biosensing applications.



CHAPTER VIII

Conclusion

8.1 Summary

In this thesis, we discussed the theory, implementation and applications of time

domain CARS methods (FTCARS and IFTCARS). As a time domain multiplex

CARS approach, FTCARS allows easy removal of the NR background and acquisi-

tion of much of the fingerprint region in a single measurement. The simple setup

of FTCARS can be conveniently combined with self-phase modulation imaging (NR

imaging) and two photon fluorescent imaging via epi detection. We have applied

FTCARS to image polymer samples (PMMA, polystyrene) and biological samples

(Caenorhabditis elegans). The simplicity, robustness and multimodality make FT-

CARS a very promising tool for biological imaging applications.

If the excitation power is low, the generated NR signal may not provide a large

enough local oscillator field to suppress the background noise. IFTCARS is a time

domain interferometric method which uses the blue edge of the laser pulse as the

local oscillator field to suppress the NR background. We implemented IFTCARS in a

setup of passive phase stability (better than λ/400) and demonstrated improved SNR

compared to FTCARS, making IFTCARS valuable under low excitation powers.

In Chapter 5, the theory and implementation of TDSCARS and ITDSCARS are
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discussed. Similar to FTCARS and IFTCARS, a time delay is employed to reduce the

NR background and increase the chemical contrast in TDSCARS and ITDSCARS.

The SNR of TDSCARS is compared to that of FTCARS both in theory and in

experiment. Under shot-noise-limited conditions, both methods yield similar SNR.

Practically, the noise characteristics of the different detectors used in time and spec-

tral domain measurements must also be considered. The higher quantum efficiency

of CCD detectors over PMTs can offer some improvement (approximately a factor of

2) in SNR for shot-noise-limited CARS imaging. We also note that while FTCARS

requires only a single detector, avoiding grating losses, this benefit is offset by losses

due to imperfect filters, and the fact that the resonant signal that is not sufficiently

blue-shifted with respect to the probe is rejected in our spectral filtering method.

Coherent Raman methods are often claimed to yield a few orders of magnitude

improvement in SNR than incoherent Raman methods. We compared CSRS with

spontaneous Raman scattering under experimental conditions relevant for biologi-

cal imaging application. A critical power can be determined in experiment, above

which coherent methods have greater SNR. For high concentration samples such as

2-propanol and polystyrene, the critical power is measured to be on the order of

1mW with a 75MHz oscillator system. This measurement provides a basis for evalu-

ating the SNR advantage of coherent methods, and indicates that in many biological

applications, spontaneous Raman measurements may be simpler and more sensitive.

As the first step exploring the applications of the background free CARS in the

near field, gold coated nanostructured substrate was employed to provide near field

enhancement to the attached benzenethiol molecules. The heating effect is success-

fully minimized with a high speed pulse picker and a 4f pulse shaper equipped with

a 640 pixel SLM for both dispersion measurement and compensation. Areas on the
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substrate with the nanostructured void show consistent and reproducible signals,

while the areas without the nanostructured void show no signal peaks. The ability

to resolve the 1000cm−1 mode of benzenethiol demonstrates that sub 20fs pulses can

be supported by such specially engineered surface plasmon substrate, which paves

the way for various near field nonlinear spectroscopies and microscopies that require

such short pulses.

8.2 Future directions

From the comparison between coherent with incoherent Raman methods, we know

that coherent methods favor high molecule concentrations. Future research should

explore the applications in high concentration samples such as polymers, collagens

and tissues.

While the light intensity is significantly enhanced in near field microscopy, the

number of molecules probed is much reduced. Spontaneous Raman scattering has

linear dependence on both the light intensity and the number of molecules while

coherent Raman scattering has cubic dependence on the light intensity and quadratic

dependence on the number of molecules. Spontaneous Raman scattering has been

successfully applied in near field imaging, which indicates that the light intensity

enhancement is able to overcome the reduced number of molecules and suggests that

coherent methods should work even better in the near field. The next step is to

compare spontaneous Raman scattering with coherent Raman scattering in the near

field and verify the signal enhancement. Should this enhancement be significant,

near field CARS imaging will find applications in biology, chemistry and material

science.
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APPENDIX A

Summary of dispersion measurement and compensation

In this appendix, the dispersion measurement and compensation methods employed

for the experiments in this thesis are discussed. If the amount of dispersion is low

(∼ 103fs2) and the shape of the spectral phase is simple such that it can be ap-

proximated with a Taylor series, the dispersion can be measured with the second

order autocorrelation and compensated by chirp mirrors or prism pairs, which is

summarized in Section A.1. If the amount of dispersion is on the order of ∼ 104fs2

and the spectral phase is complicated, sophisticated measurement and compensation

methods are required, which is discussed in Section A.2.

A.1 Low dispersion measurement and compensation

The Michelson interferometer inside the FTCARS setup can be conveniently used

to generate two collinear pulses for fringe resolved autocorrelation (FRAC). Beta bar-

ium borate (BBO) crystal is the most commonly used nonlinear medium for doubling

near-IR light. For measuring the dispersion of a high NA water immersed objective

lens, the BBO crystal has to be placed to within ∼ 100μm distance from the front

surface of the lens and the generated blue light need to be efficiently collected by

another lens and directed to a detector. A simpler solution is to directly use detec-

tors with nonlinear response such as GaAsP diode detector[110] which responses to
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Figure A.1: Second order fringe resolved autocorrelation measured with an GaAsP diode. The
dispersion (∼ 1200fs2) of a NA1.2 water immersed lens is compensated by a pair of chirped mirrors.
The estimated pulse duration is ∼ 12fs

visible light via one photon absorption and near-IR light via two-photon absorption.

Fig.A.1 shows the second order FRAC measurement with an GaAsP photodiode.

The dispersion of a NA1.2 water immersed objective lens is effectively compensated

by a pair of chirped mirror providing −1200fs2 dispersion. The estimated pulse

duration from this measurement is ∼ 12fs.

For measuring the blue light(400nm), two-photon photodiode as sensitive as GaAsP

to near IR light does not exist and the one photon absorption generates a compara-

bly large signal. To utilize such a diode for pulse measurement, non-collinear beam

geometry is required, which makes one-photon signal a flat background since the

total power of the two pulses conserves in non-collinear beam geometry in contrast

to the power redistribution made possible with the Michelson interferometer. The

ZnS photodiode[111] kindly provided by Professor Kam Sing Wong at Hong Kong
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Figure A.2: Non-collinear autocorrelation measured with ZnS photodiode

University of Science and Technology is employed to measure the blue light (centered

at ∼ 400nm, ∼ 10nm bandwidth) generated by our Ti:saphhire oscillator from a 0.1

mm thick type I BBO crystal. Fig.A.2 shows the measured non-collinear autocorre-

lation. The two photon absorption generates a peak on the top of a large one-photon

background. The slope on the baseline is due to the nonlinear saturation of the

diode. Fitting the peak to a gaussian function yields a pulse duration of ∼ 27fs.

A.2 High dispersion measurement and compensation

The pulse picker used for controlling the repetition rate of the laser system is very

dispersive (∼ 104fs2) and the spectral phase distortion can not be simply treated as

a Taylor series. Under these situations, sophisticated dispersion measurement and

compensation methods become necessary.



121

Multiphoton intrapulse interference phase scan (MIIPS)[112, 113] is a spectral

phase shaping technique that can both measure and compensate dispersion. The

basic idea of MIIPS is to measure the second harmonic spectrum variation with

different applied spectral phase masks allowing the spectral phase profile of the input

pulse to be inferred from the measured two dimensional second harmonic spectrum.

The MIIPS measurement is implemented with a 4f setup. A 640 pixel LCD spatial

light modulator (SLM) is placed in the Fourier plane which is also the symmetry plane

of the setup. A flipper mirror is placed inside the 4f to switch the light to between the

CARS measurement and a 20μm thin BBO crystal for the MIIPS measurement. The

second harmonic signal from the BBO is filtered to remove the near-IR components

and sent into a fiber coupled compact spectrometer. The SLM and the spectrometer

are controlled by a Matlab program for implementing the MIIPS measurement. The

entire 4f setup is carefully shielded from air currents which can distort the spectral

phase and cause significant fluctuation in the generate second harmonic spectrum

especially when the laser pulse is compensated to near transform limited. The entire

optical table is enclosed by a box with a smaller box enclosing only the 4f setup. The

two layers of shielding effectively minimizes the phase distortion caused by air flow.

Depending on the amount of the dispersion, MIIPS measurements are repeated

for several times, with the dispersion range reduced and the dispersion resolution

increased in each round of measurement. Following the literature[112, 113] the phase

scan function used in the measurement is

f(Δ) = α cos(γΔ− δ) (A.1)

(A.2)

where Δ = ω − ω0 and γ is an estimated transform limited pulse duration which



122

in our measurement is 15fs (the effective bandwidth of the 4f pulse shaper is from

720nm to 850nm), δ is the phase offset and is the parameter being scanned, and α

is related to the modulation period. For measuring a very large dispersion, α is first

set to a very large number to increase the range of the measurement (α = 40π in the

first round), and then gradually reduced to smaller numbers (α = 1.5π in the last

two rounds). Fig.A.3 (a) (b) show the MIIPS scans in the first and the last round of

the measurement. The spectral phase information is encoded in the spacing and the

shape of the measured spectra. The calculated spectral phase is inverted and plotted

in Fig.A.3(c). This phase is applied to the spatial light modulator to compensate the

system dispersion, producing the second harmonic spectrum is shown in Fig.A.3(d).

This spectrum corresponds well to the spectrum of a transform limited pulse.
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Figure A.3: (a), MIIPS scan in the first round. (b) MIIPS scan in the last round. (c) calculated
spectral phase profile. (d) final second harmonic spectrum
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APPENDIX B

Table of acronyms
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Table B.1: List of acronyms
APD Avalanche photodiode
BBO Beta barium borate crystal
CARS Coherent anti-Stokes Raman scattering
CCD Charge-coupled device
CSRS Coherent Stokes Raman scattering
FDTD Finite-difference time-domain
FTCARS Fourier transform coherent anti-Stokes Raman scattering
FLIP Fluorescence loss in photobleaching
FRAP Fluorescence recovery after photobleaching
FRAC Fringe resolved autocorrelation
FWM Four wave mixing
GFP Green fluorescent protein
IFTCARS Interferometric Fourier transform coherent anti-Stokes Raman

scattering
IPSF Illumination point spread function
ITDSCARS Interferometric Time delayed spectral domain Coherent anti-Stokes

Raman scattering
MIIPS Multiphoton intrapulse interference phase scan
NA Numerical aperture
NR Nonresonant
PMMA Poly(methyl methacrylate)
PDT Photodynamic therapy
PMT Photomultiplier tube
SECARS Surface enhanced Coherent anti-Stokes Raman scattering
SERS Surface enhanced Raman scattering
SHG Second harmonic generation
SNR Signal-to-noise ratio
SPM Self phase modulation
TDSCARS Time delayed spectral domain Coherent anti-Stokes Raman scat-

tering
THG Third harmonic generation
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