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ABSTRACT

Experimental studies of the structure of the Reynolds stress in a
turbulent boundary layer on a smooth wall with zero pressure gradient
are reported. The technique of conditional sampling is employed to
study the signal, uv, obtained from hot wire probes. The measure-
ments of the mean time intervals and the durations of bursts and
sweeps are attempted.

In the conditional sampling method the velocity at the edge of the
viscous sublayer is used as a detector for the bursts; and the signal,
uv, is obtained from the x wire probe at various locations. From the
measurements it is found that, when the velocity, u at the edge of
the viscous sublayer becomes low and decreasing, a burst occurs.

On the other hand, the sweep event occurs when u becomes large

and increasing. The convection speeds of the bursts and the sweeps are
found to be equal and are about 0. 8 times the local mean velocity and

0. 425 times the free stfeam velocity at a distance of y/6*= 0. 169 from
the wall. Throughout the turbulent boundary layer, the bursts are the

largest contributors to uv with the sweeps the second largest. On the



average, the bui'st events account for 77% of uv, while the sweep
events have 55% to their account; the excessive percentage over 100%
is due to the other small negative contributors.

Characteristic mean time intervals are obtained for both burst
and sweep events from the unique features of the measurements of
the fractional contributions to uv from different events. Both mean
time intervals are sénsibly constant for most of the turbulent boundary
layer. The scaling of the mean time interval between bursts with
outer flow variables is justified. The mean time interval between

sweeps is roughly the same as that between bursts.
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I. INTRODUCTION

For decades there have been intensive investigations of the problem
of the turbulent boundary layer. Yet the structure of the turbulent bound-
ary layer has not been well understood due to the inherent complexity of
the turbulent flow structure. One can divide the turbulent boundary layer
roughly into two regions, i.e.,the inner, or wall regionand thevouter, or wake
region. In the outer wake region the Reynolds stress acts to retard the
mean flow and extracts energy from the mean flow and transfers it to the
inner wall region where most of the turbulent energy production and dis-
sipation occur. There is an approximate balance between creation and
dissipation of energy in the inner wall region with a small surplus of
turbulent energy. This small surplus of turbulent energy is diffused out
toward the outer region and is the major source of the turbulent energy
there. This is the two-layer model of the turbulent boundary layer
(Townsend (1956)). A knowledge of the structure of the inner region and
its interaction with the outer region is important to the understanding of
the structure of the whole turbulent boundary layer.

The initial approach to the problem of the structure of turbulent shear
flow was made through the interpretation of the measurements of spatial |
correlations and power spectra of turbulent velocities. Representative

reports are those by Townsend (1951), Schubauer and Klebanoff (1951),
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Laufer (1953), Klebanoff (1954), Grant (1958) and more recently by

Tritton (1967 and Clark (1968). After the measurements of space-time
correlations of streamwise velocity component were introduced by Favre,
Gaviglio and Dumas (1957, 1958), the structure of turbulence was inferred
from the space-time correlations between various turbulent velocity
components and fluctuating wall pressure such as the reports by Will -
marth and Wooldridge (1962, 1963), Willmarth and Tu (1967), etc. Var-
ious structural models such as by Townsend (1957), Grant (1958) and
Willmarth and Tu (1967) were proposed. However, there are difficulties
in the inference of flow structure from these correlation measurements.
Firstly, the inference of flow structure from the long-time-averaging
measurements is not a unique process as pointed out by Townsend (1957).
The turbulent velocity field cannot be uniquely specified even if complete
space-time correlation measurements are available. Secondly, impor-
tant information such as any intermittent feature in the flow structure will
be lost owing to long-time averaging. The latter point would certainly
hinder the understanding of physical mechanism involved.

More recently, flow visualization methods were employed by the
group at Stanford University to study the structure of the turbulent bound-
ary layer especially in the inner wall region. Following the experiments
by Hama and his co-workers (1957, 1963) using dye and hydrogen bubbles

in water to investigate the boundary layer transition problem, extensive
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studies of the turbulent production in the wall region were made using
similar techniques. These include the work of Schraub, et al (1964),

Kline, et al (1967), Kim, et al (1968, 1971) and more recently Grass

(1971). Another visual study by Corino and Brodkey (196€9) used a high
speed motion picture camera to photograph the trajectories of very

small particles suspended in the flow. A rough structure of the flow
field especially near the wall can be inferred from these measurendents.
In the viscous sublayer coherent spatially and temporally dependent mo-
tions are observed. These motions lead to the formation of low speed
streaks in the region very near the wall, 0 < y+ < 10X The streaks
interact with the outer portion of the flow through a process of gradual
'lift-up', then sudden oscillation, bursting and ejection. The break-up of
the streaks was found at a distance from the wall in the range 10 < y+ <
40. After the burst event, a larger scale high speed parcel of fluid swept
into view. The retarded fluid remaining from the ejection process was
then accelerated. The high speed fluid often entered almost parallel to
the wall or slightly downward toward the wall. This phenomenon was

called the sweep event by Corino and Brodkey (1969).

* y+ = (yUT)/v , where y is the distance from the wall, U’r is the

wall shear velocity and v is the kinematic viscosity.
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Some quantitative measurements were also made from the visual
observations. Kim, Kline and Reynolds (1968, 1971) estimated that
essentially all the turbulent production (i.e., Reynolds stress) occurred
during bursting periods in the zone 0 < y+ < 90, while Corino and
Brodkey (1969) estimated that 70% of the Reynolds stress was produced
during bursting in this region. Thus, the importance of the bursting
process for the turbulent energy production and Reynolds stress is
apparent.

However, the visual studies are still primarily qualitative in nature.
The velocity at a given point can not be measured using the photographs
of bubble trajectories downstream of the bubble generating wire unless
the bubbles happen to pass through the given point. In the method used
by Corino and Brodkey (1969) in which motion picture photographs were
made of numerous small suspended particles in the flow, one must ensure
that the depth of field is small if accurate measurements of the velocity
at a point are to be made.

Hot wire measurements at one or more points in the flow can provide
better quantitative information. Willmarth and Lu (1971) used hot wire
anemometers in an x array to measure instantaneous values of the Rey-
nolds stress at a point near the wall. With the aid of conditional sampling
techniques (an extension of the methods pioneered by Kovasznay, et al
(1970)) they found that, when the streamwise fluctuating velocity at the

edge of the viscous sublayer was negative and decreasing, the burst



occurred. The burst was found to be very energetic and of short
duration. Using an array of hot wires to measure streamwise
velocity fluctuations and a different technique of conditional sam -
pling, Blackwelder and Kaplan (1971) showed that, during the burst,
there was a substantial streamwise momentum defect followed by
an extremely rapid acceleration. These results are in agreement
with the visual studies.

The idea that the bursting process is important for the produc-
tion was supported by these quantitative measurements. In addition,
the importance of sweep events was also supported, since Willmarth
and Lu (1971) estimated the contribution to Reynolds stress from the
sweep events to be about 43. 5% while bursting events account for
80. 5% with the excessive percentage over 100% due to the negative
contributions from other weaker interactions. In an oil channel
flow, Wallace et al (1972) used a technique similar to that used by
Willmarth and Lu (1971) and found that, for y+ > 15, burst events
had more contributions to Reynold stress than sweep events, but the
situation was reversed when y+ < 15. This last point is not in agree-
ment with the other reports.

It was postulated by Townsend (1957) and Grant (1958) that an
eddy structure consistent with velocity correlation measurements

could take the form of jets of low momentum fluid issuing from the



boundary region. This has thus been partially supported by the above
mentioned results. Based on the analysis of their various pressure-
velocity and velocity-velocity space-time correlation measurements,
Willmarth and Tu (1967) proposed a qualitative model for the genera-
tion of turbulence near the wall. This model outlined the sequence of
events that resulted in the production of intensive pressure and velocity
fluctuations by stretching of the vorticity after it was produced by
viscous stresses within and near the edge of the viscous sublayer.

This model has further been supported by Willmarth and Lu (1971).

By appropriate eigen-function decomposition of streamwise fluctu-
ating velocities in the region near the wall in a turbulent pipe flow,
Bakewell and Lumley (19 67) proposed a model for the flow field near
the wall region very similar to that of Willmarth and Tu (1967). They
suggested that, in the wall region, pairs of counter-rotating eddies
of elongated streamwise extent occurring at random were responsible
for the streaky structure near the wall region.

There were also speculations on the possibility of the interaction
between outer and inner flow regions. In their study of the motion and
shape of the turbulent bulges in the outer intermittent region,
Kovasznay, et al (1970) suggested that the violent bursts near the
viscous sublayer might have some bearing on the turbulent bulges in

the outer flow.
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Rao, et al (1971) estimated the mean time interval between bursts
from specially processed turbulent signals obtained from the hot wire
measurements of streamwise velocity fluctuations in a turbulent
boundary layer. They found that the mean time interval between
bursts scaled with outer rather than inner variables and that the
probability distribution of the time interval between bursts is log-
normal. They found that the mean time interval, T between

CB’

bursts can be expressed as

Ue Ten

=32, (1.1)

or,

2, —
U °/T
—1—-1)—9-3:0.65 R.690'75 , (1.9

where UOc is the free stream velocity, 6* is the displacement thickness
and Rea is the Reynolds number based on the momentum thickness. It
was also pointed out by Laufer and Badri Narayanan (1971) that the mean
frequency of the inner bursts was of the same order as that of the
turbulent bulges in the outer intermittent region.

The objective of the present experimental study is to provide
more information on the structure of the turbulent boundary layer

on a flat plate with no pressure gradient. The present study is an
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extension of the work by Willmarth and Lu (1971) and provides further
information about the interaction between inner and outer wake-like
flow. Some statistical properties are investigated. Attempts were
made to measure the mean time interval between bursts and sweeps
and their scale as a function of distance from the wall. A tape
recorded run from the high Reynolds number investigation of Willmarth
and Tu (1967) was used to evaluate the effect of high Reynolds number
since their measurement of auto-correlation coefficient yielded a high
Reynolds number data point for Rao, et al (1971).

The present study will be divided into three parts. The first part
will deal with conditional sampling method. The second part will study
some statistical properties of the turbulent velocities. Finally, mean
time interval between bursts and sweeps and the scales of them will

be discussed.



II. EXPERIMENTAL APPARATUS AND PROCEDURE

A. WIND TUNNEL AND FLOW CONDITIONS

The experiments were carried out on the floor of the 5 by 7 ft low
speed wind tunnel of the Department of Aerospace Engineering at The
University of Michigan. The test section of the wind tunnel is 25 ft
long and is indoors. The settling chamber, fan and steel ducting that
recirculate the air are out of doors. The contraction ratio is 15:1.

For the low speed measurements (Uoc ~ 20 ft/sec), the bottom
floor of the wind tunnel was fitted with smooth 1/2 in. plywood sheetsv
to make the wall aerodynamically smooth. The measurements were
made at the rearmost station of the test section in a thick turbulent
boundary layer. The transition to turbulence was developed naturally.
No tripping device was introduced. With natural transition, the lowest
possible flow speed to achieve a fully developed turbulent boundary
layer at the rearmost station of the test section was 20 ft/sec. Most
of the measurements were made at this low speed. Only a few were
made at a higher free stream speed, U_ = 200 ft/sec.

The mean velocity profiles measured with an impact pressure
tube and with a hot wire are displayed in Fig. 1. The flow parameters
for the two fully developed turbulent boundary layers are listed in

Table I, which also includes the properties of Coles' ideal turbulent
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boundary layer (Coles (1954)) for comparison. For the high flow speed

measurements, the mean wall shear stress of the turbulent boundary
layer used in the present investigation was measured by Willmarth and
Wooldridge (1962,1963) using a Stanton tube. For the low speed meas-
urements, the Clauser plot (Clauser (1956)) was used to measure the

mean wall shear stress.

B. HOT WIRE ANEMOMETER PROBES AND EQUIPMENT

Two types of hot wire probes were used in the measurements.
For the low flow speed measurements, the wires were soldered to
the tips of needles protruding through the wall. These wires, which
were used to produce the detecting signals for use in the conditional
sampling measurements, were at a distance of 0.037 in. from the
wall and had lengths of 0.10 in. and 0.045 in. The wires were made
by etching the silver away from the platinum wire, soldering the wire
to one needle tip and letting it hang, with a small weight on the end,
near the lower needle tip. Then the hanging wire was soldered to the
lower needle tip. The surface tension of the molten solder was very
effective in pulling the wire onto the needle tip. The wire had a
diameter of 1.5 x 10 in.

The Reynolds stress was measured using the usual x wire con-
figuration of 2 x 10 -4 in. diameter copper plated tungsten wires.

Each wire was soldered on needles 0.07 in. apart at angles of + 45°
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to the flow. The distance between the wire centers was 0.04 in. and
the wires were 0.035 in. long. The wire resistance was approximately
three ohms when cold and the difference in resistance between a pair
of wires was less than three percent of the nominal wire resistance.

Each wire of the x wire probe was separately heated at a constant
current and a separate channel of amplification and compensation was
used for each wire. The wires, amplifier gain and amount of compen-
sation in each channel were carefully matched so that they were iden-
tical within a few percent. Each wire was separately calibrated in a
steady laminar flow at various velocities. The calibrations differed
by less than three percent and obeyed King's law with good accuracy.
The wires were operated at an overheating ratio of one-half. The
time constant of each wire was approximately 9.5 x 10 -4 sec near
the wall in the low speed boundary layer and 5 x 10 -4 sec in the high
speed boundary layer. The above values represent the maximum
amount of compensation necessary near the wall. The gain and phase
shift of each channel with compensation network operating over the
entire frequency band, 1 < f < 20,000 Hz, were compared using a
Lissajous figure displayed on matched x and y channels of a Hewlett
Packard Model 130 BR oscilloscope. The gain and phase shift did not

differ by more than three percent over the entire frequency band.
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The streamwise velocity signal at the edge of the sublayer was
produced with a Miller constant temperature hot wire set or occasion-
ally with a DISA Model 55 D05 constant temperature hot wire set.

The Miller hot wire set is based on a design by Kovasznay, et al

(1963).

C. DATA PROCESSING FACILITIES

The fluctuating signals from the hot wires were recorded on
magnetic tape using a three-channel Ampex Model FR-1100 tape re-
corder. A six-channel Ampex Model 300A tape recorder with the .
same frequency-modulated electronic system was also used. The
frequency response of the tape recorder was DC-20,000 Hz. The
magnetic tape was half inch wide. The signals from the hot wires
were recorded at a tape speed of 60 in. /sec.

It was decided that the large IBM 360/67 digital computer at the
Computing Center of The University of Michigan was to be used to
reduce the data. First the analog data stored on reels of magnetic
tapes had to be converted into digital form. Two different systems
were used to do the analog-to-digital (A/D) conversions.

1. Low speed measurements: The tapes containing the analog

data were converted to digital form using a Control Data
Corporation Model 160A digital computer, a Redcor Model

608 Multiplexer, a Redcor Model 632 A/D converter and a
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Control Data Corporation Model 164 digital magnetic tape

recorder. The system can operate with one to four-channel
input at a rate of 1000 conversions per second for each
channel with 12 bit data in 2's complement. This conver-
sion rate was deemed adequate for a 100 Hz signal (i.e.,

one would have ten data points per cycle). The analog
magnetic tape was played back using the FM analog tape
recorder at a slower tape speed of 7.5 in. /sec, which was

a factor of eight slower than that at which the analog data
were recorded. Thus, the digitized data were accurate to
frequencies of the order of 1000 Hz. This frequency response
was broad enough for the signals from the hot wires for the
low speed, U_~ 20 ft/sec, measurements. The digitized
data were stored on 200-BPI 7-track digital magnetic tapes.
High speed measurements: Higher frequency response was
needed in this case. The data acquisition system in the
Cooley Laboratory of The University of Michigan was used.
This system operates with two-channel input at a rate of
21,000 conversions per second for each channel. With the
analog tape played back at a speed reduced by afactor of eight,

the digitized data were accurate to frequencies of 16, 800 Hz.
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This system was composed of a Raytheon Model DM-120
Multiplexer, a Raytheon Model AD-10A A/D converter, an
IBM 729 II Magnetic Tape Unit and a Raytheon Format
Generator.

A block diagram for this phase of A/D conversion is shown in
Fig. 2. The signals shown in Fig. 2 were obtained from the hot wires
as sketched in Fig. 3. AC coupling was used to block out the DC
component. The analog filter was a low pass Butterworth filter of
third order with half power point at 10 Hz. The filter was constructed
on an Applied Dynamics AD-24PB Analog Computer. Since the analog
data was played back at a speed of one-eighth the recording speed,
the filter half power point was actually at 80 Hz in real time. There
were no conditional sampling measurements for the high speed case.
Only the signals, Uiy and Uy (see Fig. 3) from the x wire probes were
converted into digital form. Thus, a filter is not used in this case.
The characteristics of the filter can be found in Appendix A.

After A/D conversion, the digitized magnetic tapes were then
taken to the Computing Center for processing. The data reduction
was done by several simple FORTRAN programs and a few assembly

language subroutines.



III. CONDITIONALLY SAMPLED MEASUREMENTS
OF REYNOLDS STRESS
A. INTRODUCTION

The method of conditional sampling was first used by Kovasznay,
et al (1970)(also Kibens (1968)) in the study of the motion and shape of
the turbulent bulges in the outer intermittent region of a turbulent
boundary layer. Their concepts of conditional sampling were extended
by Willmarth and Lu (1971) in a study of the structure of the Reynolds
stress near the wall. The fluctuating streamwise velocity, U at the
edge of the sublayer provided a detector signal. They found that,
when u became low and decreasing, a burst occurred. It was also
found that "'the filtered signal, us provides better criteria for the
identification of samples of uv that contribute to the Reynolds stress
when uW decreases.'" Thus, it was decided to use the filtered fluctuat-
ing streamwise velocity, s at the edge of the sublayer as the detector
signal in the present study.

This part studies the spatial distribution of the sampled Reynolds
stress using the same method employed by Willmarth and Lu (1971).
However, the sampled Reynolds stress is further sorted according to
the different events involved. Thus, the spatial distribution and decay
of the different events can be investigated from these sampled and

sorted Reynolds stresses.

15
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B. METHOD OF MEASUREMENTS

Two methods of conditional sampling were employed in the present
measurement. The arrangement of the hot wires for these measure -
ments is sketched in Fig. 3. The filtered fluctuating streamwise
velocity, u at the edge of the sublayer was used for detection for both
methods. If the u signal satisfied certain conditions, then one sample
of Reynolds stress was found. A program was required to compare
the velocity, u with a desired constant level and the slope of u, was
also determined when the constant level was reached. The sampled
uv data were treated in the following two ways:

1. The sampled uvtime segments (zero time referred to the time
of detection) were stored and averaged to give the average
value of the samples. This is the same method used by
Willmarth and Lu (1971). The signals, u, v and uv, were

obtained using

(3.1)

and
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Let <uv> denote the average value of the samples, then,

N
<uv> =

(wv); (3.2
where N is the number of stored samples.

The sampled uv time segment was sorted intofour parts depend-
ing on which quadrant in the u-v plane the uv signal at any

instant belongs to. To make the method clearer, define hi(T)

as
(1 for any time 7 that the point,
(u,v), is in the ith quadrant
hi('r) = in the u-v plane, (3.3)
0 otherwise

fori=1, 2, 3, 4. Next, define the four segments,
uvi('r), as

uvi('r) = hi('r) cav(t) . (3.4)

Then, the average values of the sampled samples are

where N is the number of samples. Note that the first

method is related to the second method through
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4
<uv> = E <wr> . (3. 6)

i=1
<uv‘,2> comes from the second quadrant in the u-v plane and
is associated with the bursting events while <uv 4> comes
from fourth quadrant and is associated with the sweeping or

inrush events. <uv1> and <uv3> are the other interactions.

C. RESULTS OF MEASUREMENTS
Extensive measurements at low speed (20 ft/sec) were made using
these methods. Figures 4 through 21 show the results of non-dimen-
sional <uv,> /uv as functions of the non-dimensional time,
Uoc'r/ 6*, with different sampling conditions. The u wire was located
at'y = 0.037 in. from the wall, or, y' = 16.2. This location was
chosen based on the observation by Corino and Brodkey (1969) that the
approximate center of the low speed region near the wall was at y+ = 15.
The sampling conditions for Figs. 4 through 7 were that uW was equal
to the trigger level of +1 -uW' with + slope at the trigger level.
The location of the x wire was directly above the point where u

w

was measured. The center of the x wire was aty = 0.07 in. or

y+ = 30.5. The sampling conditions for Figs. 8 through 21 were either

that the slope of uW was negative at the trigger level of - 1 'uw' or that
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the slope of u, was positive at the trigger level of + 1 'uw'. The x
wire was at various locations downstream of the u wire on the
plane normal to the wall and parallel to the mean flow direction, or,
z = 0.

Figures 24 through 32 show the results of non-dimensional
<uv> /uv as functions of the non-dimensional time delay, u,7/6%,
with x wire at various locations relative to the u wire which was at
y+ = 16.2. The sampling conditions for these figures except Fig. 32)
were that the trigger level was -1 °uW' and the slope of u  was nega-
tive at the trigger level. Figure 32 was obtained using the sampling
conditions that the trigger level was + 1 'uw’ and the slope of u was
positive at the trigger level.

It is seen from Figs. 4 and 5 that there are peaks in <uvz>/u_\7
plots and valleys in <uv 4>/ﬁ; plots. At the time when the peak in
<uv2> occurs, there are only small contributions to uv from other
<uv.1>. Thus, there is large contribution to uv from bursting events
when Uy is low. However, the locations of peaks in these two plots
are different. For the case uw/uw' = - 1 with the slope of u positive
(the low speed fluid is being accelerated), the peak occurs before the
sampling conditions are detected. For the other case (uw/uw' =-1
with negative u, slope, i.e., the fluid speed is low and being decel-

erated), the peak occurs after the detection. This is in agreement
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with the visual studies by Kim, et al (1968, 1971) and Corino and

Brodkey (1969) that the flow speed near the wall was low during
bursting and the velocity profile was inflectional. This result also
clarifies the finding of Willmarth and Lu (1971) who measured <uv>/uv
only. Thus, these plots show that the burst occurs when the veloc-
ity at the edge of the sublayer becomes low and decreasing.

Figures 6 and 7 were obtained with the trigger level set at + 1 'uW'
and the slope of u being positive and negative respectively. Peaks
are seen in the <uv 4>/1f\7 plots while there are valleys in <uvz>/117
plots. At the time when the peak in <uv4> occurs, there are only
small contributions to uv from the other <uvi>. Also the peak in
<uv4>/ﬁ\7 plot occurs earlier when u is of negative slope. The peak
occurs at the same time as the u signal reaches + 1 -uW' with posi-
tive slope. Since <uv4> is associated with sweep events, this finding
provides additional information about the acceleration phase as ob-
served in the visual study of Corino and Brodkey (1969). Thus, the
sweep occurs when the velocity at the edge of the sublayer becomes
high and increasing.

The contributions to uv from the sweep events are smaller than
from the burst events as can be seen from the magnitude of the peaks

in Figs. 5 and 6. The peak observed in the <uv2> /v plot for the

burst is 2.6 times the average Reynolds stress while the peak
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observed in the <uv4> plot associated with sweep events is 1. 35 times
the mean Reynolds stress. The ratio is 1.92. As the time lag becomes
large, or at a time remote from the detection time, each <uvi>
approaches a constant value. As 7 becomes large, <uv2> /uv
~ 0. 85, <uv4> /uv - 0.5 and <uv1> /uv and <uV3> /uv have small
negative numbers. The inequality of the two values, <uv2> /uv and
<uv4>/ﬁ5, is striking. The ratio of contributions to uv from <uv,>
and from <uv,> is 1.7 to 1. The contributions to uv from the bursts
are considerably larger than from the sweeps. This important fact
will be further studied later when the statistical properties of the uv
signal are surveyed.

Results similar to above can also be observed in Figs. 8 through
21, which were obtained at various stations downstream of the u, wire.
At each station two sets of <uv.1> were obtained using these two dif-
ferent sampling conditions: (1) trigger level at - 1 ~uW’ and the slope
of u negative at the trigger level and (2) trigger level at + 1 -uw' and
the slope of u, positive at the trigger level. For case (1) peaks exist
in <uv,> /uv plots and valleys in <uv e /uv plots. At the time when
the peak in <uv2> occurs, there are only smaller contributions to uv
from the other <uvi>. For case (2) peaks exist in <uv4> /uv plots
and valleys in <uvy> /uv plots. At the time when the peak in <uv e

occurs, there are only smaller contributions to uv from the other
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<uvi>. Regardless of the location of the x wire probe relative to the
u. wire, it is generally observed that the contributions to uv from the
sweep events (case (2)) are smaller than from the burst events (case
(1).

At a time remote from the detection time for both cases, the
product, uv, will not correlate with the sampling criteria. The quantity,
u, measured at the x wire station at this large time lag will be unrelated
to the detection criterion. However, to ensure a negative value of
the mean Reynolds stress, the product, uv, must occur at a point in
the second or fourth quadrants of the u-v plane more often than in the

other quadrants. Thus, the absolute values of <uv2> and <uv,> will

4

be larger than that of <uv1> and <uv3>. This was observed in the

above measurements for both case (1) and case (2), see Figs. 4 to 21.
‘Consider now at a time close to the detection time and with the

x wire probe not too remote from the detection wire. In case (1) the

fluid is being retarded at the detection and measuring stations. The

turbulent streamwise velocity, u, measured at the x wire station will

most likely be less than zero. The product, uv, will then come from

a point in the half plane, u < 0, of the u-v plane most of the time.

Thus, larger absolute values of <uv2> and <uv 3>, and smaller abso-

lute values of <uv1> and <uv 4> will be observed than at times remote

from the detection time. This argument explains the presence of peaks
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and valleys in the plots of the sampled and sorted Reynolds stress
for case (1). To ensure a negative value of mean Reynolds stress
requires that at times close to the detection time the absolute peak
value of <uv2> be larger than that of <uv3> as was observed from
the measurements, see Figs. 8-21. Similar arguments can be applied
to case (2). In this case the fluid is being accelerated. Thus, the
product, uv, will most likely come from a point in the half plane,
u> 0, of the u-v plane. This leads to the presence of peaks and valleys
in the plots of the sampled and sorted Reynolds stress. Also, the abso-
lute peak value of <uv 4> will be larger than that of <uv1>. All these
facts were observed from the above measurements.

The relation between <uv> and <uvi> is given in Eq. (3.6).
Figs. 5 and 24(c) were obtained using the sampling conditions (case (1);
-1 °uW' and negative slope of uW) with the x wire probe at the same
location. There is a'large peak in the <uv> /uv plot (Fig. 24(c)),
case (1). This figure was obtained by adding the four <uv.> /uv in
Fig. 5, thus <uv 2>/ uv is the main contributor. Therefore, large
contributions to uv occur when uW is low and decreasing. However,
when the other case (case (2)) is considered, the major contributor
to uv is <uv 2 /uv (see Fig. 6), but the contribution is not as large
as that of <uv2> /uv obtained with the sampling condition of case (1)

above (see Fig. 5). The result for case (2) is that in Fig. 32 there
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is no discernable peak in <uv>>/uv. Nevertheless, almost the entire
contribution to <uv> /uv for case (2) is caused by the sweep event
(note that the other three quadrants contribute nothing to <uv> at the
time given by case (2)). These results demonstrate the validity of the
detection criteria, namely; that bursts or sweeps occur near the wall
when the velocity near the wall is low and decreasing or high and

increasing respectively.

D. SPATIAL DISTRIBUTION AND DECAY OF SAMPLED REYNOLDS
STRESSES <uv> AND <uvi>

Consider first the burst related events, i.e., the sampling condi-
tions were set at trigger level of - 1 'uW' and negative slope of u, at
the trigger level. The sampled sorted Reynolds stresses, <uvi> /uv,
are shown in Figs. 5, 8, 10, 12, 14, 16, 18 and 20; and more exten-
sive measurements of sampled Reynolds stress <uv>> /uv are shown in
Figs. 24 through 32. The magnitude of the peak in <uv,> /uv plot is
seen to decrease as one travels outward from the wall (see Figs. 8
and 10, 12 and 14, and 16 and 18). The magnitude of the peak in
<uv2> /uv also decreases as one travels downstream at a fixed distance
from the wall. This result is shown in Fig. 22, which was obtained at
a fixed distance of y/6* =~ 0.169 from the wall downstream of the u,
wire (z = 0). Also seen in this figure is the shift of time lag for the

peak in <uv2> /uv plot. The ordinate of each plot in this figure is
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located in proportion to the distance, x, of the x wire probe from the
u wire. Thus, the dashed line in the figure represents the speed of

convection of the burst events. The burst convection speed, U ._, at

CB
this distance from the wall was found to be about 8.5 ft/sec, which is
somewhat less than the local mean flow velocity (UCB/U ~0.8) and
UCB/UOC ~ 0. 425.

Similar results are also observed in Figs. 24 through 32. The
magnitude of the peak in <uv> /uv plot decreases as one travels out-
ward from the wall and spanwise at a fixed downstream station from
the u wire. The decrease in magnitude of the peak is also observed
as one travels downstream at a fixed distance from the wall. From
these more extensive measurements of <uv> /uv, it is apparent that
the burst events are confined to a narrow region in the spanwise direc-
tion near the wall and downstream from the uW wire. However, the
region of disturbance in the direction normal to the wall increases
from a size of y/8* = 0. 506 at x/0* = 0 to a size of y/0* =0.912 at
x/0* = 1. 686 and more as one travels further downstream. There
is still some contribution to uv even at a station of x/8* = 2. 53 down-
stream of the u. wire.

At a fixed station downstream of the u wire (z = 0, x fixed,

y variable), one can find that, at a certain distance from the wall, the

peak in the <uv> /uv curve will occur at no time delay. This distance
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from the wall increases as one moves downstream. The line in the x-y
plane on which the peaks occur at no time delay travels outward from
the surface at an angle of 16 - 20°.

Consider now the sweep related events, i.e., the sampling condi-
tions were set at trigger level of + 1 -uw' and positive slope of uW at the
trigger level. The sampled sorted Reynolds stresses, <uv.1> /uv, are
shown in Figs. 6, 9, 11, 13, 15, 17, 19 and 21. No measurements
of sampled Reynolds stress <uv> /uv were made since there would be
no peak in the <uv> /uv plot as was noted in the last section. The
magnitude of the peak in <uv 4> /uv behaves similarly as in the case
of burst events. It decreases as one travels outward from the wall or
downstream at a fixed distance from the wall. A figure similar to
Fig. 22 is shown in Fig. 23, which was obtained at the same fixed
distance of y/8* = 0.169 from the wall as Fig. 22. The speed of
convection of the sweep events is represented by the dashed line in
the figure. The sweep convection speed, UCS’ was found to be nearly

the same as the burst convection speed. Thus,

Yes _YCB _ 4 4os
U U
oC oC

- YeB_ Yes o 4
U U ~

Rough estimates of the speed of convection of the burst events were
also made at various larger distances from the wall. The burst convection

speed, U was found to increase with the distance from the wall.

CB’



IV. STATISTICAL PROPERTIES OF uv SIGNAL IN A
TURBULENT BOUNDARY LAYER
A. INTRODUCTION
The probability density distribution function of the uv signal meas-
ured by Willmarth and Lu (1971) near the wall (y+ ~ 30) in a turbulent
boundary layer showed an odd shaped distribution with long tails
at both ends and a large peak at uv = 0. Similar results were also
obtained recently by Gupta and Kaplan (1972) very near the wall
(y+ ~ 2 ~ 35) in a turbulent boundary layer. As will be seen later,
the odd shaped probability density distribution of the uv signal is not

surprising if the joint-normality of u and v signals is assumed. The

joint-probability -density distribution function, P(ul, uz), is normal if

1 -1 2
P(u,,u,) = cexp|{ — (u,” - 2R u,u +u2) , (4.1)
1 2) 21 - RZ)I/Z 91 - RZ) 1 172 2

and

uv . .
R = u,u, = —— = correlation coefficient
172 u'v

27
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The revealing measurements of correlation maps, which showed
the fractional contributions to uv from different events such as burst
and sweep, were made by Willmarth and Lu (1971) at a distance of
y+ ~ 30 from the wall. More extensive measurements were made
in the present study across the whole turbulent boundary layer to study
the distribution of the contributions to uv from different events. Com-
parisons were made with the predicted results obtained from the joint-
normality assumption of u and v signals,

Some statistical properties of the uv signal were measured in a flat
plate turbulent boundary layer with zero pressure gradient. Probabil-
ity density distributions of the uv signal were also measured across
the turbulent boundary layer. Comparisons were made between the
measured results and the predicted results obtained from the joint-
normality assumption of u and v signals. When computing the pre-
dicted results, the measured local correlation coefficient was used
for R in P(ul,uz). A study of the two dimensional joint normal dis-
tribution can be found in Appendix B, which also includes some

comparison with other known results.

B. CORRELATION COEFFICIENT MEASUREMENTS

The correlation coefficient, ﬁ;/u’v', is shown in Fig. 33 as a
function of y/0, where 0§ is the boundary layer thickness. The corre-
lation coefficient is nearly constant throughout the boundary layer and

assumes a mean value of - 0.44. Some previous results are given
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here for comparison. Townsend (1951) reported a value of - 0. 48 for
most of the turbulent boundary layer. Klebanoff (1954) gave a

value of - 0.5 while Laufer (1953) showed a value of - 0. 45 for

y+ >15 in a pipe flow. Tritton (1967) reported a value of - 0.46. A
value of - 0.5 was given by Kim, et al (1968) for y+ < 100. In the
greater part of the channel flow the correlation coefficient was -0. 4 to
- 0.5 as reported by Reichardt (1938), Eckelmann (1970) and Wallace,
et al (1972). Even at a location very close to the wall, or as one
approaches the wall, a value of - 0. 45 is approached as was shown by
Coantic (1965), who used the Navier -Stokes equation with a power
series expansion of each turbulent variable in the neighborhood of

the wall to give an expression for the correlation coefficient in terms
of some measured quantities. Thus, a value of - 0. 45 for the corre-
lation coefficient can be assumed for most of the turbulent boundary
layer even very close to the wall. This checks with the present

measurements.

C. PROBABILITY DENSITY DISTRIBUTIONS

The probability density distributions of u and v are shown in Fig. 34,
which were measured at a distance of 0.07 in. from the wall or
y+ = 30. 5. Gaussién distribution is also shown for reference. The

turbulent velocity, u, is seen to follow the normal Gaussian distribu-

tion closely. However, the deviation from the normal Gaussian
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distribution is observed in the probability density distribution ov v.

A rather high value of 0. 5 is reached at v = 0 as compared to a value
of 0. 4 for the normal Gaussian distribution. Also, the curve is
slightly skewed to the positive side of v/v'.

The probability density distributions of uv fluctuations were meas-
ured at various distance from the wall. The results were found to be
very similar to that reported by Willmarth and Lu (1971) at yJr ~ 30.
This distribution has the features of long tails at both ends and a sharp
peak at uv = 0. A typical distribution is shown in Fig. 35, which was
measured at a distance of 0. 54 in. from wall, or, y/8* = 0.912.

The odd shaped probability density distribution of the uv signal is
not surprising if one assumes that the u and v signals are two statistically
dependent random variables with correlation coefficient, R. The nor-
mal joint-probability-density distribution function is shown in Eq. (4.1).
After some transformations and integrations (see Appendix B, Sec. B
for details), the probability density distribution of the normalized

uv/uv signal, denoted by Buv’ can be found from Eq. (4.1). The result

)

(4.2)

is

_ 2=
By (uv/uv) = —,1; -—~————7—1Rl 73 exp<R—--—-—-~——(uv/ ; V)>' KO<
G—R% 1-R

R - (uv/uv)

1 - R
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where Ko is the zeroth order K Bessel function. This distribution is
also included in Fig. 35. The agreement is satisfactory. Note that,
as uv — 0, the Bessel function approaches infinity. Thus, Buv -,
asuv ~ 0. The peak at uv = 0 in the measured probability density
distribution is thus expected. From the shape of this distribution,
the intermittent feature of uv signal is expected since most of the

time the uv signal will stay around uv = 0.

D. CONTRIBUTIONS TO uv FROM DIFFERENT EVENTS

1. Introduction and Methods

To better understand the nature of contributions to uv from the
different events, contributions to uv from different regions in the u-v .
plane were measured. The measurements were made with the x
wire at various distances from the wall. The u-v plane was divided
into five regions as shown in Fig. 36. In the figure, the cross-
thatched region is called the '"hole", which is bounded by the curves
luv| = constant. The four quadrants excluding the '"hole' are the other
four regions. The size of the ""hole" is decided by the curves, |uv] =
constant. Introduce the parameter, H, and let luv] = H-.u'v', where
u' and v' are the local root mean square values of u and v signals.

The parameter, H, is called the hole size. With this scheme, large
contributors to uv from each quadrant can be extracted leaving the

smaller fluctuating uv signal in the "hole". The contribution to uv



32

from the ""hole" would mean the contribution during the quiescent
period, while the second quadrant represents the burst events and
the fourth quadrant the sweep events.

The contributions to uv from the four quadrants were computed

from the following equations:

w; (B 1 r
U_V =ﬁhm T/ UV(t) Sl(t,H) dt s (4 3)
T =
0
i=1, 2, 3, 4,

where the subscript i refers to the ith quadrant and

1 , if luv(t)| > H-u'v' and
the point (u,v) in the u-v

S.1 (t,H) = plane is in the ith quadrant , (4.4

0 , otherwise

The contribution to uv from the "hole" region was obtained from

~ T

wp (B oy

= ﬁ lim T“ UV(t) ‘ Sh(t’ H) dt ) (4‘ 5)
T —oC 0

=

gl

where

1, if |uv(t)|_<_H'u'v' ,

0 , otherwise ,
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These five contributions, u~v.1 and tfvh, are all functions of the hole size,

H, and

— () v, (5
Z =t =1 . (4.6

\
i=1

2. Results of Measurements

The results of the measurements are shown in Figs. 37a-37g and
Fig. 38. There was only one measurement for the case of high speed
flow which was made at a distance of y+ = 265 from the wall. This
result is shown in Fig. 38. As for the low speed measurements, the
results were obtained with x wire at various distance from the wall.
The results were very similar for both high and low Reynolds number
measurement and regardless of the x wire probe location in the turbu-
lent boundary layer. In these figures, curves representing the fraction
of total time that uv signal spent in the "hole" region were also in-
cluded. As can be seen, for a large portion of the time, |uv| is very
small. This is expected from the probability density distribution of
the uv signal. This can also be seen from a trace of the uv signal that,
for a large fraction of time, the uv signal is approximately zero. This
fact is also seen from the contribution curve related to the ""hole"
that the contribution remains small in spite of large time of occupancy.

As a matter of fact, these two curves, i.e., the fraction of the total
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time in "hole" and the contribution to uv from the ""hole" region,
can be derived from the assumption of joint-normality of u and v
signals (see Appendix B, Sec. C). The predicted curves are also
included in Figs. 37a through 37g and in Fig. 38 for comparison.
The agreements between measurements and predictions are very good
except at thé point very close to the wall and in the outer intermittent
region.

The assumption of joint-normality of u and v signals implies that
the contribution to uv from the second quadrant, u~v2, should equal that

~

~ from the fourth quadrant, uv 4 Similarly, iv, = uv,. The predicted

1 3
curves for them are also shown on the figures. The deviation from
the joint-normality is apparent regardless of the flow speed and the
location in the turbulent boundary layer. As can be seen, the largest
contribution comes from the second quadrant which is burst related.

‘The second largest contribution is dv, and is sweep related. The

4
contributions from ti"vl and t'i'v3 are negative and relatively small.
Especially, when the hole size, H, becomes large, there are only two
contributors. One is u~v2 and the other one comes from the "hole"
region. Thus the importance of the burst events in the turbulent bound-
ary layer is obvious. At the hole size of H = 4. 5, which amounts to
luv| > 10 |uv], there is still a 15 to 30% contribution to uv from the

second quadrant, i.e., sz/ﬁV = 0.15 to 0. 30. At this level there

are almost no contributions from the other quadrants.
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E. SOME RESULTS FOR THE BURST AND SWEEP EVENTS

Some results will be discussed here regarding the contributions
to uv from bursts and sweeps in general. Figure 39 shows plots of
ﬁ'vz/u'v’ , u~v4/u'v' , their average valuesand the predicted average
valueswithH= 0. It is understood that the hole size is set at zero
(H = 0) in the study of this section, since bursts and sweeps in general
are concerned here. Both u~v2/u_\; and uv 4/65 are nearly constant inv
the boundary layer except very close to the wall and near the edge of
boundary layer. It is found that ITV'Z/u’V’ ~ - 0.34 and u~v4/u’v’ x
- 0.24, or, lfvz/ﬁ ~0.77 and ﬁ“v4/ﬁ.\7 ~0.55. Thus, bursting events
account for 77% of the local Reynolds stress and the sweep events
have 55% to their account. This leaves - 32% of local Reynolds stress
to the other two negative contributors. As can be seen from Fig. 39,
the mean values of LTVZ/u'v' and L'fv4/u’v’ predicted from the assump-
tion of the joint-normality of u and v are in satisfactory agreement with
the measured values. It should be pointed out here that, even though
the u and v signals are not jointly normal as noted in this study and
the v signal is not Gaussian distributed as noted before (Sec.IV-C),
the assumption of the joint-normality of u and v leads to a reasonably
good prediction such as the fraction of time spent in hole, the fractional
contribution to uv from hole, the probability density distribution of the

uv signal and the mean value, (dv, + uv,)/(2 u'v".
2 4
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The ratio of the contribution to uv from the burst events and that
from the sweep events is plotted in Fig. 40 as a function of y/8. There
is a sharp rise near the wall while for most of the boundary layer the
ratio is nearly constant with a value of 1.35. The single high speed
measurement gave a value of 1. 25, which was measured at y/6 = 0.014
or y+ = 265. The results are replotted in Fig. 41 as a function of y+.
In this figure the results obtained by Wallace, et al (1972) at a much
lower Reynolds number in a channel flow are included. The disagree-
ment is apparent especially near the wall. The reason for this dis-
agreement might be due to the Reynolds number effect. But, from the
present measurements, the results seem to scale with the wall region
variables with the two flow conditions considered (Re 9= 4,230 and 38,000).
Although there is only one measurement for the high Reynolds number
flow, it is conjectured that the Reynolds number similarity may hold.
Further studies on the case of high Reynolds number flow are needed.

The closest distance to the wall obtainable for the present measure-

ment was y+ = 30. 5 for the case of Re , = 4,230 because of the size of

6
the x wire probe. The ratio, €v2/5v4, is 1.8 at this distance from the
wall. In the section describing the conditional sampling measurements
(Sec. TI-B), it is recalled that with x wire probe at this distance from

the wall the ratio of the contributions to uv from <uv2> and from

<uv4> at large time lag was found to be 1. 7:1 (see Figs. 4 through 7).
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Thus, this provides another check since at very large time lag from
the detection (the time when sampling conditions are detected) the ratio,
(<uv2>/ <uv 4>)1__‘0c, should be the same as (uv2/uv 4) 1o if the x wire

probes are at the same distance from the wall.



V. MEAN PERIODS AND SCALES OF BURSTS AND SWEEPS

A. INTRODUCTION
In the visual studies by Runstadler, et al. (1963), Schraub and
Kline (1965) and Kim, et al. (1968, 1971), the mean time intervals,
TfCB’ between bursts were measured by visual counting of the violent
motion of ejection near the wall in a turbulent boundary layer. Kim,
et al. found that the mean time interval, TfC

as the time lag required to obtain the second mild maximum in the

g Was nearly the same

curve of the auto-correlation coefficient of the fluctuating streamwise
velocity, u. By properly processing a hot wire signal in a turbulent

" boundary layer in the air, Rao, et al. (1969, 1971) were able to
measure the mean time interval between bursts. They showed, from
the data over wide range of Reynolds number, that the mean burst

period, T scaled with outer rather than inner flow variables (see

CP’
Eq. (1.1)). Among the data, there was only one measurement for the
high Reynolds number flow (Re 9= 38,000) by Tu and Willmarth (1966).
Rao, et al. used their measurement to obtain the mean burst period.
In the process of counting the number of bursts a definitive identi-
fication of bursts is required. This represents difficulties both in
visual studies and in hot wire measurements. In the visual studies

bursts of varying magnitude were observed embedded in a background

of other turbulent fluctuations. When an event is not extremely violent

38
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and coherent, it is up to the observer to decide whether it is a burst
or not. More difficulties are present in the measurement of the mean
burst period from a trace of a single hot wire signal because only the
velocity at one point is known. In the hot wire measurements by Rao,
et al. (1969, 1971), the signal, u, was differentiated and filtered to
make ""bursts'' stand out more clearly. Firstly, as pointed out by
Kim, et al. (1971), it remains to be checked whether this process will
show the same phenomenon as the "oscillatory motion' as observed
in the second stage of the bursting process observed by Kim, et al.
(‘1968, 1971). Secondly, even if this technique does make the burst
stand out, counting the number of bursts using human eyes is some-
what arbitrary since the "bursts' are not too well or’ganized} or clearly
identifiable in the traces of their processed u signal (see Fig. 1 of the
paper by Rao, et al. (1971)). However, Rao, et al. arrived at a charac-
teristic time, called Tm’ for the burst period. The procedures they
followed are:

(a) Hot wire signals filtered with narrow pass band were pro-
jected onto graph paper.

(b) After blocking out central strips of various width (amplitude
discriminator setting), bursts were presumed to occur only
if the time interval after the previous burst was greater than
twice the period of the center frequency of the pass band of

step (a)
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() Mean burst rates were plotted against the amplitude dis-

criminator settings.
(d) An optimum range of the discriminator settings over which
the precise value of the setting was immaterial was found.
The burst rate found in this range was the characteristic
time, Tm
As pointed out by Rao, et al. (1971) the optimum range of discriminator
levels was not as wide as one might wish. In procedure (b), '"the
periods of activity, i.e., stretches of signal beyond this strip, were
counted as separate bursts only if the time interval between them was
greater than twice the basic period corresponding to the mid frequency
in the selected pass band". This leads one to speculate what the situa-
tion will be if, instead of ""twice the basic period', some other factor
timgs the basic period is used. The burst rate will then be a function
of this factor. Then, the optimum range obtained in procedure (d)
may shift to another discriminator setting depending on the value of
the factor. Thus, the characteristic time, Tfm’ will not be the same.
In the present study some characteristic times related to bursts

and sweeps and their durations are attempted. Similar difficulties,

mainly definitive identification of bursts and sweeps, will be encountered.
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Extensive measurements were made for the low speed flow across the
turbulent boundary layer. A single high speed measurement was also
made to study the Reynolds number effect on the burst and sweep

rates.

B. MEASUREMENTS

As is evident from the measurements of sampled sorted Reynolds
stress, during the occurrence of bursts, there is large contribution to
uv. A large peak in uv signal was observed (see the measurements
of Willmarth and Lu (1971)) and came from the second quadrant of the
u-v plane. Difficulties are encountered when a definitive identification
of bursts is desired. Assume that, if the uv signal reaches a certain
specified level or larger in the second quadrant, a burst occurs. By
counting the number of times the above conditions are detected in a
given time interval, the mean time interval between bursts, called ~B’
can be found. Of course, the mean time interval between bursts so
measured will depend on the setting of the spécified level that the uv
signal must reach. Thus, the burst rate certainly is a function of the
hole size, H. However, after a close examination of the plots of the
contributioﬁs to uv from different events (Figs. 37a through 37g and
Fig. 38), a unique feature is seen that, as the hole size becomes large,

the contributions to uv from quadrant one, three and four vanish more

rapidly than contributions from the second quadrant. It is observed
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that, when H reaches a value of 4 to 4.5, only \'fvz/'a? is not zero.
This contribution must have come from the large spikes in the uv
signal related to the bursts. For a hole size of H=4 ~ 4.5, |uv]|
is about ten times the absoluté value of the local mean Reynolds stress.
These bursts certainly are very violent. From this unique feature, one
can obtain a characteristic time interval between large bursts by setting
the specified level at H = 4 to 4. 5.

A similar scheme was used tomeasure the mean time interval
between sweeps, denoted by -T_S. A sweep is assumed to occur if the
uv signal in the fourth quadrant reaches a specified value or larger.
Thus, as in the case of bursts, the mean time interval, ;fS’ between
sweeps is also a function of the hole size, H. A characteristic time
interval between sweeps can also be found using another unique feature
in the plots of the contributions to uv from different events. At a hole
size of H ~ 2.25 ~ 2,75, u~v1/E\7 and u~v3/ﬁ-\7 vanish. Thus, the character-
istic time interval between large sweeps is obtained by setting the level
at H=2.25~2.75. From the study of the statistical properties of the
uv signal, the contribution to uv from the second quadrant is found
to be larger than that from the fourth quadrant. Thus, the sweeps
are not as violent as the bursts. This was also observed in the mea-
surements of sampled sorted Reynolds stress. Thus, a lower specified

level for sweeps may yield a characteristic time interval more rep-

resentative of sweep events.
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The time scale of the burst was obtained by measuring the mean

time during which the uv signal exceeded the specified level. In other

words, the time scale, AT_, can be expressed as

B

T
XTB(H) = lim % f sz(t, H dt |, (5.1)

T ~~oc 0
where Sz(t, H) is the function shown in Eq. (4.4). Similar expression

can be written for the scale of sweep, KT—S’ as

T
KT‘(H)znml S, (t,H) dt (5.2
S T 4
T —=cc
0
where S4(t, H) is the function in Eq. (4.4).
The counting of the number of bursts and sweeps and the computa-

tions of Z’_ITB and ATg were accomplished at the same time that the

contributions to uv from different events were computed.
C. RESULTS

The non-dimensional mean time interval, UOC?B/ 6*, between
bursts is shown in Fig. 42 as a function of the hole size, H, with the
distance from the wall, y/6, as a parameter. This was obtained from
the low speed (Uocz 20 ft/sec) measurements. As is seen, the mean
time interval between bursts is nearly independent of the location in
the turbulent boundary layer. And so is the characteristic time interval

between bursts as shown in Fig. 43, which was obtained from Fig. 42
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by setting a level of H ~ 4 ~4.5. A value of UOC_T_CB/G* ~ 32 is found

for most of the boundary layer. Measurements from the single high
flow speed run are also included in Fig. 43. It is believed that this

characteristic time interval, called T B’ is related to that of Rao,

C
et al. (1971). For the two flow conditions with Ree = 4,230 and 38, 000,

U —’IT_CB/G* ~ 32. This confirms the scaling of the mean period be tween
bursts with outer flow variables as reported by Rao, et al. (1971).

The mean time interval between sweeps in non-dimensional form,
UOCTITS/G*, is shown in F’ig. 44 as a function of the hole size, H, with y/0
as a parameter. The data are more scattered. However, the depen-
dency of Uoc—T.S/ 6* on the distance from the wall isnot too large. The
characteristic time interval, called TCS’ obtained from Fig. 44 by setting
a level of H = 2.25 ~ 2. 75 is shown in Fig. 45 as a function of the dis-

tance from the wall, y/6. A value of about 30 for U, T—CS/G* is

found in most of the boundary layer. Thus, U < TCB/ 6* and

U "T_CS /0* are essentially equal. Same result was obtained for the
oC

high speed flow measurement. Thus, T might also scale with the

CS

outer flow variables as T Further studies on the sweep events are

CB’

needed.

The fact that T CB is nearly the same as T cs

from the measurements of "f‘m by Rao, et al. (1971) (see also Sec. V-A).

can also be justified

The mean time interval, T 1 is found to be about one half of 'T_CB, i.e.,
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—T—CB/Tm ~ 2 for 500 < Re <1x10% 1tis possible that Tm’ deter -

mined by Rao, et al. (1971), may indicate the mean time interval be-
tween a burst and a sweep (mean time interval between violent events
regardless of whether they are bursts or sweeps). Furthermore, Kim,
et al. (1968, 1971) found that the mean time interval between visually
observed bursts was nearly the same as the time lag required to obtain
the second mild maximum in the curve of the auto-correlation coef-
ficient of the fluctuating streamwise velocity, u. If a sweep event
occurs after a burst event the average value of the time interval be -
tween bursts and between sweeps should be the same.

As noted before, there are difficulties in the process of counting
the number of bursts and sweeps. It is suggested that, in order to
obtain the characteristic time intervals that are representative of the
different events, one should try to find these time intervals from the
measurements of the auto-correlation coefficient of the signals sorted
for the different events. For example, one can first sort the u signal
into two parts: one positive sign and the other negative sign. Then the
curves of the auto-correlation coefficient can be found from these two
sorted signals. One then defines the characteristic time intervals
to be the time lags required to obtain the second mild maximum in
these two curves. One of these time intervals is burst related (the one
that is obtained from the sorted signal with negative sign). The other

is then sweep related.
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The time scale of the burst in non-dimensional form, U_ KTB/ 6%,
is shown in Fig. 46 as a function of hole size for the low speed meas-
urements. The time scale is seen to increase as one moves away

from the wall. The characteristic time scale, AT for bursts is

CB’
shown in Fig. 47, which was obtained from Fig. 46 by setting the level
of H~4 ~4.5. The gingle measurement for high Reynolds number
flow gave a value of 0. 21, which is somewhat small compared to that
for low speed measurements. The time scale of the sweep is shown
in Fig. 48. The general trend that the scale increases as the distance
from the wall increases is also observed. Figure 49 shows the char-
acteristic time scale, —A_'ITCS,
by setting a level of H ~ 2. 25 ~ 2.75. A lower value of 0. 16 for

for sweeps. This figure was obtained

UOC ﬁCS/G* is obtained for the high speed measurement. The varia-
tion of the time scale, ﬁCB’ is very small within the range of hole
size considered. It is found to be less than one percent. The varia-

tion of the time scale, AT . is larger. Within the range of hole size

CS

considered (H » 2. 25 ~ 2.175), the variation is about 10% at most.



VI. DISCUSSIONS OF MEASUREMENTS

The ejection of low momentum fluid from the wall is a dominant
feature of the structure of the turbulent boundary layer. The impor-
tance of burst events is obvious from the study of the ratio, u~v2/u;4,
at H=0. Near the wall, the ratio is the highest with a value of 1. 8,
while in outer region a smaller value of 1. 35 is obtained (see Fig. 40).
Thus the ejection is more violent near the wall as was better illus-
trated by the measurements of Willmarth and Lu (1971) in which very
large individual contributions to uv were identified near the wall. It
is likely that the ejection can reach a station remote from the wall in
a turbulent boundary layer. Thisisinagreement with the results of
Grass (1971).

Although definitive identification of bursts and sweeps is difficult,
some characteristic mean time intervals between bursts and sweeps
have been found. The scaling of the mean time interval between bursts,

T .., with the outer flow variables (see Eq. (1.1)) is confirmed. As

CB
for the sweep events, the mean sweep rates were obtained for two flow
conditions with Reynolds numbers, Ree, of 4, 230 and 38,000. The

mean time interval between sweeps is roughly the same as that between

bursts. It is too early to draw any conclusion about the scaling of the

sweep rate, although both cases yielded roughly the same value of about

4'7
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30 for U_ r_I‘-CS/ 6* using the methods of Section V. However, if the
measurements of Tm by Rao, et al. (1971) are an indication of the
mean time interval between a burst and a sweep, it is conjectured
that the mean sweep period may also scale with the outer flow param-

eters and U T = U T

CS/ CB/ o

The contributions to uv from the burst events is about 77%, which
is in essential agreement with the measurements by others (e.g.,
Kim, et al. (1968), Corino and Brodkey (1969) and Grass (1971), etc.)
However, Wallace, et al. (1971), reported a larger contribution to uv
from the sweep events for y+ < 15 in a channel flow. The reason for
this discrepancy is not clear. It might be due to the nature of flow
involved.

Whether the sweep events follow the burst events is not clear.
However, from the facts that the sweep events contribute to uv (about
55%) less than the burst events and that the mean time interval between
bursts is nearly the same as that between sweeps, sweep events may
follow the burst as was observed by Corino and Brodkey (1969).

It has been speculated that the bursts may have some bearing on
the turbulent ""bulges' in the outer intermittent flow region. See,
e.g., Kovasznay, et al. (1970) and Laufer and Badri Narayanan (1971).

Present measurements of the mean time interval between bursts and

the time scale seem to confirm the idea. The mean burst period,
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T CB’ is constant for most of the boundary layer while the time scale,
ECB’ increases with increasing distance from the wall.
From the scaling of the burst rate with outer flow variables and

the scaling of IIVZ/JV 4) Fig. 41) with inner flow variables, it

H=0 (
seems that the occurrence of bursts is determined by the outer flow
conditions while the ensuing events after the burst sets in are related
to the wall region variables.

The dominant feature of ejection in a turbulent boundary layer
can be seen in the plots of contributions to uv from different events
(Figs. 37a-3Tg and 38). Besides this, other statistical characteristics
of the uv signal are fairly predictable from the assumption of joint-
normality for u and v signals except very close to the wall (90 < y+)
and in the outer intermittent region. These facts lead one to speculate
that the turbulence in the inner part of the turbulent boundary layer may
be considered as a 'universal motion' plus an 'irrelevantv motion' as
suggested by Townsend (1957,1961). The 'universal motion' may be
considered as random occurrence (both temporally and spatially) of
bursts, which is controlled by the outer flow, plus the ensuing more
diffuse return flow, which may be related to the sweep events. The
'irrelevant motion' may be considered as the accumulation of the
remnants of what has happened upstream. The contribution to uv

from the latter would be small.
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From the measurements of sampled Reynolds stress, <uv>,
using the sampling criteria that the velocity, u at the edge of the
viscous sublayer is low and decreasing, it is found that the line in the
x-y plane on which the peak values of <uv> occur at no time delay
travels outward from the wall at an angle of 16-20°. This may be
thought of as, when a burst occurs, a certain pattern such as the
hair -pin-vorticity model proposed by Willmarth and Tu (1967)is being
convected and swept by the measuring stations. As a matter of fact,
this pattern may also be used to describe the time sequence of the
instantaneous velocity profiles near the wall as observed by Kim,
et al. (1968) (see Fig. 4.13 in their report). Since the sampled
Reynolds stress,<uv>>, was obtained with a sampling procedure
that is favorable to the occurrence of bursts, it is likely that the
model of Willmarth and Tu (1967) may describe the flow structure
near the wall and may well be a part of 'universal motion' as men-

tioned above.



VII. SUMMARY AND CONCLUSIONS

A. SUMMARY

The structure of Reynolds stress in a turbulent boundary layer on
a smooth wall with zero pressure gradient has been investigated.
The method of conditional sampling has been employed. Some statisti-
cal characteristics of the uvsignal were measured. An attempt was
made to measure the mean time interval and time scale of bursts and
sweeps.

1. Conditional Sampling Method

Using the hot-wire signal at the edge of the sublayer as a detector,
the averages of sampled Reynolds stress, <uv> and <uvi>, were
measured with the x wire probes at various locations. The striking
feature is the appearance of peaks and valleys in the sampled sorted
Reynolds stress. As the velocity at the edge of the viscous sublayer
becomes low and decreasing, a burst occurs. On the other hand, when
the flow velocity at the edge of the sublayer becomes large and in-
creasing, the sweep event occurs. The burst events make greater
contributions to uv than the sweep events.

The size and the decay of the sampled Reynolds stress, <uv> ,
and the sampled sorted Reynolds stress, <uv2> , are also measured

using sampling criteria favorable to the occurrence of bursts (the

o1
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fluctuating streamwise velocity, uW, at the edge of the viscous sublayer
is low and decreasing). The region of disturbance is relatively narrow
in spanwise direction and grows as it is convected downstream. The
convection speed of the bursts is somewhat lower than the local mean
flow velocity (UCB/U ~ 0. 8) at a distance of y/6* ~ 0.169 from the wall.
The burst convection speed is found to increase with the distance from
the wall.

The size and the decay of the sampled sorted Reynolds stress,
<uv4>, for sweep events are measured using sampling criteria favor -
able to the occurrence of sweeps (uW is high and increasing). The
region of disturbance grows as it is convected downstream. The
convection speed of the sweeps at a distance of y/8* ~ 0.169 from the
is nearly the same as that of the bursts; and UCB/Uoc ~ UCS/Uoc ~

0.425 and UCB/U ~ UCS/U ~0.8.

2. Statistical Characteristics of the uv Signal

Many statistical properties of the uv signal were measured.
When the product, uv, is considered the assumption of joint-normality
for u and v predicts reasonably well the measured results. However,
if the details of u and v signals are considered, deviations from the
joint-normality are found. The contribution to uv from bursts is larger
“than that from sweeps. Near the wall, the bursts are much more

violent. The ratio, (Jvz/tfv 1. Was found to scale with the wall

4)
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region variables (see Fig. 41). Thus, the importance of the bursting
events in turbulence generation is also confirmed in this part of the
study.

The plots of contributions to uv from different events (Figs. 37a-
3Tb and 38) show a definite feature that the bursts are the largest con-
tributor throughout the boundary layer. The intermittent feature of
the uv signal is also apparent, since most of the time the signal is
spent at small hole size. If the internal intermittency is defined to
be the fraction of tirﬁe spent during the violent ejection period, the
value was found to be 1 ~ 2%. This value is obtained from the curves

of fraction of total time spent in hole when the hole size is 4 ~ 4. 5.

3. Burst and Sweep Measurements

From the plots of contributions to uv from different events,
definite characteristic times are obtained for both burst and sweep
events. These characteristic times are believed to be the mean time
intervals between bursts and sweeps. Both mean time intervals are
found to be sensibly constant for most of thé turbulent boundary layer.
The scaling of the time interval between bursts with outer flow varia-
bles is confirmed. The characteristic time scale of the bursts in-
creases with the distance from the wall. The mean time interval
between sweeps is roughly the same as that between bursts. And the

scale also increases with the distance from the wall.
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B. CONCLUSIONS

The largest contributors of local Reynolds stress are the burst
events, which account for 77% of uv, while the sweep events account
for 55%. The excessive percentage over 100% is due to the other
negative contributors.

The scaling of the burst rate with outer flow variables is checked.
The measurements of sweep rates imply the same scaling, since both
rates are nearly equal.

The size of the burst is narrow, but it is growing as the distur-
bance is convected downstream. The convection speed of the burst
events is somewhat lower than the local speed of the mean flow at
the distance of y/6* =~ 0.169 from the wall. As for the sweeps, the
size is believed to be narrow. The convection speed is the same as
that of the burst events and U CB/Uoc ~U CS/UOC ~0.425, and
UCB/U »Ug/U ~0.8.

The model proposed by Willmarth and Tu (1967) for the flow
structure near the wall is pertinent to the description of ejection
process, which is due to the stretching of the vorticities produced
by viscous stresses within and near the edge of the viscous sublayer

and is responsible for the generation of turbulence.



APPENDIX A

THIRD ORDER LOW PASS BUTTERWORTH FILTER

It was part of the sampling procedure that the hot wire signal,
u obtained from the edge of the viscous sublayer, was filtered
through a low pass filter. The third order Butterworth filter was
used. The characteristics of this filter can be obtained from the

governing differential equation of the filter,

1 ... 2. 2. _
;—§80+;—'§eo+z{)—eo+eo-ei ) (Al)
0] 0]

where €; is the input signal to the filter, €, is the output signal and
w = 1/27 fo’ where fo is called half power point frequency. Assume

that ei and eO are of the forms

iwt
e, = Ai 7
and
_ iwt
€~ Ao :
Then, from Eq. (Al), one obtains
A . A |
"A'.O_ = """“‘1“—%‘ g e1¢ and Aoi = 1 , (A 2)
S P EY: Y148

where & = w/(.u0 = f/f0 and ¢ = tam"1 [(E 3. 2¢)/(1 - 252)]. ¢ is called

the phase shift.
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The time lag for the signal after passing through the filter is given

As &£ -0, AT - 1/17fO = 0.318/f0.

The gain of the filter is shown in Fig. Al as a function of the
non-dimensional frequency, £ = f/ fo. The non-dimensional time
lag, AT fo’ is shown in Fig. A2. It is seen that the time lag is
nearly constant for the range of frequencies of interest, 0 < § < 1.
Thus, a signal passing through this filter is delayed by an amount of
time of about 0. 34/ fO sec., where fo is the half power point in unit

of Hz.



APPENDIX B

A STUDY OF THE TWO DIMENSIONAL
JOINT NORMAL DISTRIBUTION

A. HIGHER ORDER MOMENTS, (uluz)n

Consider two statistically dependent random variables, u and v,
with the correlation coefficient, R = uv/u'v', where u' and v' are the
root mean square values of u and v respectively. Let P(ul, u2) be the

and u,. Let

joint-probability-density distribution function of u 9

1

ug = u/u' and uy = v/v'. Then, P(ul,uz) is normal if

1 1 1 2

P(ul’uz) :é————————l—]é- exp -""‘"“—_Z)“ (u1 - 2R u1u2+u22) y

21 - R
(1-R

(B.1)

which has the following features:
(1) The marginal distributions of uy and U, are normal Gaussian

distributions.

(2) All uneven moments are zero:

+00

m _n m _ n _

U Uy = /P(ul,uz) U U, du1 duz—O (B. 2
¢

for m and n integers and m + n = uneven. (See Hinze (1959).)
For any integer n, (uluz)n will not vanish. The results are as

follows:

57
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3 .2
u1u2=R , (uluz) =2R" +1
3 .3 i, 4 2
(uluz) =6R" +9R , (uluz) =24R" +T2R" +9
(hu)" = (1/2"1:3:5. . . Gn - [(L+B" +(1 -R"] (B.3)
n-1
+(1/2" E (-1)‘nc.1 1-3-5...(2-113"5. ..
i=1

2 -9 -1] @-RI @+,

where

c n-i+)*-i+2...n
ni- 1:2- ... (n-1i)

Some comparisons can be made with the experimental measure -

ments. Recently, (uv) 3/[(uv)2]3/2 and (uv) 4/[(uv)2]2 were measured
by Gupta and Kaplan (1972) in a turbulent boundary layer with two dif-
ferent flow speeds. Both quantities remain constant in the boundary

layer except very close to the wall and in the wake region. They

found that (uv)®/ [(uv)z] 3/2 had values between - 1 and - 2 while

2
(uv)?/ [(uv) %] had a value of approximately 10. From Eq. (B.3), one

obtains
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(av) 3 6RS + 9R

[(uv)2]3/2: [(2R2+ 1)]3/2

~-3.2

and

(uv)4 _ 24R4 + ’72R2 +3

[(wn2]?  (2r?+1)2

~12.4 for R=-0.44

These results are comparable with the experimental measurements.

B. PROBABILITY DENSITY DISTRIBUTION, Puv

In order to find the probability density distribution function for the
uv signal, some transformations and integrations are needed. Consider
the following transformation

o= 2u1u2 , B = Ut -u, (B. 4)

This transformation would transform the half plane, uy > 0, into the
whole @ - B plane. This is also true for the other half plane, uy < 0.
However, from the symmetry of the function, P(ul, uz), about the
origin, the real probability density distribution function is, except a
factor of two, the same function which would be obtained by consid-
ering only the half plane, Uy > 0.

Let Pa (¢, B) be the probability density distribution function of

B

a and B variables. Then,

P(ul, uz) du1 du2 = PozB(a’ B) da dB
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From Eq. (B.4), one obtains

1
du, du, =
172 4 (oz2 R 52)1/2

dx dB . (B. 5)

From Egs. (B.1) and (B. 5), one has

1 1 1
P(u,,u,) du du o
vt M1 M8 TR 2, 1/
Xp{-——l—-[(azw%l/z-Ra]}dadB
21 - R)
Thus
1 1 1

* exp

[l +BZ) ‘ . (B. 6)

_ 1-3%

Note that a factor of two has been included in this expression. The
marginal probability density distribution function of a is

+cC

Pa(oz) = / Paﬁ(a,ﬁ) dg

-oC

- L 1 exp f 1
2 1 -rV2 1—R2) @2+ p31/2

9 1/2
- exp Lo +BZ) )B (B.7)

21 - RY
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Let I(a) denote the integral in this equation. By change of variables

one obtains

oC

- ol exp (-t) 1
I(0) = exp : dt
(%1-R%>jf
a

© (k)

, (B.9)
zu-R%’

where Ko is the zeroth order K Bessel function. See Grobner and

=K
0

Hofreiter (1966) for this integration.

Since

b

Pa(a) da = ZPa (2u1u2) d(uluz) = ZRPa (2u1u2) d(uv/uv)

the probability density distribution function, Puv(uv/tﬁ), of the vari-

able uv/uv, can be written as

R uv
- ﬁ‘ | (B.9)

This function is plotted in Fig. 35 with R = - 0.4. Note that, as

uv - 0, P~ o, since K = c.
uv )

For the variable, h = uv/u'v', the probability density distribution

function, PH(h), is, from Eq. (B.9),
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h
—————Z-l (B. 10)

1 1 Rh
P, (h) == exp(—————-——)K
H 77( R2)172 1-R2 o 1-R

C. CONTRIBUTIONS TO uv FROM DIFFERENT EVENTS AND
FRACTION OF TOTAL TIME IN "HOLE"

The fraction of total time in 'hole', PT(H), can be considered as
the probability that the uv signal stays in the range, luv/u'v'| <H.
Thus,

H

P (H = pr(h) dh . (B. 11)
H

The contribution to uv from '"hole' is given by

H
u_vll(H) f P (h) dh_hl— /h'PH(h) dh . (B.12
-H

=t

Other contributions are computed as follows:

(1) Burst and sweep:

~ o

V‘4 1 .

= (H) = —(H) = 5 / hP(h) dh (B.13)
H

(2) Other two quadrants:

~

v

—{H) =

uv

|

ol

A%

H
1
(H) = R / h-PH(h) dh (B.14)
oC
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Similarly, the fraction of total time spent in each quadrant can be
computed. For the case, H =0, the fraction of total time for bursts

or sweeps is

o
1 -1
/ ! F(ul,uz) duldu2 = — oS R . (B.15)

oC

uv, ~v4 9
—-ﬁ(O) = ﬁ—(O) = / [uluz-F(ul,uz) duldu2
-

1/2 -1
_ _(1 -Rz). +R cos R (B.16)
2 2
and
v uv v
1 3 R 2
11_%—(0) E_‘;—(O) =5 - Tl;v—(o) : (B.17)

Using the locally measured correlation coefficient for R, the
computed contributions to uv from different events are found from
Eqs. (B.12)-(14) and are included in Figs. 37a through 37g and 38.
Included also in these figures is the computed percentage of total
time spent in "hole", PT(H), as computed from Eq. (B.11). The

predicted values in Fig. 39 are computed from Eq. (B.16).
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Fig. 22. Convection and Decay of Sampled Sorted Reynolds
Stress, <uvg>/uv, with Sampling Conditions of
uw/ u;”= -1 and Negative Slope of u y/6* = 0. 169,

z/5% = 0.
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Fig. 23. Convection and Decay of Sampled Sorted Reynolds
Stress, <uvg>/uv, with Sampling Conditions of
uw/ u;”= +1 and Positive Slope of u y/6* = 0. 169,

z/6% = 0.
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Fig, 32. Sampled Reynolds Stress Obtained using Sampling
Conditions of uw/ u;N= +1 and + slope of u_ at

xf6*=0,, y/6*=0.118, z/5%= 0.
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