
Computational Studies of Autoignition and
Combustion in Low Temperature Combustion

Engine Environments

by

Gaurav Bansal

A dissertation submitted in partial fulfillment
of the requirements for the degree of

Doctor of Philosophy
(Mechanical Engineering)

in The University of Michigan
2009

Doctoral Committee:

Associate Professor Hong G. Im, Chair
Professor James F. Driscoll
Professor Margaret S. Wooldridge
Research Professor Zoran S. Filipi



c©
Gaurav Bansal

2009
All Rights Reserved



To mom, pops, and gudia

for a lifetime of support and encouragement

ii



Acknowledgements

The last four years have been truly wonderful and I am filled with nostalgia as I write

this section. First and foremost, I would like to thank my advisor Prof. Hong Im for

his tremendous support, guidance, encouragement and trustin me throughout my doctoral

studies. The freedom that he provided made it possible for meto pursue research ideas that

I wanted to. He has been accessible whenever I needed any guidance or help. His advice

and encouragement on both research matter and life in general have been most valuable. I

have learnt a great deal from him and I will always cherish thelong technical discussions

we have had during our meetings.

Next, I would like to thank Profs. Jim Driscoll, Margaret Wooldridge, and Zoran Filipi

for their valuable advice and participation in my dissertation committee. I am also grateful

to Profs. James Sutherland of University of Utah, Su-Ryong Lee of Seoul National Univer-

sity of Technology, and John Bechtold of New Jersey Institute of Technology for fruitful

collaboration and as co-authors. My undergraduate thesis advisors at IIT Delhi, Profs. M.

R. Ravi and Anjan Ray showed me the beauty of combustion science and they are one of

the main reasons I chose combustion as a field to build my career in. I am thankful to them

for showing me such a wonderful path which has been very exciting and rewarding.

Next, I would like to thank my labmates over these years: Amit, Songtao, and Jingjing

who greeted me and made me feel at home when I was a new graduatestudent. Amit

helped me with everything related to linux, latex, and otherhi-fi softwares. Songtao and

Jingjing have been most helpful with anything related to both technical matter and fortran

programming. Johnny and Paul who joined the lab at the same time as me. They have made

the hours I spent at lab tremendously enjoyable. Saurabh whojoined the lab a year after

me. My discussions with Saurabh on both research and non-research issues have been very

enjoyable.

Next, I would like to thank other great friends I have made at Umich whose friendship

have made the time here pass so quickly: Kaushik, Ashish, Naveen, Sibu, Anurag, Deva,

Saumil, Paul Teini, Paul Davidson, and Rushyal, among others I am sure to have left out.

I will always cherish the tea-time discussions I have had with Kaushik, Ashish and Sibu

iii



where we used to discuss everything under the sun. A special thanks to Greg who was the

first friend I made at Umich. His help during my first year helped me settle down in United

States.

Last, but not the least, I would like to thank my parents, my sister Garima, and my

brother-in-law Sanjay for their support throughout these years. The constant source of

energy that I have obtained from them is the reason I have beenable to come this far in my

doctoral studies starting from the time I started schoolingtwenty-one years ago.

This work was financially supported by the following:

1. University Consortium on Low Temperature Combustion forHigh-Efficiency Ultra-

Low Emission Engines, directed by the University of Michigan, and funded by De-

partment of Energy.

2. College of Engineering Deans/Named Fellowship.

3. Rackham Predoctoral Fellowship.

4. Rackham Travel Grants.

iv



Table of Contents

Dedication ii

Acknowledgements iii

List of Tables vii

List of Figures viii

Abstract xii

Chapter 1 Introduction 1

Chapter 2 Formulation and Numerical Method 12

2.1 Homogeneous Reactor Model. . . . . . . . . . . . . . . . . . . . . . . . 12

2.2 Counterflow Configuration. . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.2.1 Mathematical formulation. . . . . . . . . . . . . . . . . . . . . . 15

2.2.2 Numerical method. . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.3 KIVA-3v . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.4 Compressible Reacting Flow DNS. . . . . . . . . . . . . . . . . . . . . . 17

Chapter 3 Autoignition of Homogeneous H2-Air Mixture subjected to Unsteady

Temperature Fluctuations 19

3.1 Asymptotic Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.1.1 Low Temperature Regime. . . . . . . . . . . . . . . . . . . . . . 21

3.1.2 High Temperature Regime. . . . . . . . . . . . . . . . . . . . . . 23

3.2 Results and Discussion. . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.2.1 Comparison of Analytical and Numerical Results. . . . . . . . . . 26

3.2.2 Unsteady Ignition Response. . . . . . . . . . . . . . . . . . . . . 28

v



Chapter 4 Effects of Unsteady Scalar Dissipation Rate on Nonpremixed Hydro-

gen/Air Autoignition 35

4.1 Ignition Response to Steady Scalar Dissipation Rate. . . . . . . . . . . . . 36

4.2 Ignition Response to Unsteady Scalar Dissipation Rate. . . . . . . . . . . 39
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Abstract

Computational studies are performed on the autoignition and combustion characteristics in

the presence of temperature and composition inhomogeneities encountered in modern in-

ternal combustion (IC) engines in which combustion is achieved primarily by autoignition

of the reactant mixture. Examples of such engines include homogeneous charge compres-

sion ignition (HCCI) or partially premixed compression ignition (PPCI) engines, which are

categorized under the generic term of low temperature combustion (LTC) engines. High-

fidelity computational tools with varying levels of complexity are employed in order to

systematically investigate essential driving physical and chemical mechanisms for the phe-

nomena under consideration.

As a first baseline study, the effects of unsteady temperature fluctuations on the ignition

of homogeneous hydrogen-air mixture in a constant-volume reactor is studied both compu-

tationally and theoretically using asymptotic analysis. It is found that ignition delay shows

a harmonic response to the frequency of imposed temperaturefluctuation and the response

monotonically attenuates as frequency increases. The distinct effects of cumulative mean

temperature during the induction period and those of instantaneous phasing of temperature

fluctuation at the onset of ignition are identified.

Building on the results from the homogeneous ignition study, the effects of spatial

transport on the autoignition characteristics are next investigated using a one-dimensional

counterflow configuration, in which the well-defined unsteady scalar dissipation rate (χ)

represents the effects of turbulent flow field. For a nonpremixed hydrogen-air system under

study, response of the ignition delay to the frequency of theχ oscillation is found to be

xii



highly non-monotonic with distinct behaviors in low-, intermediate-, and high-frequency

regimes ofχ fluctuation. A newly defined ignitability parameter is proposed based on the

ignition kernel Damköhler number which systematically accounts for all the unsteady ef-

fects.n-Heptane, which exhibits a two-stage ignition behavior is studied next using similar

configuration. Under steadyχ conditions, the first-stage ignition is found to be insensitive

to variation inχ, while the second-stage ignition is affected significantly. Similar to the

hydrogen case, the response of the ignition delay to frequency of χ fluctuation is found to

be highly non-monotonic. Interestingly, two-stage ignition is observed even at significantly

high initial temperatures when the ignition kernel is subjected to unsteadyχ. Mechanism

for the reappearance of the two-stage ignition in unsteady conditions is found to be not

chemical but is attributed to the spatial broadening of the ignition kernel and subsequent

radical losses.

Guided by the above findings, multi-dimensional simulations are conducted to inves-

tigate the effects of spatial fluctuations in temperature and composition. Non-reacting 3D

engine simulations are first conducted using a full-cycle engine simulation to investigate

different mixture formation scenarios that might exist in LTC engines prior to autoignition.

Different temperature-equivalence ratio correlations are found at the top dead center de-

pending on the timing of fuel spray injection and the level ofwall heat loss. Small-scale

effects of these different mixture formation scenarios on the autoignition and subsequent

front propagation are then studied using high-fidelity direct numerical simulation (DNS).

Numerical diagnostics are developed to identify differentmodes of heat release such as

premixed flame propagation, spontaneous ignition front propagation, and homogeneous

autoignition.

In the last part of dissertation, a novel principal component analysis (PCA) based ap-

proach is used to identify intrinsic low-dimensional manifolds in a complex autoigniting

environment. A small number of principal components (PCs),which are essentially a linear

combination of primitive variables like species mass fractions and temperature, are found

xiii



to very well represent the complex reacting system. The approach thus provides a promis-

ing modeling strategy to reduce the computational complexity in solving realistic detailed

chemistry in mixed mode combustion systems.
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Chapter 1

Introduction

Dwindling petroleum supply and ever-increasing greenhouse gas emissions are two ex-

tremely important problems faced by mankind today. Efficient and clean utilization of

fossil fuels is thus critical to enhance the energy sustainability and to overcome the threat

of global warming. Given the fact that in United States two-thirds of the total petroleum

consumption is attributed to transportation, there is an urgent need to develop highly effi-

cient and clean internal combustion (IC) engines for automotive applications. Recent de-

velopments in internal combustion (IC) engine research have mainly focused on achieving

low temperature combustion (LTC) in favor of superior efficiency and emission perfor-

mance [1, 2]. LTC engines can also enable the use of a wider spectrum of fuels such as

hydrogen and bio-fuels such as ethanol, which can slowly reduce our dependence on fossil

fuels.

A number of new engine concepts, such as homogeneous charge compression igni-

tion (HCCI), controlled autoignition (CAI), and partiallypremixed compression ignition

(PPCI), all fall into this new breed of IC engines design. Thecentral idea of these designs

is to operate the engines fuel-lean and at low temperatures,thus avoiding the formation of

nitric oxides (NOx) and soot. Despite all the promises, however, two important technical

issues are impeding the immediate development of LTC engines. Firstly, the initiation of

combustion in LTC engines generally relies on spontaneous autoignition of charge with-

out any external ignition sources such as a spark. Therefore, maintaining the consistent

1



ignition timing and combustion phasing in different enginecycles becomes a tremendous

challenge. Secondly, the rate of heat release is not controlled, neither by the finite turbulent

flame propagation speed as in a conventional spark-ignition(SI) gasoline engine, nor by

the rate of fuel-air mixing as in a conventional compression-ignition (CI) diesel engine.

Thus, if large amounts of mixture autoignites simultaneously, there is an extremely rapid

pressure rise which causes severe knock and mechanical stresses to the engine.

Mixture inhomogeneities play an important role in LTC engine combustion. Sample

images acquired by Richteret al. [3] using planar laser-induced fluorescence (PLIF) of

the OH radical revealed a non-uniformly igniting charge in spite of efforts to make the

most homogeneous fuel, temperature, and residual gas distribution possible for that engine

configuration. Several other PLIF- and chemiluminescence-based experiments have shown

similar results [4–8]. From these results, it appears that inhomogeneities dictate the spa-

tial and temporal distribution of autoignition sites within an LTC engine. Therefore, as a

possible remedy, some degree of stratification is deliberately introduced [9, 10] in order to

avoid extremely rapid pressure rise and heat release rates in the engine. Exhaust gas re-

circulation (EGR) [11] and multiple fuel injection [12] are some of the techniques that are

employed to introduce charge stratification in the engine cylinder. Moreover, some natural

thermal stratification always exists in the cylinder due to wall heat loss. Therefore, one of

the major technical challenges in the development of LTC engines is the difficulties in con-

trolling the start and subsequent phasing of combustion, because they essentially rely on

the spontaneous autoignition of the mixture pockets that are subjected to varying degrees

of flow/scalar inhomogeneities.

Due to turbulence mixing, large scale stratification of charge leads to small scale in-

homogeneities in temperature, fuel mass fraction, and EGR.The presence of mixture in-

homogeneities results in a mixed mode combustion in LTC engines, as both volumetric

and front-like combustion modes can occur. Optical experiments with HCCI engines by

Hultqvist et al. [13] have demonstrated the existence of reaction fronts that propagated at

2



speeds much higher than the deflagration speeds under such conditions. They have also

found that the small scale hot spots, which evolve due to compression heating, have re-

action zones propagating at speeds comparable to flame propagation speeds. Similarly,

visualization of combustion in the rapid compression facility at University of Michigan has

shown the presence of reaction fronts with speeds higher than normal flame propagation

speeds [14]. Very recently, experiments have been conducted in an optical engine [15, 16]

to investigate the effects of both thermal and compositional stratification. In these exper-

iments also a very high speed progression (much greater thanpremixed flame speeds) of

combustion event from hot regions to cold regions is observed in the engine. Moreover, it is

also found that if stratification in fuel concentration is introduced opposite to the stratifica-

tion in temperature, then the effects of thermal stratification are substantially reduced and

a more volumetric-like ignition mode is observed. As a theoretical basis for the observed

phenomena, Zeldovich [17] identified the regimes of a reaction front propagating through

a non-uniform mixture. Of particular relevance to LTC combustion are: (i)spontaneous

propagation, which is the sequential autoignition of neighbouring mixture purely due to

the differences in their respective ignition delays, without any contribution from molecular

diffusion, and (ii)premixed deflagration, which is a standard premixed flame propagat-

ing by molecular diffusion and conductive mechanisms. Therefore, the role of these two

regimes as well as the importance of volumetric ignition sites in an LTC engines should be

completely understood for optimal development of these engines.

At present, the effects of turbulence on autoignition and the ignition delay time are

also still far from being understood. Turbulence has a two-folds effect on autoignition in

stratified systems: Turbulence enhances mixing which promotes the reaction rate, and at

the same time high turbulence leads to high levels of scalar dissipation rates which inhibits

reaction by increasing the loss of radicals and heat from theignition kernel [18]. In-depth

understanding of the turbulence-autoignition interaction is therefore also crucial for optimal

design of these engines.
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Computational modeling of flow and combustion in engines canserve as an important

tool for understanding the underlying physics and thus is extremely essential to shed light

on technical issues mentioned eariler. However, the in-cylinder combustion process is an

extremely complex multi-physics phenomena with simultaneous presence of multi-phase

flow, turbulence, heat and mass transport, and chemical kinetics, which non-linearly in-

teract with each other. As such, it is impossible to conduct direct numerical simulations

of realistic engine combustion even in the foreseeable future due to the extremely high

computational cost involved. High-fidelity computationalstudies in simpler idealistic con-

figurations which isolate different physical phenomena are, therefore, valuable and provide

great insights of the complex combustion process. Combination of insights obtained from

various simplified studies can then provide an overall understanding of the complete pro-

cess. Moreover, datasets generated from high-fidelity computational studies serve as a

benchmark for developing turbulent closure models for Reynolds-Averaged-Navier-Stokes

(RANS) and Large-Eddy-Simulation (LES) for conducting realistic engine simulations. In

view of these important facts, in this dissertation, modelsof various levels of complexity are

employed, ranging from a homogenous zero-dimensional (0-D) model to one-dimensional

(1-D) counterflow configuration to high-fidelity two-dimensional (2-D) direct numerical

simulations (DNS).

First part of the dissertation is devoted to understanding turbulence-autoignition interac-

tion. In this part, effects of monochromatic temporal oscillations of flow velocity or some

key scalar on autoignition are investigated via reduced dimensional models in canonical

configurations. The results of time-varying response can bereadily translated to a spa-

tially non-uniform situation by the Eulerian-Lagrangian conversion. Extensive parametric

studies are conducted in order to map out the ignition behavior in terms of some key rep-

resentative system parameters, such as the characteristicamplitude and wave number of

elementary mode of the fluctuations.

As a first step, in Chapter3 a homogeneous constant-volume ignition of hydrogen-air

4



mixture subjected to imposed harmonic oscillation in temperature is studied. Relevance

of such a simplified model to practical LTC engine application can be further justified

based on the following aspects. For both premixed or nonpremixed systems, the igni-

tion kernel can be approximated as a homogeneous mixture pocket subjected to heat and

mass transport with the surroundings, such that the subsequent evolution of the ignition

event may be described by a Lagrangian description of an ignition kernel whose uniform

thermodynamic conditions undergo temporal variations during the ignition delay period.

Among the many thermodynamic variables, temperature is chosen in this study because

reaction is most sensitive to temperature. In IC engine applications, the time-varying tem-

perature may also represent the isentropic heating of the combustion chamber during the

compression stroke. Parametric studies are conducted to examine the unsteady ignition

characteristics of hydrogen-air mixture in response to theimposed temperature oscillations

at various frequencies. Hydrogen-air mixture is chosen because of the following two rea-

sons. Firstly, hydrogen is of importance because it may be blended into gasoline, diesel and

other alternative fuels as a means to control ignition, combustion and pollutant formation

characteristics of the engine. Secondly, the ignition chemistry of hydrogen-air mixture is

well understood and forms the building block in understanding more complex hydrocarbon

fuels. The resulting system with detailed chemistry is integrated numerically. In addition,

analytic closed-form solutions are also obtained using activation energy asymptotics. The

primary goal is to find the response of the ignition delay to frequency of the imposed tem-

perature oscillations. Different initial temperature andpressure conditions are chosen such

that the two distinct chemical ignition characteristics ofthe hydrogen-oxygen system (high

temperature and low temperature ignition regimes) can be studied. Effects of the initial

pressure on the overall ignition response is also examined.The role of temperature oscilla-

tion on ignition is assessed in terms of its cumulative effect over the entire induction period

versus the instantaneous phasing of temperature excursionnear the onset of runaway.

Next, the effects of sinusoidal fluctuations in the strain rate on the autoignition behav-
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ior of nonpremixed fuel-air mixtures is studied. The study is based on the viewpoint that

the turbulent eddies at different scales have different characteristic time scales; smaller ed-

dies, which are often more effective in influencing the ignition kernels, are at shorter time

scales such that one may need to consider multiple repeated attacks of such eddies during

the ignition delay. Previously, the effects of unsteady strain rate on autoignition behav-

ior have been studied for hydrogen-air [19] and methane-air mixtures [20], considering a

monochromatic sinusoidal strain rate oscillation. Sung and Law [19] found that an initially

non-ignitable system may ignite under oscillatory conditions if the excursion time over fa-

vorable strain conditions was long enough compared to a characteristic ignition delay time.

Consistent results were found by Masonet al. [21] who studied the effects of impulsive

strain rate forcing on ignition of non-premixed hydrogen-air mixtures. More recently, Liu

and coworkers [22] studied autoignition in a strained nonpremixed system by employing

n-heptane as a surrogate fuel for diesel, providing many important characteristics of the

ignition kernel behavior as well as the net effects of the steady scalar dissipation rate [22].

They extended the study to consider an impulsive burst in thestrain rate [23], in order to

represent an intermittent attack of a small turbulent eddy on the ignition kernel. The effects

of different amplitude and timing have been investigated while the duration of the impulse

was fixed.

The results from these unsteady ignition studies seem to suggest that the ultimate fate of

an ignition kernel depends on the history of the temporal excursion of the strain rate during

the ignition delay. However, a unified understanding of autoignition behavior in response

to various parameters governing the unsteady strain rate oscillation such as amplitude and

frequency is still missing in these studies. Therefore, considering the findings from pre-

vious studies, we extend the parametric studies to considera wider range of frequencies

and different mean scalar dissipation rates with respect tothe steady ignition limit, with an

objective to identify a unifying criterion for unsteady effects. A counterflow configuration

is adopted in which similarity assumption makes the system one-dimensional. Fuel and air
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are injected from opposing nozzles some distance apart. Scalar dissipation rate fluctuates

by fluctuating velocity at the nozzle inlet sinusoidally. Thus, in this configuration, fluc-

tuations in strain rate results in fluctuations in scalar dissipation rate. Therefore, for this

study, the terms ‘strain rate fluctuation’ and ‘scalar dissipation rate fluctuation’ are used

interchangeably.

Firstly, hydrogen-air system is investigated in Chapter4. Detailed investigation is un-

dertaken to examine the ignition kernel growth. A non-dimensional ignitability parameter

is proposed based on ignition kernel Damköhler number suchthat the unsteady ignition de-

lay behavior can be uniquely mapped to this parameter. Subsequently, a unified ignitability

criterion is proposed. After gaining important insights from the simple hydrogen-air sys-

tem, autoignition behavior ofn-heptane, which is more directly relevant to IC engines,

is studied in Chapter5. One of the key distinctive features ofn-heptane, which is most

pronounced in diesel engine applications, is that they often exhibit two-stage ignition un-

der the typical operating conditions. This behavior has been explained by the negative

temperature coefficient (NTC) regime, due to a competition between recombination of iso-

merization products and the activation of radical branching through H2O2 at intermediate

temperatures near 900K [24]. In this dissertation, we attempt to provide a more complete

understanding of the effects of steady and unsteady scalar dissipation rate onn-heptane

autoignition at conditions relevant to LTC engines. In particular, it complements previous

work of Liu et al.[22, 23] by emphasizing on the effect oftime scalesof the unsteady fluc-

tuation. Autoignition behavior is studied in both negative-temperature-coefficient (NTC)

regime, as well as at higher temperatures. Implications of the results on modeling of au-

toignition in turbulent flows in RANS/LES context are discussed.

Next part of the dissertation is focused on understanding the different modes of heat re-

lease which may exist in LTC engines due to the presence of inhomogenities in temperature

and equivalence ratio. As mentioned earlier, premixed flamepropagation, spontaneous ig-

nition front propagation [17], and homogeneous autoignition may all exist in LTC engines
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due to the presence of mixture inhomogeneities. Towards this goal of understanding dif-

ferent combustion modes in LTC engines, the first objective is to identify possible mixture

formation patterns close to top-dead center (TDC) prior to autoignition in a typical LTC

engine. Of particular interest is to identify the possible correlations between temperature

and equivalence ratio fields prior to autoignition. To this end, in Chapter6, non-reacting

three-dimensional (3D) real engine simulations are performed using a multi-dimensional

KIVA-3v code which is widely used for internal combustion engine simulations [11, 25].

Depending on the fuel injection timing, exhaust gas recirculation, and the amount of wall

heat loss, different correlations may exist between temperature and equivalence ratio at

TDC. Essentially, it is found that two distinct scenarios exist: (1) early start of fuel injec-

tion results in largely uncorrelated temperature and equivalence ratio fields mostly due to

turbulence mixing and wall heat loss; (2) late start of fuel injection results in negatively

correlated temperature and equivalence ratio fields mostlydue to evaporative cooling. Fur-

thermore, insufficient mixing between hot residual gas which contain oxygen and the fresh

charge can result in a negatively correlated temperature and equivalence ratio fields even in

early injection or port fuel injection cases (see, for example, Fig. 3 of Ref. [11]).

The non-reacting engine simulations provide guidance to representative initial scalar

fields to be studied for the autoignition characteristics. Using the Kiva-3v results to set-

up initial conditions, in Chapter7, the ignition and front propagation events are studied

using two-dimensional (2D) direct numerical simulation (DNS) with detailed chemistry.

Three different initial conditions are studied: Case (A) - abaseline case with only ther-

mal inhomogeneities and a uniform equivalence ratio field. This configuration has been

studied in a few recent studies [26–28]; Case (B) - uncorrelated temperature and equiva-

lence ratio fields; and Case (C) - negatively correlated temperature and equivalence ratio

fields. High pressure hydrogen-air mixture is used and a constant volume configuration is

adopted. Detailed hydrogen-air chemistry is employed. A two-dimensional homogeneous

isotropic turbulence spectrum is imposed on the initial field. Main reason for using hy-
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drogen is to reduce the computational complexity in solvingdetailed chemistry which is

already very high due to the need for resolving extremely thin fronts which occur at high

pressure. However, as mentioned earlier, hydrogen-air mixture is important in its own right

for its practical relevance in blended hydrocarbon and other alternative fuels. Although

turbulence is inherently three-dimensional, the present two-dimensional study is a first step

in understanding the effects of inhomogeneities in both temperature and equivalence ra-

tio which are representative of inhomogeneities in real LTCengines and provides valuable

insights.

As mentioned before, due to the presence of equivalence ratio and temperature inhomo-

geneities, combustion occurs in both volumetric and wave-like propagation modes. There-

fore, in Chapter7 a numerical diagnostic criterion is developed which can quantitatively

distinguish between the different modes of heat release such as homogeneous autoignition,

spontaneous ignition front propagation [17] and premixed deflagration, in an igniting mix-

ture with thermal and compositional stratification. Previously, a straightforward tempera-

ture gradient cut-off has been proposed [26] to distinguish between spontaneous ignition

front and premixed deflagration. However, this criterion will not be valid when inhomo-

geneities in both temperature and equivalence ratio are present. More recently, Chen and

coworkers [27] have proposed the comparison of displacement speed of the front with some

reference laminar flame speed, to distinguish between the combustion modes. However, if

the mixture has both thermal and compositional stratification, then it is difficult to identify

the reference laminar flame speed. Moreover, using an unstretched steady premixed flame

speed as a reference in this highly transient autoigniting turbulent medium is questionable.

Furthermore, this criterion breaks down if the reaction front is not thin and the front prop-

agation is not one-dimensional, i.e. if the front does not propagate normal to itself. In

this case, displacement speed may not correctly represent the ignition front speed. Thus,

an alternative criterion is sought in this dissertation. Tothis end, autoignition behavior

is investigated through several 1D simulations with different levels of initial temperature
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gradients. A quantitative criterion based on an appropriately defined Damköhler number

of HO2 species is developed in order to distinguish between the wave-propagation-like

mode and homogeneously auto-igniting mode, and to identifyif the propagating wave is

a spontaneous ignition front or a premixed deflagration. This criterion is applied on the

two-dimensional DNS cases.

So far we have attempted to obtain fundamental physical insights of the complex com-

bustion process occuring in LTC engine environments. In thelast part of the dissertation,

we focus on the modeling aspects of LTC combustion in the context of RANS/LES. Mod-

eling of turbulent combustion in modern engines which employ the LTC strategy is highly

complex because of the presence of mixed modes of combustion: front propagation occurs

in partially-premixed inhomogeneous mixtures, and also other pheonomena such as au-

toignition and extinction may be simultaneously present. Current state-of-the-art turbulent

combustion models for tackling with this problem are the broad category of flamelet mod-

els [29], conditional-moment-closure (CMC) models [30], and transported probability den-

sity function (PDF) models [31]. In flamelet or CMC models ana priori low-dimensional

subspace, such as mixture fraction, enthalpy, or some form of a progress variable is em-

ployed and it is assumed that in this subspace the fluctuations of reactive scalars are small.

One [32, 33] and two-dimensional [34, 35] models have been formulated. However, the

choice of the low-dimensional subspace is largely based on physical intuition and not on

mathematically rigorous methods, and therefore, may not doa good job in achieving low

levels of fluctuations. Second-order CMC methods [36] have also been formulated pre-

cisely to address this issue. However, application of second-order CMC using detailed

chemistry is formidable because large number of conditional variance and covariance equa-

tions need to be solved.

In this dissertation, a novel methodology based on principal component analysis (PCA)

is proposed to identify the inherent low-dimensional manifolds in complex combustion

systems. PCA offers the potential to automate the selectionof an optimal basis for repre-
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senting the low-dimensional manifolds which exist in turbulent combustion [37, 38]. For

conducting PCA, high-fidelity datasets from either DNS or experiments are required. The

central idea of PCA is to linearly transform a number of possibly correlated variables into

a smaller number of uncorrelated variables called principal components (PCs). PCs are

essentially linear combination of original reactive scalar variables such as temperature and

species mass fractions. The first PC accounts for as much of the variability in the data

as possible, and each succeeding PC accounts for as much of the remaining variability as

possible. It is a rigorous mathematical technique [39, 40], and one can precisely define

the error in parameterizing the original reactive scalars in the low-dimensional manifold.

As such, PCA provides a low-dimensional subspace in which the fluctuations of reactive

scalars are small, hence, offers a way to reduce the computational complexity in simulating

realistic detailed chemistry. One of the caveats of using PCA is that principal components

may not be conserved scalars and therefore their source terms also need to be parameterized

in the low-dimensional principal component space.

In Chapter8, we apply PCA to the DNS database of autoignition and front-propagation

in inhomogeneous turbulent hydrogen-air mixture. A dataset representing the entire time-

history of autoignition and front propagation is compiled from the DNS database and PCA

is applied on it. The PCA parameterization is compared with other standard parameteri-

zations based on mixture fraction, enthalpy, and scalar disspation rate which are generally

used in flamelet or CMC models. An effort is made to parameterize the source terms of

PCs in the low-dimensional space.

Next chapter presents the mathematical formulation and computational methodology

for various numerical models employed in this dissertation. Finally, in Chapter9 the main

results of this dissertation are summarized along with recommendations for future work.
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Chapter 2

Formulation and Numerical Method

In this chapter, the formulation and numerical methods for the models employed in the sub-

sequent chapters are described. The computational models used in this dissertation include

a homogeneous reactor, a counterflow configuration, a multi-dimensional RANS computa-

tional fluid dynamics solver KIVA-3v for engine simulations, and a multi-dimensional DNS

flow solver. The underlying mathematical formulation and numerical solution techniques

for these models will be briefly discussed.

2.1 Homogeneous Reactor Model

The time evolution of a homogeneous reacting gas mixture in aclosed constant volume

system is a simple modeling approach for several practical problems such as I.C. engine

combustion. Although the assumption of mixture homogeneity takes away several key

physical issues, it makes the problem simple and readily amenable to modeling, and in

special cases closed-form analytical solutions can also beobtained using activation-energy-

asymptotics (AEA). The state of such a homogenous reactor isdescribed by the pressure

(P ), specific volume (ν), Temperature (T ) and species mass fractions (Yk).

This model is used in Chapter3 to study the effects of unsteady temperature fluctuation

on the autoignition of homogeneous hydrogen/air mixture. The governing equations for

constant volume reactor for thekth species mass fraction and temperature are given as:
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dYk

dt
=
Wkωk

ρ0
, (2.1)

ρ0cv
dT

dt
= −

∑

k

ukWkωk + ρ0cv
dTI

dt
, (2.2)

whereWk, ωk, uk are the molecular weight, reaction rate and internal energyof kth species,

respectively, andρ0, cv are density and specific heat at constant volume for the reacting

mixture, respectively. The additional source term in the temperature equation (second term

on rhs) represents the imposed temperature oscillation given in a sinusoidal form:

TI(t) = T0 ∗ (1 + A sin(2πft)) (2.3)

whereT0 is the initial temperature, andA andf are the amplitude and frequency of tem-

perature oscillation, respectively.

The time evolution of the reactor state is described by the above set of ordinary dif-

ferential equations. The governing equations are numerically integrated by the DVODE

software package [41], which uses an implicit scheme to perform the time integration. The

code is interfaced with CHEMKIN [42] package for computing detailed reaction rates and

thermodynamic properties.

2.2 Counterflow Configuration

The counterflow, also known as the opposed flow, serves as a convenient configuration

to study the effects of flow straining on the characteristicsof laminar flames and their

autoignition behavior. This is due to the well-defined fluid-mechanical strain field in such

flows, allowing efficient computational solution. Furthermore, experimental apparatus can

be easily set up, allowing for direct quantitative comparison between model prediction and

measured data. Figure2.1shows a schematic of the counterflow configuration.

Two opposing axisymmetric nozzles are separated by a distanceL. Either a diffusion or
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Figure 2.1: Schematic of the counterflow configuration.

a premixed flame can be formed in between the two nozzles. A diffusion flame is formed

(as seen in figure2.1) when fuel and oxidizer are supplied atx = 0 andx = L respectively.

A back-to-back twin premixed flame can be formed by supplyingpremixed fuel-oxidizer

mixture through both the nozzles. Counterflow configurationis especially well-suited to

study the flame response to unsteadiness in strain rate or anyother variable such as tem-

perature or equivalence ratio. Unsteady strain rate field can be imposed by fluctuating

the velocity at the boundary. These studies form a building block for understanding the

complex turbulent combustion phenomena in the laminar flamelet regime [43]. This con-

figuration is adopted in Chapters4 and5 to investigate autoignition response to unsteady

strain rate fields for hydrogen andn-heptane fuels, respectively.
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2.2.1 Mathematical formulation

The governing equations for the steady opposed-flow geometry had been originally formu-

lated by Keeet al. [44] and implemented in the OPPDIF code [45]. The formulation for

the unsteady system was derived and refined in order to deal with the numerical stiffness

arising from fast transients coupled with acoustic waves [20, 46]. Defining the self-similar

variables for the axial velocity, scaled radial velocity, temperature, andkth species mass

fraction as:

u = u(t, x), v/r = V (t, x), T = T (t, x), Yk = Yk(t, x), (2.4)

the conservation equations for mass, axial momentum, radial momentum, energy, and

species are written as:

ρ

P

∂p

∂t
−
ρ

T

∂T

∂t
− ρW

∑

k

1

Wk

∂Yk

∂t
+

∂

∂x
(ρu) + 2ρV = 0, (2.5)

ρ
∂u

∂t
+ ρu

∂u

∂x
+
∂p

∂x
− 2µ

∂V

∂x
−

4

3

∂

∂x

(
µ
∂u

∂x

)
+

4

3

∂

∂x
(µV ) = 0, (2.6)

ρ
∂V

∂t
+ ρu

∂V

∂x
+ ρV 2 −

∂

∂x

(
µ
∂V

∂x

)
+ Λ = 0, (2.7)

ρcp
∂T

∂t
+ ρcpu

∂T

∂x
−

∂

∂x

(
λ
∂T

∂x

)
−
∂p

∂t
+ ρ(

∑

k

cpYkVk)
∂T

∂x
+

∑

k

hkWkωk = 0, (2.8)

ρ
∂Yk

∂t
+ ρu

∂Yk

∂x
+

∂

∂x
(ρYkVk) −Wkωk = 0, k = 1, · · · , K (2.9)

The main difference between the present formulation and theprevious steady problem [44]

is the decomposition of the pressure (P ) into the thermodynamic pressure (p0) and acoustic

pressure (p) as,P = p0 + p. This is found to relieve the temporal stiffness arising from fast

transients experienced in unsteady simulations. The equation of state then becomes

ρ = (p+ p0)W/RT. (2.10)
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The radial pressure-curvature eigenvalue,

Λ(t) =
1

r

∂p

∂r
, (2.11)

is a time-dependent variable that is determined as part of the solution. The above system

of equations is subject to the boundary conditions

x = 0 : u = u0(t), V = V0(t), T = T0(t), Yk = (Yk)0(t),

x = L : u = uL(t), V = VL(t), T = TL(t), Yk = (Yk)L(t).
(2.12)

In particular, in Chapters4 and5, the following form theV0(t) andVL(t) is used:

V0(t) = Vinit(1 + A sin(2πft)) = −VL(t) (2.13)

whereVinit is the initial velocity, andA andf are the amplitude and frequency of velocity

oscillation, respectively.

2.2.2 Numerical method

The unsteady opposed flame simulation is performed using theOPUS code, developed by

Im et al. [47]. Equations (2.5) – (2.9) result in a system of differential-algebraic equations

(DAE), which is solved numerically using DASPK [48]. A fully converged steady solu-

tion field obtained using modified version of OPPDIF [45] is used as the initial condition.

The OPUS code is interfaced with CHEMKIN [42] and TRANSPORT [49] packages for

computing detailed reaction rates, thermodynamic properties, and transport properties.

The DAE system formed by equations (2.5) – (2.9) along with the algebraic bound-

ary conditions (2.12) has an index1 of 3. This high index of the DAE system makes the

system extremely stiff when the time-dependent boundary condition has frequency of a

1 The index of a DAE system is the number of differentiations required to transform it into a system of
ordinary differential equations. A DAE with a higher index is stiffer.
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few thousand hertz. To alleviate this problem, the boundarycondition is specified in its

time-derivative form, tantamount to specifying the boundary conditions onu′, V ′, T ′ and

Y ′

k. Here′ represents derivative with respect to time. This reduces the index and helps to

substantially reduce the computation time required for thesimulations.

2.3 KIVA-3v

KIVA is a FORTRAN program developed at Los Alamos National Laboratory over many

years [50, 51] and is used extensively for internal combustion engine simulations [11,

25]. It can simulate two- or three-dimensional chemically reactive fluid flows with sprays.

It is applicable to laminar or turbulent flows, subsonic or supersonic flows, and single-

phase or dispersed two-phase flows. For turbulent flows it uses a RANS based solver.

The underlying governing equations are given elsewhere [50] and are not shown here for

brevity. The details of the spray model are also given in Ref.[50]. KIVA-3v uses a multi-

block structured mesh and engine geometries containing complex inlet and outlet ports as

well as vertical or canted valves can be modeled. In Chapter6, KIVA-3v is used to model

non-reacting flow in a 3D pentroof engine, to investigate turbulent mixing characteristics.

Standardk − ε turbulence closure model is employed.

The numerical solution procedure for gas-phase is based on afinite volume method

called the ALE (Arbitrary Lagrangian Eulerian) method [52, 53]. Spatial differences are

formed on a finite-difference mesh that subdivides the computational region into a number

of small cells that are hexahedrons. An operator splitting scheme is used to solve the

governing equations. Further details of the numerical algorithm are given elsewhere [50].

2.4 Compressible Reacting Flow DNS

DNS is an important simulation tool as it is free from turbulence closure modeling assump-

tions, and therefore, provides a high-fidelity descriptionof the complex turbulent reacting
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flow system. In Chapter7, DNS of a constant volume H2-air mixture is conducted to

investigate its autoignition characteristics in presenceof mixture inhomogeneities. The

mathematical formulation for the compressible reacting flow is described in detail else-

where [54, 55]. The S3D code, originally developed at Sandia National Laboratories, Liv-

ermore, CA, is used for solving the full set of compressible Navier-Stokes, species, and

energy equations for a reacting gas mixture. A fourth-orderRunge-Kutta method for time

integration and an eight-order explicit spatial difference scheme [56, 57] is employed. De-

tailed H2-air chemical mechanism with 9 chemical species and 22 reactions developed by

Mueller et al. [58] is used. Thermal conductivity,λ, is given as a function of temperature

following Smooke and Giovangigli [59]. The mixture specific heatCp is a function of local

mixture composition,Cp =
∑

k Cp,kYk, where eachCp,k is curve-fitted as a function of

temperature using the CHEMKIN thermodynamic database [60]. The molecular viscos-

ity is temperature dependent and constant Lewis numbers forindividual species are used.

The details of the computational mesh and the initial and boundary conditions are given in

Chapter7.
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Chapter 3

Autoignition of Homogeneous H2-Air Mixture
subjected to Unsteady Temperature Fluctuations

In this Chapter, the effects of unsteady temperature fluctuation on the autoignition of ho-

mogeneous constant-volume hydrogen/air mixture is studied computationally with detailed

chemical kinetics and theoretically using asymptotic analysis. As mentioned in the Intro-

duction Chapter, this study is the first step towards understanding the complex interaction

between turbulence and autoignition behavior that may exist in LTC engines. Turbulence

has two folds effects on autoignition: It leads to fluctuations of scalars such as temperature

which directly effect the reaction rate, and it also leads tofluctuations in scalar dissipa-

tion rate which results in fluctuations of transport losses of heat/radicals from the ignition

kernel. By using a homogeneous configuration, we can isolatethe former effect and study

it seperately. Moreover, relevance of such a simplified model to practical LTC engine ap-

plication can be further justified based on the following aspects. For both premixed or

nonpremixed systems, the ignition kernel may be approximated as a homogeneous mixture

pocket subjected to heat and mass transport with the surroundings, such that the subsequent

evolution of the ignition event may be described by a Lagrangian description of an igni-

tion kernel whose uniform thermodynamic conditions undergo temporal variations during

the ignition delay period. The study is also of relevance from the point of view of funda-

mental combustion science as it attempts to build upon the classical Semenov’s explosion

criterion [61].

The governing equations and the functional form of imposed temperature oscillation
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are given in Chapter2. For computational solution, detailed hydrogen reaction mecha-

nism [62] with 9 species and 19 reactions is used. This mechanism is same as the one used

by previous related studies of hydrogen autoignition [21, 63]. Also the same rate constants

were used in the reduced mechanism in Ref. [64], and the same will be used for the asymp-

totic analysis in high temperature regime to be presented inSection3.1.2. In the following,

the two distinct regimes of hydrogen autoignition: high temperature and low temperature

ignition regimes, are described, and then asymptotic analysis is conducted using differ-

ent methodologies in the two regimes to obtain closed formedsolutions of ignition delay.

Subsequently, the results from asymptotic analysis are compared with those obtained using

direct numerical integration using detailed chemistry. Finally, physical explanations for the

observed results are sought.

It is well known (see for example [65]) that the ignition behavior of a hydrogen-oxygen

system is characterized by two distinct chemical paths depending on the relative dominance

between the two competing reaction steps:

H + O2 = O + OH (R1)

H + O2 + M = HO2 + M (R9)

where the reaction number follows that in Ref. [62]. The crossover temperature,T ∗, is

defined as the temperature at which the rates of R1 and R9 becomes equal, and is a function

of pressure. In the high temperature regime (T > T ∗), ignition is characterized by the

chemical branching with little thermal feedback. In the lowtemperature regime (T < T ∗),

R9 dominates and ignition is caused by the accumulation of HO2 which in turn leads to

eventual chain branching through:

HO2 + H2 = H2O2 + H (R17)
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H2O2 + M = OH + OH + M (R15)

The ignition process in the low temperature regime involvesa larger thermal feedback than

in the high temperature regime. Therefore, in an attempt to derive closed-form solutions,

a different analysis is needed for each regime in order to account for the distinct chemical

and thermal characteristics. Description of the asymptotic analysis for both regimes are

given as follows.

3.1 Asymptotic Analysis

3.1.1 Low Temperature Regime

In this regime, induction period for chemical branching is comparable and coupled with

thermal induction process. Therefore, it is expected that the ignition behavior in response

to imposed temperature fluctuations can be described by a thermal explosion problem with

simple chemistry. We first define nondimensional variables as T̃ = (cvρ0/QccF,0)T =

(cv/qcYF,0)T for temperature and̃cF = cF/cF,0 for the molar fuel concentration, where

cv is the specific heat at constant volume,Qc is the heat of combustion, and subscript 0

denotes the initial condition. A proper nondimensionalization for the time variable will be

determined in the following through the analysis. The governing equations for one-step

overall reaction in a constant volume reactor are derived as:

dT̃

dt
= Bc̃F exp(−T̃a/T̃ ) +

dT̃I

dt
(3.1)

dc̃F
dt

= −Bc̃F exp(−T̃a/T̃ ) (3.2)

whereB andTa are appropriately chosen pre-exponential factor and activation temperature

of the global reaction step respectively.T̃I(t) is the imposed unsteady temperature oscil-

lation given in Eq. (2.3). In the present study, we will only consider a small amplitude

temperature oscillation, such that amplitude of temperature oscillation,A = O(ε), where
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ε = T̃ 2
0 /T̃a is a small parameter to be used in the asymptotic expansion. This is considered

a reasonable assumption because in most practical LTC engines there is sufficient time for

mixing prior to ignition phase.

Equations (3.1) and (3.2) can be combined by defining the coupling function:

d

dt
(T̃ − T̃I + c̃F ) = 0 (3.3)

which can be easily integrated with the initial condition of(T̃ − T̃I)t=0 = 0 and(c̃F )t=0 =

1:

T̃ − T̃I = 1 − c̃F . (3.4)

To determine the ignition criterion, we consider a small temperature perturbation with

respect to the imposed oscillatory temperature:

T̃ − T̃I = εθ(t) +O(ε2) (3.5)

with the initial condition ofθ(0) = 0. Equations (3.4) and (3.5) imply that

c̃F = 1 − εθ +O(ε2) (3.6)

suggesting that the reactant consumption is negligible during the induction period. Sub-

stituting Equation (3.5) into (3.1) and using the Taylor expansion for the terms inside the

exponential function forA� 1 andε� 1, the leading order equation is derived as:

dθ

dt
=
B

ε
e−Ta/T0eθe(T̃I−T̃0)/ε. (3.7)

In the absence of the imposed temperature fluctuation,T̃I = T̃0, and the equation degen-

erates to the classical homogeneous explosion problem [61], for which the ignition delay

is t0ign = ε/(Be−Ta/T0). This introduces an appropriate way to nondimensionalize the time
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variable as̃t = t/t0ign, such that Equation (3.7) becomes:

dθ

dt̃
= eθe(T̃I−T̃0)/ε. (3.8)

Equation (3.8) can be integrated with the initial conditionθ(t̃ = 0) = 0 to yield

θ = −ln(1 − I(t̃)) (3.9)

where

I(t̃) =

∫ t̃

0

e(T̃I−T̃0))/εdt̃ (3.10)

Ignition is identified as time at whichθ → ∞, which occurs asI(t̃) → 1. Therefore,

the integral equationI(t̃) = 1 is solved to determine the ignition delayt̃ign. It is interest-

ing to note that the well-known Semenov’s classic homogeneous explosion analysis [61]

can be extended to account for imposed unsteady oscillations in temperature by a simple

modification in the formula.

Since the asymptotic analysis uses a one-step chemistry, the effective activation tem-

perature must be determined. This is done by computing homogeneous ignition cases with

detailed hydrogen/air mechanism [62] at various initial temperatures, and curve-fitting the

slope ofln tign versus1/T0. The activation temperature is found to be 25,000 K for the ini-

tial pressure of 10 atm. The integral equation is computed numerically, and the results will

be compared with the results of direct calculations with detailed chemistry in Section3.2.

3.1.2 High Temperature Regime

WhenT > T ∗, ignition is described primarily by the chain branching mechanism dom-

inated by (R1). When the temperature is moderately higher thanT ∗, the competition by

(R9) in consumption of the H radical becomes a key factor thatdetermines the overall igni-

tion response. Following previous studies [64, 66, 67], the radical-induced ignition process
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is analyzed based on the 3-step reduced mechanism:

I : 3H2 + O2 = 2H + 2H2O, ωI = ω1f (3.11)

II : H + O2 + M = HO2 + M, ωII = ω9 (3.12)

III : H2 + O2 = H + HO2, ωIII = ω10b (3.13)

The reaction rate constants forω1f , ω9 andω10b are taken from Ref. [62]. The contribution

from step III is usually very small but it is necessary to initiate the ignition. The ignition

behavior of this system is described by the evolution of the Hradical, whose governing

equation is written in dimensional form as:

ρ
dYH

dt
= WH

∑

k

(ν ′′ik − ν ′ik)ωk

= WH(2ω1f − ω9 + ω10b)

= WH(2k1f [H][O2] − k9[H][O2][M] + k10b[H2][O2])

= WH

{
2k1fρ

2 YH

WH

YO2

WO2

− k9ρ
2 YH

WH

YO2

WO2

[M] + k10bρ
2 YH2

WH2

YO2

WO2

}

= ρ2 YO2

WO2

k1f(2 − κ)YH + ρ2 WH

WH2
WO2

k10bYH2
YO2

= ∆I(t)YH + ∆II(t) (3.14)

where

∆I(t) = ρ2 YO2

WO2

k1f(2 − κ) : chain branching termination

∆II(t) = ρ2 WH

WH2
WO2

k10bYH2
YO2

: chain initiation

κ =
k9[M]

k1f
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Equation (3.14) can be integrated to determineYH:

YH(t) = e
∫ t

0
∆I(t)dt

∫ t

0

∆II(t)e
−

∫ t′

0
∆II(t

′)dt′dt (3.15)

Throughout the ignition process, the thermal feedback neednot be considered in this

high-temperature regime. Nonetheless, the effect of temperature fluctuation is manifested

through the fluctuations in reaction rate of the radical poolformation. As such, a proper

definition of ignition based on H radical buildup is needed incontrast to the thermal run-

away criterion adopted in the low temperature regime analysis. Following Imet al. [66],

ignition is defined to occur at the time at which the H radical builds up to:

YH = O

(
εh

2 − κ

qI + κqII

)
, (3.16)

such that the ignition delay is determined by solving the following integral equation:

e
∫ tig
0

∆I(t)dt

∫ tig

0

∆II(t)e
−

∫ t′

0
∆II(t

′)dt′dt = εh(tig)
2 − κ(tig)

qI + κ(tig)qII
(3.17)

whereεh = T̃ 2/T̃a,I , and T̃a,I is the non-dimensional activation temperature of reaction

I. Temperature is non-dimensionalized using the heat of combustion and specific heat.qI

andqII are the fractional enthalpy release for reactions I and II, respectively (qI + qII = 1).

Equation (3.17) is solved numerically and the results of ignition delay arepresented in

comparison with those from direct numerical integration with detailed chemistry in the

next section.

3.2 Results and Discussion

For all the parametric studies, the initial temperature,T0, is fixed at 1000K, and the ini-

tial system pressure,p0, is varied in order to explore the behavior in two distinct ignition

regimes. For the reaction mechanism used [62], the crossover pressure is found to be atp∗
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= 2.3 atm. For both ignition regimes, the initial equivalence ratio of the mixture is fixed at

0.1, and the amplitude of the temperature oscillation is setatA = 0.02, which is equivalent

to the actual temperature variation by±20 K. In the following, the results of asymptotic

analysis will first be validated against numerical results,in terms of the ignition delay as a

function of the frequency of the temperature oscillation. Subsequently, detailed examina-

tions will be given in order to explain the observed ignitiondelay behavior for both ignition

regimes.

f . t0
ign

t ig
n

/t
0 ig

n

0 2 4 6 8
0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

Computed
Asymptotic

Figure 3.1: Non-dimensional ignition delay as a function ofnon-dimensional frequency of
temperature oscillation for the low temperature regime, for T0 = 1000 K andp0 = 10 atm.
Results from the asymptotic analysis and direct numerical integration are compared.

3.2.1 Comparison of Analytical and Numerical Results

For T0 = 1000K andA = 0.02, the comparisons between analytical and numerical pre-

dictions of the ignition delay are conducted for the low and high temperature regimes.

Figs.3.1 and3.2 show the comparison of the ignition delay as a function of theimposed
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Figure 3.2: Non-dimensional ignition delay as a function ofnon-dimensional frequency of
temperature oscillation for the high temperature regime, for T0 = 1000 K andp0 = 0.01
atm. Results from the asymptotic analysis and direct numerical integration are compared.

frequency forp0 = 10atm (T < T ∗) andp0 = 0.01atm (T > T ∗), respectively. In both the

figures, ignition delay and frequency are non-dimensionalized with the reference ignition

delay (ignition delay forf = 0 Hz). In the high temperature regime, the reference igni-

tion delay is somewhat different for asymptotic analysis and detailed computation (t0ign =

11.4 msec and 20.69 msec respectively). Therefore, in Fig.3.2 their respective reference

ignition delays are used to non-dimensionalize ignition delay and frequency. To be consis-

tent with the asymptotic analysis, the ignition delay for numerical calculations is defined

as time upto maximum rate of growth ofYH for the low temperature ignition regime, and

the time required forYH to reach a value of 0.0003 for high temperature ignition regime.

For both ignition regimes, the ignition delay shows a harmonic response to the imposed

frequency, while the amplitude in the excursion gradually damps out as the frequency in-
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creases. Another interesting observation is that for both the regimes igntion delay for any

frequency of temperature oscillation is less than the reference ignition delay for the steady

case, i.e. ignition is always enhanced if the temperature ofthe mixture is oscillated in the

prescribed way. The asymptotic results for both regimes capture this behavior with excel-

lent agreement, thereby verifying that the dominant driving mechanism for ignition in the

low temperature (thermal runaway) and high temperature (radical runaway) regimes are

properly accounted for. While the two figures exhibit qualitatively similar behavior, it is

noted that the ignition delay excursion in the low temperature regime is found to be more

sensitive to the same level of temperature fluctuation: the largest reduction in the ignition

delay during the first harmonic is approximately 30% (for thelow temperature regime) and

10% (for the high temperature regime). This further confirmsthat the low temperature ig-

nition regime is driven by thermal feedback and thus is more sensitive to the fluctuations in

the mixture temperature.

3.2.2 Unsteady Ignition Response

The previous section demonstrated that ignition characteristics in the low and high temper-

ature regimes are properly simplified by capturing the essential chemical and/or thermal

mechanisms. While Equations (3.10) and (3.17) provide convenient closed-form solutions

to the ignition criteria for a wide range of parameters, morein-depth analysis is required in

order to explain the observed ignition delay response shownin Figs.3.1and3.2. Therefore,

the following results were generated by direct numerical integration of the equations with

detailed chemistry. Only the low temperature regime will bediscussed here, as we have

found that the same explanation applies to the ignition behavior in the high temperature

regime.

First, to assess the effect of the system pressure, computation was carried out at vari-

ous initial pressures:p0 = 10, 15, 20, and 25 atm, for which the reference ignition delay

is found to bet0ign = 14.34, 12.05, 10.29, and 8.975 msec, respectively. Fig.3.3 shows
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Figure 3.3: Non-dimensional ignition delay as a function ofnon-dimensional frequency at
various initial pressures in the low temperature regime.

the plots of non-dimensional ignition delay against non-dimensional frequency for the four

different pressure cases. Apart from slight quantitative differences, the harmonic response

and damping behavior collapse very well for a wide range of pressure. As the pressure

increases, the curves approach an asymptotic limit becausethe system is further away from

the crossover condition at which the competition between the branching (R1) and termina-

tion (R9) reactions become pronounced.

Next, explanation of the observed unsteady ignition behavior is sought. When the sys-

tem temperature fluctuates during the ignition event, one might first conjecture that the

resultant ignition delay may be related to the average temperature during the induction

period prior to ignition. To verify this postulate, the meantemperature up to ignition is

determined by:

Tmean =
1

tign

∫ tign

0

Tdt (3.18)
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Figure 3.4: Ignition delay (left axis) and1/Tmean (right axis) as a function of frequency for
p0 = 10 atm.

Figure3.4shows the ignition delay and the inverse of the mean temperature as a function of

frequency forp0 = 10 atm. For the postulate to be valid, the two curves must be in phase at

all frequencies. The results show that this is the case only during the first harmonic. In other

words, the ignition behavior correlates strongly with the cumulative temperature history

only up to the first harmonic, that is, if ignition occurs before the harmonic temperature

oscillation completes one cycle. In fact, for higher frequencies it can be seen that the

two curves become totally out of phase. To further substantiate this point, another set of

computations was done for the case ofp0 = 10 atm, but now the temperature oscillation is

180 degrees out of phase compared to that given in Eq. (2.3). In other words, now in the

first cycle temperature first decreases and subsequently increases. The ignition delay results

for various frequencies together with (Tmean)−1 are shown in Fig.3.5. Again, it is seen that
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Figure 3.5: Ignition delay (left axis) and1/Tmean (right axis) as a function of frequency for
p0 = 10 atm (with the phase of temperature oscillation shifted by 180 degrees).

ignition delay correlates with inverse of mean temperatureonly for the first harmonic.

For all frequencies larger than the first harmonic, the ignition delay response is rather

uncorrelated with1/Tmean. In these cases, an alternative explanation is required. Tothis

end, we inspect the instantaneous gradient of temperature excursion near the onset of ig-

nition. As representative cases, we pick two frequencies,f = 344 and 374 Hz (points

marked by A and B respectively, in Fig.3.4), at whichtign reaches the trough and peak

values, respectively. Figure3.6shows the time evolution of temperature and mass fraction

of H species, which is the key radical species that demarcates ignition, for the two fre-

quencies. The sharp peaks in H mass fraction and the steep temperature rise that occur at

ignition are a characteristic of low temperature ignition which is dictated by thermal run-

away; for high temperature ignition, the temperature rise is more gradual. The evolution of
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Figure 3.6: Temporal evolution of temperature andYH for f = 344 Hz andf = 374 Hz, for
T0 = 1000 K andp0 = 10 atm

YH (shown in log scale) indicates that the cumulative effect oftemperature fluctuations is

of little significance during a large fraction of the induction period because the radical pool

develops in an exponential manner. Instead, when the temperature oscillation undergoes

a number of cycles during the induction period, the chemical-thermal runaway behavior

is dominated by the temperature gradient near the onset of ignition when the mixture is

highly reactive with the formation of radical pool. Comparing the two frequency cases,

it is evident that the instantaneous temperature gradient of the temperature excursion just

prior to ignition (at point markedX in Fig. 3.6) appears almost opposite (dT/dt > 0 for

344 Hz anddT/dt < 0 for 374 Hz), despite the similarities in the cumulative average of

the temperature throughout the bulk of the induction period.

To be specific and quantitative, for a range of frequencies wemonitored the temporal

gradient of temperature,dT/dt, at a half cycle prior to ignition,tcrit = tign−0.5/f . Fig.3.7
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Figure 3.7: Ignition delay anddT/dt at tcrit (axis reversed) as a function of frequency for
T0 = 1000 K andp0 = 10 atm

.

shows the plot ofdT/dt measured attcrit as a function of frequency, plotted together with

ignition delay. The axis fordT/dt is reversed such thatdT/dt > 0 would correlate with

the reduction in the ignition delay. Except for the first harmonic, the two curves are found

to be completely in phase, thereby demonstrating that the ignition behavior is determined

by the instantaneous temperature gradient at the onset of ignition.

To summarize, effects of unsteady temperature fluctuation on autoignition of homoge-

neous hydrogen/air mixture were studied computationally and also theoretically. Excellent

agreement was obtained between computational results withdetailed chemistry and the-

oretical results using asymptotic analysis. For low frequencies (frequencies less than the

first harmonic of ignition delay response), ignition behavior is quasi-steady and correlates
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well with the cumulative mean temperature in the induction period. Whereas, for higher

frequencies, ignition delay correlates well with instantaneous temperature gradient of the

imposed temperature oscillation at the onset of ignition.

Having understood the direct effects of temperature fluctuation on the autoignition be-

havior in a homogeneous reactor configuration, in the next two Chapters we study the

effects of fluctuations in scalar dissipation rate on autoignition behavior. Hydrogen and

n-heptane autoignition are studied in Chapters4 and5, respectively.
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Chapter 4

Effects of Unsteady Scalar Dissipation Rate on
Nonpremixed Hydrogen/Air Autoignition

In this Chapter, the effects of scalar dissipation rate fluctuation on the autoignition of

a nonpremixed hydrogen/air mixture is studied using detailed chemistry in a counterflow

configuration. In particular, the response of ignition delay to the frequency of scalar dis-

sipation rate fluctuation is sought. As mentioned in the Introduction, this study is based

on the viewpoint that the turbulent eddies at different scales have different characteristic

timescales; smaller eddies, which are often more effective in influencing the ignition ker-

nels, are at shorter time scales such that one may need to consider multiple repeated attacks

of such eddies during the ignition delay. The study thus helps in improving the understand-

ing of turbulence-autoignition interaction. The primary objective of this study is to obtain a

unified description of ignition delay response to the unsteadiness in scalar dissipation rate.

Detailed hydrogen mechanism with 19 reactions and 9 species[62] is used in this study.

For all the results presented in this study, H2 (50%) diluted with N2 (50%) is supplied from

one nozzle, impinging against air (N2 - 79% and O2 - 21%) stream from the other nozzle

0.5 cm apart. The pressure is fixed to 2 atm. Fuel side temperature is fixed to 300 K and

air side temperature is fixed to 1020 K. The crossover temperature, at which the rates of

branching and termination reactions are equal [65], is found to be 985 K at this pressure.

The imposed oxidizer temperature results in the ignition kernel temperature higher than

the crossover value, and therefore the condition corresponds to that of high temperature

ignition regime.

35



To compute the ignition delay, a nonreactive steady solution is first obtained while

suppressing all reaction rates. This generates a convergedinitial solution for the unsteady

computation. The unsteady calculation is then performed with reactions turned on att =

0. Temporal fluctuation of the scalar dissipation rate is imposed by oscillating the velocity

at the nozzle inlet sinusoidally. The functional form of velocity oscillation at the nozzle is

given in Eq.2.13of Chapter2. In the following we first study autoignition behavior in a

steady scalar dissipation rate field. Subsequently, effects of unsteady scalar dissipation rate

are studied.

4.1 Ignition Response to Steady Scalar Dissipation Rate

As a reference, the response of the ignition delay to steady scalar dissipation rate is first

studied. In this case, the velocity at the nozzle is fixed constant. For all the results presented

in this study, mixture fraction is defined using Bilger’s [68] definition as:

Z =
YH/2WH − (YO − YO,air)/WO

YH,fuel/2WH + YO,air/WO

(4.1)

and the scalar dissipation rate is defined as:

χ = 2D

(
∂Z

∂x

)2

(4.2)

whereD is the thermal diffusivity. For this Chapter, unless statedotherwise, the scalar

dissipation rate (χ) is determined at the ignition kernel, which is defined as thelocation of

the maximum heat release rate. The onset of ignition is defined as the instant at which rate

of change of the peak temperature in the domain becomes maximum.

Figure4.1 shows the ignition delay and maximum steady state OH mass fraction in

the domain as a function of the nozzle inlet velocity. The solid line in maximumYOH

plot represents the computed lower branch of the standard S-curve of flame response. The

dashed line in the same plot shows the hand-drawn continuation of lower branch to unstable
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Figure 4.1: Ignition delay and maxYOH as a function of velocity at nozzle inlet

and fully burning branches. The inlet velocity gives a measure of scalar dissipation rate

determined at the ignition kernel. As the inlet velocity is decreased, the frozen steady state

solution reaches the steady turning point near the velocityat 1155 cm/s. At this steady

ignition limit, the corresponding scalar dissipation rateat the ignition kernel is found to be

χ∗

s = 47 s−1, where subscripts denotes the steady limit. The mixing layer is ignitable for

χ < χ∗

s. If this condition is met, the ignition delay gradually increases asχ increases as a

result of increased loss of radicals and heat from the ignition kernel. Note that ignition delay

plotted on the left axis is obtained from the unsteady computation, whereas the maximum

OH mass fraction plotted on the right axis is obtained from steady computation. These

ignition results under the steady scalar dissipation rate conditions will be used to explain

the results for unsteady scalar dissipation rate cases to bepresented in the next section.
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4.2 Ignition Response to Unsteady Scalar Dissipation Rate

The response of ignition delay to unsteady scalar dissipation rate is now examined. The

initial value (Vinit) of velocity oscillation at the nozzle inlet is fixed at 1050 cm/s. Two

different amplitudes of velocity oscillation are considered: A = 0.4 (Case A) and 0.8

(Case B). At both nozzle inlets velocity oscillates with thesame magnitude and in phase.

SinceVinit is close to the steady ignition limit, for both cases the nozzle velocity becomes

significantly greater than the steady ignition limit duringthe oscillatory cycle. The main

consideration is the effect of frequency of oscillation on the overall ignition delay.

Figures4.2(a) and 4.2(b) show the temporal variation inχ for Cases A and B, respec-

tively, for various frequencies of oscillation. It is seen thatχ responds sinusoidally, while

its amplitude of oscillation becomes attenuated as the frequency increases. In both figures,

the steady ignition limit (χ∗

s) is also plotted as a bold line. It appears that the ultimate

fate of the mixture (whether it ignites or not) strongly depends on the overall mean scalar

dissipation rate (χ) during the induction period. A rational definition of the mean scalar

dissipation rate is given by:

χ =
1

tign

∫ tign

0

χ dt (4.3)

where tign is the ignition delay for each frequency condition. For low frequencies,χ

depends on the initial phasing and frequency of the oscillation, while it converges to an

asymptotic value at higher frequencies as a large number of oscillatory cycles occur during

the induction period.

Comparing Figures4.2(a) and 4.2(b), it is evident that the system in Case A ignites

for all frequencies asχ always falls belowχ∗

s. For Case B, however,χ exceedsχ∗

s at high

frequencies and hence the system fails to ignite at high frequencies.

Figures4.3(a) and (b) show the ignition delay andχ as a function of frequency for

Cases A and B, respectively. For Case A, the ignition characteristics are categorized into
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Figure 4.3: Ignition delay (�) andχ (×) as a function of frequency for (a) Case A and (b)
Case B. Note that the frequency scale is split between bottomand top axes.
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three regimes. At low frequencies (Regime I), ignition occurs before one complete cycle

of oscillation. In this case, the ignition behavior is characterized as a quasi-steady response

such that the ignition delay is dictated by the mean scalar dissipation rate during the in-

duction time. This is clearly confirmed by the strong correlation between the ignition delay

andχ. At intermediate frequencies (Regime II), the ignition delay increases with frequency

whileχ remains almost constant. In this regime, ignition depends on the detailed unsteady

response of the ignition kernel throughout the induction period. This issue will be further

investigated in the next section. Finally, at higher frequencies (Regime III), the ignition

kernel no longer responds to the rapid oscillation and the system recovers the quasi-steady

characteristics. As in Regime I, whether the mixture ignites or not again depends entirely

on the mean scalar dissipation rate relative to the steady limit. For Case A, ignition occurs

becauseχ < χ∗

s, and in this quasi-steady regime it is clearly seen that bothignition delay

andχ remains almost constant over a wide range of frequencies. Figure4.3(b) shows the

results for Case B, for whichχ exceedsχ∗

s in the high frequency limit. As a result, all the

trends are similar to those shown in Figure4.3(a) except that ignition does not occur in the

high frequency limit. Therefore, it is difficult to identifythe boundary between Regime II

and Regime III in Case B.

Note that for the chosen amplitudes of oscillation (A = 0.4 and 0.8 for cases A and B,

respectively) the ignition delay in Regime I first increasesand then decreases for both the

cases. However, if the phase of oscillation is shifted by 180degrees, such that scalar dissi-

pation rate first decreases and then increases, then the ignition delay would first decrease as

frequency increases in Regime I. Nonetheless, the quasi-steady concept would still be valid

in Regime I in that the ignition delay will correlate with themean scalar dissipation rate

in the induction period. This behavior is consistent with the results for the previous study

presented in Chapter3 on the autoignition of homogeneous mixture subjected to unsteady

temperature fluctuations [69], in which a strong correlation between the ignition delay and

the mean temperature was found at low frequencies.
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Figure 4.4: Ignition delay as a function of frequency*ignition delay for case A and case B

The transition from quasi-steady (Regime I) to unsteady (Regime II) ignition response

depends on the ratio of characteristic time scale of unsteady fluctuation to the characteristic

chemical time, which is the ignition delay. To confirm this point, ignition delay shown in

Figures4.3(a) and (b) is plotted against the normalized frequency,f · tign. The normalized

frequency represents the number of cycles inχ oscillation before ignition. Fig.4.4shows

the results. The results for the two cases collapse very well, showing an initial abrupt rise

and decay in the ignition delay. The minimum ignition delay is achieved at approximately

f · tign = 1, which is considered the boundary between Regimes I and II. When the ignition

kernel is exposed to more than one cycle ofχ oscillation, the evolution of radical species

in the ignition kernel undergoes excursions of loss and growth, and ignition event is a

cumulative effect throughout the induction period. Thus the ignition response is no longer

considered quasi-steady and the ignition delay does not correlate withχ. To describe the

unsteady ignition behavior in the intermediate frequency range, the temporal history of the
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Damköhler number at the ignition kernel needs to be considered.

4.2.1 Damk̈ohler number response to oscillatoryχ

Following a previous study [21], the kernel Damköhler number (DaH) is defined based on

the hydrogen radical as:

DaH =

∣∣∣∣
ω̇H

ρu(∂YH/∂x) + ∂(ρYHVD
H)/∂x

∣∣∣∣ (4.4)

whereV D
H is the diffusion velocity of H radicals. As defined, DaH at the ignition kernel

represents the ratio of chemical production (ω̇H) to the transport loss in the H radical.

Therefore, DaH > 1 indicate that the ignition kernel is at a favorable condition to ignite.

Figures4.5(a) and (b) show the temporal history of DaH for a few representative fre-

quencies in the intermediate frequency range for Cases A andB, respectively. For Case B,

a high frequency of 5000 Hz for which no ignition occurs is also shown. It is seen that DaH

responds to the sinusoidal fluctuations inχ. Note that ignition can occur after a number

oscillations even if DaH < 1 for a significant fraction of the induction period.

An alternative view of Fig.4.5(b) is shown in Figure4.6 in which DaH andYH are

plotted in the phase space for three different frequencies.Forf = 1600 Hz, as DaH oscillates

around unity,YH gradually increases in time and eventually takes off. On theother hand, at

higher frequencies (f = 3000 and 5000 Hz), the evolution inYH reaches a limit cycle and

no ignition occurs.

The above results suggest that the ignition kernel can survive some momentary unfa-

vorable conditions and eventually ignite depending on the cumulative history of the kernel

Damköhler number. It is conjectured that ignition can occur if the favorable condition

(DaH > 1) is maintained for a duration longer than a critical value. To derive a rational

criterion, we first determine the fraction of the time duration for which DaH > 1 during the
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Figure 4.5: Temporal history of Damköhler number for different frequencies in the inter-
mediate frequency range for (a) case A, and (b) case B

ignition delay, given by:

∆t =
time(DaH ≥ 1)

tign
(4.5)

In other words,∆t represents the fractional duration of favorable conditionfor ignition.

For the cases in which ignition does not occur, we replace thedenominator in Eq. (4.5) by

a sufficiently long time such that∆t converges. Subsequently, the mean kernel Damköhler
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number is defined similar to Eq. (4.3) as:

DaH =
1

tign

∫ tign

0

DaH dt (4.6)

Combining Eqs. (4.5) and (4.6), the ignitability (Γ) is defined as:

Γ = DaH · ∆t (4.7)

The ignitability parameter essentially accounts for the mean value of the kernel Damköhler

number during the induction period as well as the fractionalduration of the favorable con-

dition for ignition. Figure4.7shows the plot of ignition delay as a function ofΓ, for Cases

A and B (lines + symbols) as well as for three additional cases(C to E) (lines) with different
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Figure 4.7: Ignition delay as a function of ignitability forcases A-E with different frequen-
cies

values of initial velocity and amplitude. [Vinit, A] = [1050, 0.7], [1050, -0.8] and [1100,

0.7], for Cases C, D, and E, respectively. The negative amplitude implies that the phase of

velocity oscillation is shifted by 180 degrees. Cases C, D, and E all have convergedχ > χ∗

s

in the high frequency limit, similar to case B. Each data point in a given curve represents a

result for a different frequency in Regime II. Sinceχ differs for different cases, the range

of frequency that corresponds to Regime II also differs. Forexample, the frequency range

shown in the figure ranges from 1000 Hz and to 2800 Hz for Case B,while the range

changes to 1300-2900 Hz for Case D. Nevertheless, the ignition delay versusΓ curves for

all five cases collapse surprisingly well. The only exception is for Case A, which has a dif-

ferent high frequency limit (χ < χ∗

s). In this case, the ignition delay levels off to a constant

value in the high frequency limit (the data shown are for frequencies up to 10,000 Hz).

As discussed before, at such high frequencies the ignition response becomes quasi-steady

46



again, and thus depends solely on eitherDaH or χ. Note that, for all of the cases consid-

ered, no ignition was observed forΓ less than 0.59, which is denoted by a vertical dashed

line in Fig. 4.7. Therefore, this ignitability parameter serves as a generalized ignitability

criterion for a wide range of parametric conditions, and provides a unified description of

the unsteady ignition phenomena.

Having obtained a unified description of autoignition response of nonpremixed hydrogen-

air mixture to scalar dissipation rate fluctuations, in the next Chapter we study autoignition

of more complex nonpremixedn-heptane-air mixture using a similar configuration. The

ignitability parameter developed in this Chapter will be applied ton-heptane autoignition

in the next Chapter.
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Chapter 5

Effects of Unsteady Scalar Dissipation Rate on
Nonpremixed n-Heptane/Air Autoignition

After obtaining significant insights and a unified description of nonpremixed hydro-

gen/air autoignition in unsteady scalar dissipation rate conditions in last Chapter, in this

Chapter we study a more complexn-heptane/air system. As mentioned in the Introduc-

tion Chapter, one of the key distinctive features ofn-heptane, which is most pronounced

in diesel engine applications, is that they often exhibit two-stage ignition under the typ-

ical operating conditions. This behavior has been explained by the negative temperature

coefficient (NTC) regime, due to a competition between recombination of isomerization

products and the activation of radical branching through H2O2 at intermediate tempera-

tures near 900K [24]. The computational methodology used in this study is similar to that

employed for hydrogen autoignition study in Chapter4 and the details are given in Chap-

ter2.

For the detailed reaction kinetics model, we adopt then-heptane mechanism with 185

reactions and 43 species [22], which has been extensively validated to reproduce the two-

stage ignition behavior over a wide range of conditions. Forall cases considered, pre-

vaporizedn-Heptane (15%) diluted with N2 (85 %) is supplied from the nozzle at x = 0

cm and is impinged against air (N2 - 79 % and O2 - 21 %) injected from the other nozzle

at x = 0.5 cm. The pressure is fixed to 40 atm. Unless otherwise stated, the fuel and oxi-

dizer stream temperatures are set at 572 K and 827 K, respectively, following the previous

study [22]; 572 K corresponds to the boiling temperature ofn-heptane at 40 atm, and 827
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K is obtained by the adiabatic compression of air at 300 K from1 atm to 40 atm.

As in Chapter4, unsteady scalar dissipation rate is imposed by specifyinga time-

varying velocity at both the nozzle inlets. The functional form of the velocity oscillation

is given in Eq.2.13 of Chapter2. The initial condition for the unsteady calculations is

generated by computing a steady solution with all the reaction terms suppressed. Then the

unsteady computation is performed with reactions turned onat t = 0.

The ignition kernel is defined as the location of maximum OH mass fraction, which

indicates region of intense chemical reaction. We will verify in subsequent discussion that

an alternative definition of the ignition kernel (such as based on the maximum heat release)

does not affect the results and conclusion of this study. Theignition delay is defined as the

time at which the growth rate of peak temperature in the domain becomes maximum. In

the presence of two-stage ignition, this always corresponds to the time of the second stage

ignition.

Scalar dissipation rateχ, is defined in Eq.4.2 in Chapter4. Mixture fraction variable

is again defined following Bilger’s definition [68]. The values ofχ at the stoichiometric

mixture fraction,χst, as well as that at the ignition kernel,χk, are reported in the subsequent

results and discussion.

5.1 Steady Ignition Behavior

As a baseline case, we first examine the temporal evolution ofignition for various steady

scalar dissipation rates. Figure5.1shows the time evolution of the maximum temperature

for various scalar dissipation rates at the stoichiometricmixture fraction,χst, in the frozen

flow. At the chosen parametric conditions, distinct two-stage ignition behavior is clearly

seen: at the first stage, low temperature chemistry associated with keto-heptyl peroxide

(henceforth referred to as KET) brings the temperature up byapproximately 100K, and the

second stage ignition occurs after an additional delay.

As reported by Liuet al. [22], Fig. 5.1confirms that the first stage ignition is rather in-
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Figure 5.1: Time evolution of the maximum temperature for various steady values ofχst

sensitive to the variations inχst, while the second stage ignition shows a strong sensitivity.

For χst exceeding the steady ignition limit of 79 sec−1, no second stage ignition is ob-

served. While Liuet al.discussed in detail as to why this is so, here we offer an alternative,

and perhaps simpler, explanation for this observed behavior. Figures5.2and 5.3show the

profiles of the OH mass fraction, which is the key radical species demarcating the ignition

kernel location, and the corresponding scalar dissipationrate in the physical and mixture

fraction coordinates, respectively, forχst = 75.23 s−1. At t = 0.5 msec, it is clearly seen

that the initial ignition kernel development due to the low-temperature chemistry occurs

near the oxidizer side, at which the magnitude of the scalar dissipation rate is practically

negligible. As the ignition progress further (t = 1.4 msec and later), only after the first-stage

temperature rise has occurred, the ignition kernel moves into the mixing layer at which a

significant level of theχ exists, hence becomes sensitive to the imposed scalar dissipation

rate.
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Figure5.4 shows the temporal evolution of the maximum temperature forχst = 75.23

s−1 along with the location of the ignition kernel in the mixturefraction space.Zk is the

ignition kernel location based on the peak OH mass fraction.Alternatively, the ignition

kernel defined as the maximum heat release location,ZMaxHeat is also plotted. For either

definition, it is confirmed that the ignition kernel resides in the region of lowχ throughout

the first stage, and then migrates into a higherχ region only after a significant develop-

ment into the second stage induction. Although not shown here, consistent behavior was

observed even when the initial temperature field is completely uniform, indicating that the

initial nonuniform temperature profile is not solely responsible this behavior. In summary,

during the autoignition event in a mixing layer of higher hydrocarbon fuels and air, the first

stage ignition in general occurs in the region of low scalar dissipation rate, thereby avoiding

the sensitivity to the diffusive loss of radicals from the ignition kernel.
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5.2 Ignition Response to Oscillatory Scalar Dissipation Rate

Next, we study the effects of sinusoidal fluctuations of scalar dissipation rate, as prescribed

by Eq. (2.13). The baseline steady case forχst = 75.23 s−1 in the previous section is chosen,

which corresponds to the initial nozzle velocities of the fuel and oxidizer streams to be 65

cm/s and 90.7 cm/s, respectively. The amplitude of velocityoscillation at the boundary is

fixed atA = 0.7, which is chosen such that the instantaneousχ exceeds the steady ignition

limit for some duration during the induction period.

Figure5.5shows the maximum temperature versus time for the oscillatory scalar dissi-

pation rate at various frequencies. Note that the effect of the unsteadyχ fluctuation is not

monotonic in frequency. At 300 Hz, the ignition delay is actually advanced in comparison

to the steady reference condition. As frequency increases further, the mixture becomes

completely non-ignitable (e.g. at 1100 Hz). At even higher frequency (2000 Hz), however,
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the mixture becomes ignitable again with the ignition time delayed comparable to the ref-

erence steady condition. These results are summarized in Fig. 5.6(a), in which the ignition

delay (tign) is plotted as a function of the frequency. It appears that, similar to the hydrogen

study presented in the last Chapter, distinct ignition behavior is observed in three different

frequency regimes: low frequency (0-625 Hz), intermediatefrequency (650-1700 Hz), and

high frequency (> 1700 Hz). The characteristics of each regime will be described in the

following.

In the low frequency regime up to 625 Hz, it was found that theχ oscillation barely

completes one cycle during the second-stage ignition delay. In this quasi-steady regime,

we found that the ignition delay correlates well with the mean scalar dissipation rate at the

ignition kernel,χk, defined similar to the hydrogen study as:

χk =
1

tign

∫ tign

0

χk dt (5.1)

Figure5.6(b) shows the plot ofχk as a function of frequency.χk appears to correlate very

well with the ignition delay behavior shown in Fig.5.6(a) for the low frequency regime.

This result is consistent with that presented for the hydrogen/air autoignition [70] in Chap-

ter 4, in which alsoχk was found to correlate well with the ignition delay at low frequen-

cies. Figure5.6(b) also shows the mean scalar dissipation rate measured at the stoichio-

metric mixture fraction,χst (defined similar to Eq.5.1), which does not correlate as well

asχk does. Due to the complex chemistry ofn-heptane oxidation, the ignition kernel loca-

tion varies significantly during the two-stage ignition process, henceχst does not properly

represent the effective dissipation rate that the ignitionkernel experiences.

For intermediate frequencies (650-1700 Hz), ignition doesnot occur at all. As the

imposed unsteady time scale becomes small, the duration forwhich the scalar dissipation

rate is favorable for ignition is not long enough for the kernel to ignite in a quasi-steady

manner. In this case, theχk andχst values are determined by extending the integral in
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Eq. (5.1) to t → ∞. The ignition behavior becomes fully unsteady and neither of these

mean scalar dissipation rates adequately serve as a measureto determine ignitability of the

mixture. To obtain a rational ignitability criterion, we follow the hydrogen autoignition

study [70] presented in Chapter4, and first define the kernel Damköhler number based on

the OH radical as:

DaOH =

∣∣∣∣
ω̇OH

ρu(∂YOH/∂x) + ∂(ρYOHV
D
OH)/∂x

∣∣∣∣
k

(5.2)

whereV D
OH is the diffusion velocity of OH radicals. As defined, DaOH at the ignition kernel

represents the ratio of chemical production (ω̇OH) to the transport loss in the OH radical.

Therefore, DaOH > 1 indicate that the ignition kernel is at a favorable condition to ignite.

Subsequently, the ignitability (Γ) is defined similar to Chapter4 as:

Γ = DaOH · ∆t (5.3)

where

DaOH =
1

tign

∫ tign

0

DaOH dt (5.4)

is the mean kernel Damköhler number defined similar to Eq. (5.1) and

∆t =
time(DaOH ≥ 1)

tign
(5.5)

represents the fractional duration of favorable conditionfor ignition. In case ignition does

not occur,tign in Eq. (5.5) is replaced by a sufficiently long time for∆t to converge. The

ignitability (Γ) thus accounts for both the mean value of the kernel Damköhler number

during the induction period as well as the fractional duration of the favorable condition for

ignition. Both of these parameters are independent and are important for correct prediction

of ignition behavior as was demonstrated in the last Chapter. Fig. 5.6(c) showsΓ as a

function of frequency. For intermediate frequencies for which ignition does not occur,Γ
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value drops below 0.62. This is consistent with results presented in Chapter4, in which the

critical Γ value was found to be 0.59. Therefore,Γ is found to be an appropriate ignitability

criterion for unsteady ignition even forn-heptane fuel.

At higher frequencies beyond 1700 Hz, the ignition kernel nolonger responds to the

rapid unsteady fluctuations in scalar dissipation rate, andthe system recovers the quasi-

steady characteristics. Therefore, as can be seen from Figs. 5.6(a) and (b), ignition delay

again starts to correlate well with the mean scalar dissipation rate at the ignition kernel.

5.3 Unsteady Ignition at a Higher Temperature

Through the extensive parametric studies, we have also madean interesting observation

at higher temperature conditions. In this case, for the samepressure at 40 atm, the initial

frozen temperature field is fixed uniformly at 920 K which falls into the intermediate tem-

perature regime where NTC chemistry becomes negligible. The initialχst is set at 277 s−1,

which corresponds to the initial nozzle velocities of the fuel and oxidizer streams to be 290

cm/s and 336.4 cm/s, respectively in the frozen flow, and an oscillatory velocity withA =

0.7 is imposed at various frequencies.

Figure5.7shows the maximum temperature evolution for various frequencies. At this

high temperature condition, the reference steady ignitionevent (thin solid line) does not

reveal noticeable two-stage ignition behavior. As the unsteady oscillation is imposed, how-

ever, the second stage ignition behavior reappears. This tendency is more pronounced at

lower frequencies and the behavior gradually attenuates asthe frequency increases (from 50

to 500 Hz). At frequencies beyond 500 Hz, the system becomes completely non-ignitable.

Unlike the results in the previous section, the mixture doesnot return to ignitable state even

at higher frequencies. The behavior in the high frequency limit can be simply explained

based on theΓ parameter as discussed before, and is not repeated here. On the other hand,

the re-emergence of the two-stage ignition at low frequencies needs further investigation

and is discussed as follows.

58



Time (sec)

T
m

ax
(K

)

0 0.002 0.004 0.006 0.008 0.01 0.012900

950

1000

1050

1100
steady
50 Hz
100 Hz
300 Hz
500 Hz
1000 Hz
3500 Hz

Figure 5.7: Time evolution of the maximum temperature for anoscillatory scalar dissipa-
tion rate at various frequencies: uniform initial temperature at 920K andχst = 277 s−1.

For the large amplitude of oscillation as chosen in this case, the large instantaneous

value ofχ enhances the dissipation of radicals during the induction period, resulting in a

widespread ignition kernel. Figure5.8 shows the profiles of several intermediate species

(KET and H2O2 respectively representing the key intermediates for the first and second

stage ignition) at the time when the system is in the middle ofthe long second-stage de-

lay (t = 0.002 s). It is seen that the OH peak is significantly separated from from the

maximum KET or H2O2 regions, resulting in attenuation of the chemical reactivity at the

ignition kernel. In summary, the mechanism for the two-stage ignition observed in Fig.5.7

is attributed to enhanced transport losses, in contrast to the commonly observed two-stage

ignition behavior which is due to the chemical competition (NTC regime). The latter is

observed in both homogeneous and inhomogeneous systems, while the former is unique to

the nonpremixed mixing layer where strong transport effects are present. This result pro-
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vides a practical implication that the occurrence of two-stage ignition in an IC engine may

be promoted when there exist high levels of turbulence and mixture stratification.

5.4 Implications for Turbulent Combustion Modeling

The unsteady ignition behavior observed in this study provides insights into modeling of

autoignition in turbulent reacting flows, especially in thecontext of the flamelet [29] or

conditional moment closure [30] approaches. Using the space-time equivalence through

the Taylor’s hypothesis, the unsteady mixing layer under study may represent an igniting

unsteady flamelet subjected to turbulent fluctuations. A cumulative plot of the scalar dis-

sipation rate versus the mixture fraction variable througha number of oscillatory cycles is

shown in Fig.5.9, which resembles a typical scatter plot of turbulent reacting flow data. In

the flamelet approach, the evolution of reactive scalars (ψi) is described by therepresenta-
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Figure 5.9: Scalar dissipation rate as a function of mixturefraction at various time instants
for frequency = 1300 Hz andχst = 75.23 s−1 in frozen flow.

tiveflamelet equation [29]:
∂ψi

∂t
=
χ̃Z

2

∂2ψi

∂Z2
+
ωi

ρ
(5.6)

in which the conditional Favre mean valuẽχZ replaces the scalar dissipation rate as the

key parameter of the equation. A similar equation is obtained for the first-order conditional

moment closure model. This approach inherently assumes that reaction behavior is dictated

only by the conditional mean scalar dissipation rate, whileits fluctuations are neglected.

The results shown in Fig.5.6suggest that this approximation is valid only if the fluctuation

time scale is sufficiently longer or shorter than the ignition delay such that the ignition

response can be considered quasi-steady. If it falls into the intermediate frequency regime,

then an additional parameter (such as∆t defined in this study) accounting for the magnitude

of fluctuation about the mean value must be considered, thereby further complicating the

combustion submodels.
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The results presented in Chapters3 and4 and the present Chapter on the effects of un-

steady fluctuations in flow velocity/scalars on the autoignition behavior can be summarized

as follows. Firstly, it should be noted that the results on the effects of temporal fluctua-

tions in flow velocity/scalars presented in these chapters can be related to the effects of

spatial inhomogeneities through a Lagrangian-Eulerian conversion. The following are the

major conclusions of these chapters. At low frequencies of fluctuation, which correspond

to large eddy turnover times, the response of ignition delayis always quasi-steady. In

this regime, ignition delay is well correlated with the time-averaged value of the imposed

oscillating variable. At very high frequencies of fluctuation, which correspond to small

eddy turnover times, the system again recovers quasi-steady characteristics. In this high

frequency regime, the ignition delay response to frequencylevels off. However, it should

be emphasized that the asymptotic value of ignition delay athigh frequency limit might be

different from the reference ignition delay (at zero frequency). The reason for this may be

attributed to the inherent non-linearity of the phenomena.At intermediate frequencies, i.e.

when the eddy turnover time is comparable to ignition delay,the ignition delay response

is completely unsteady. In this regime, time averaged valueof imposed oscillating vari-

able is not sufficient to characterize the ignition delay response, and additional variables

are required to describe the phenomena. In the homogeneous ignition study presented in

Chapter3, this variable was identified as the instantaneous gradientof temperature oscilla-

tion at the onset of ignition, whereas for the nonpremixed fuel-air ignition studies presented

in Chapter4 and the present Chapter an ignitability parameter was proposed for this pur-

pose. In real turbulent flows, a range of eddies with a range ofturnover times will be present

and then the ignition delay response may be a represented by acombination of responses

at different monochromatic frequencies.
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Chapter 6

Turbulent Mixing in LTC Engine Environments

So far, we have investigated the effects of unsteadiness associated with some key scalar

or flow velocity on autoignition behavior and ignition delay. The primary objectives for this

and the next Chapter are to investigate the effects of spatial inhomogeneities in scalars such

as temperature and equivalence ratio on the modes of combustion in realistic LTC engine

environments. As mentioned in the Introduction Chapter, due to the presence of thermal

and compositional inhomogeneities both volumetric and front-like combustion modes have

been observed in experiments [13, 15, 16]. It is anticipated that depending on fuel-injection

timing, wall heat loss, and exhaust gas recirculation (EGR), scalar fields with different lev-

els on inhomgeneities and different patterns may exist prior to autoignition. Therefore, in

this Chapter we investigate the different mixture formation patterns close to top-dead-center

(TDC), prior to autoignition. Of particular interest is to identify the possible correlations

between temperature and equivalence ratio fields prior to autoignition.

For this purpose, non-reacting simulations are conducted for a 3D 4-valve pentroof

engine using KIVA-3V. The turbulence model is based on the Reynolds-Averaged-Navier-

Stokes (RANS) approach, and the conventionalk − ε model is adopted in this study. Ta-

ble 6.1 lists the specifications and the operating conditions of theengine simulated. The

mesh consists of about 50000 grid cells and is shown in Fig6.1. Gasoline fuel is used to

represent realistic spray evaporation behavior. Fuel is injected from the top of the cylin-

der head vertically downwards. The results obtained in thisstudy will provide the repre-

sentative scalar fields to be studied for autoignition and combustion behavior using direct
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Bore 9.2 cm
Stroke 8.5 cm

Compression ratio 9.64
IVO 28 BTDC
IVC 66 ABDC
EVO 112 ATDC
EVC 28 ATDC
Thead 400 K
Tpiston 400 K

Tcylinderwall 400 K
RPM 1500

Intake temperature 400 K

Table 6.1: Engine specifications and operating conditions.

numerical simulations in next Chapter.

Using the non-reacting simulations, the effects of fuel injection timing on mixture for-

mation are studied. Towards this goal, two cases are studiedwith different fuel-injection

timing. Case (kA) has a start of injection (SOI) timing of 270degrees before TDC, and

Case (kB) has SOI of 90 before TDC. Thus, Case (kA) representsan early-injection sce-

nario and Case (kB) represents a late-injection scenario. In both cases, duration of injection

was 48 crank angle degrees and the global equivalence ratio was fixed to 0.19. Both simu-

lations were initiated at 375 degrees before TDC (BTDC) and the initial turbulence kinetic

energy was 10% of kinetic energy based on mean piston speed.

The results for Case (kA), the early injection case, are firstexamined. Figure6.2shows

the fuel mass fraction and temperature fields at 15 degrees BTDC, in a plane normal to the

cylinder axis close to the top wall of the cylinder. It is observed that temperature is high in

the middle and low close to the walls due to wall heat loss. It can be seen that apart from

the slight negative correlation on the right boundary due tothe evaporation cooling effect,

the two fields are largely uncorrelated with each other. Thisis owing to the turbulence

mixing and wall heat loss effects. This is further demonstrated in Fig.6.3which shows the

scatter plot of fuel mass fraction and temperature also at 15degrees BTDC. The scatter plot
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Figure 6.1: Pentroof engine mesh with about 50000 cells usedfor KIVA-3V simulations.

includes all the data points inside the engine cylinder and shows that the fields are mostly

uncorrelated. For most of the cells in the cylinder, the temperature varies between about

700 K and 800 K, and the fuel mass fraction varies between 0 to about 0.03. The mass-

based stoichiometric fuel to air ratio for gasoline is 0.0672, implying that the equivalence

ratio in the cylinder varies between 0 to 0.46.

Next, the results for Case (kB), the late-injection case, are examined. Figure6.4shows

the fuel mass fraction and temperature fields at 15 degrees BTDC, in the same cross-

sectional plane of the cylinder as the previous case. UnlikeCase (kA), the temperature and

fuel mass fraction fields are negatively-correlated to a large extent. At a location slightly to

the right of center, the fuel has evaporated and the temperature has reduced due to evapora-

tive cooling effect. In the periphery of evaporated fuel region, temperature is high and fuel

mass fraction is almost zero. Wall heat loss effects are again seen in the thin region near

the wall where temperature is lower. Figure6.5 shows the scatter plot of fuel mass frac-

tion and temperature fields at 15 BTDC for Case (kB). All the cells within the cylinder are
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Figure 6.2: (a) Fuel mass fraction, levels ranging from 0 (blue) to 0.03 (red), (b) temper-
ature, levels ranging from 680 K (blue) to 820 K (red) for Case(kA). Shown in a plane
normal to cylinder axis close to top wall of cylinder, 15 degrees BTDC.

represented in this scatter plot. It is evident that there exists a strong negative correlation

between the two fields. The lower constant temperature branch of the scatter plot repre-

sents the thermal boundary layer near the walls where the temperature is lower due to heat

loss. In this case, since the fuel is injected very late, there is still a large variation in fuel

mass fraction field at 15 degrees BTDC, with the equivalence ratio varying from 0 to 1.47

inside the cylinder. Note that about 60% of the fuel is evaporated at 15 BTDC in this case.

Temperature again varies from about 700-800 K for majority of cells within the cylinder.

Due to late fuel injection there is not enough time for turbulence mixing to modulate the

effects of evaporative cooling and this causes the temperature and equivalence ratio fields

to be negatively correlated.

Apart from these two cases, exhaust gas recirculation (EGR)can also result in a nega-

tively correlated equivalence ratio and temperature fieldsfor an early-injection or port-fuel

injection case. This can happen when the overall mixture is lean and the hot EGR stream

contains large levels of oxygen. Incomplete mixing betweenhot EGR stream and fresh

charge then results in hot pockets with excess oxygen and cold pockets with lower levels

of oxygen. This creates a negatively correlated temperature-equivalence ratio field. An

illustration of this is shown in Babajimopolouset al. [11] (See Fig. 3 of Ref. [11]).
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Figure 6.3: Scatter plot of temperature against fuel mass fraction at 15 degrees BTDC for
Case (kA).

Having understood the different mixture formation scenarios that might exist in a real

engine prior to autoignition, in the next Chapter we study the small-scale implications

of these different T-φ correlations on autoignition and subsequent front propagation us-

ing high-fidelity DNS. There remains a question as to whetherthe large scale correlations

observed in the RANS simulations will result in the same degree of small subgrid-scale

correlations. Considering turbulent mixing characteristics, it is reasonable to assume that

uncorrelated large scales will result in uncorrelated small scales. On the other hand, even

if large scales are correlated, small scales might still be uncorrelated to some extent due to

turbulence mixing at small scales. Further investigation is needed to provide insights into

this issue.
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Figure 6.4: (a) Fuel mass fraction, levels ranging from 0 (blue) to 0.08 (red), (b) temper-
ature, levels ranging from 700 K (blue) to 840 K (red) for Case(kB). Shown in a plane
normal to cylinder axis close to top wall of cylinder, 15 degrees BTDC.
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Figure 6.5: Scatter plot of temperature against fuel mass fraction at 15 degrees BTDC for
Case (kB).
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Chapter 7

DNS of Autoignition and Front Propagation in
LTC Engine Environments

The non-reacting engine simulations conducted in the last Chapter provide guidance

to representative initial scalar fields to be studied for theautoignition characteristics. In

this Chapter we study the ignition and front propagation events using two-dimensional

(2D) direct numerical simulation (DNS) with detailed chemistry. Based on the insights

gained from non-reacting engine simulations in last Chapter, three cases with different ini-

tial conditions are studied using DNS: Case (A) is the baseline case with only temperature

inhomogeneities and a uniform equivalence ratio; Case (B) is uncorrelated temperature and

equivalence ratio fields; and Case (C) is negatively correlated temperature and equivalence

ratio fields. Detailed spatial and temporal evolution of ignition and front propagation event

as well as the integrated heat release rate behavior is examined for the three cases.

As mentioned in the Introduction Chapter, autoignition in inhomogeneous mixtures can

lead to a mixed mode combustion with simultaneous presence of volumetric- and wave-like

modes. Furthermore, the wave-like modes can either be a normal premixed deflagration or a

spontaneously propagating ignition front [17]. Therefore, in the latter part of this Chapter, a

diagnostic criterion is developed which can quantitatively distinguish between the different
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modes of heat release.

7.1 Initial Conditions for DNS

In this section, we present the initial conditions and computational mesh details for DNS.

Periodic boundary conditions are employed at all the boundaries to represent the constant

volume ignition process. The computational domain is a 4.1 mm x 4.1 mm square with

960 x 960 grid points, which gives the grid resolution of 4.3µm. Such a fine resolution

is required for resolving the thin propagating fronts whichresult due to the high pressure

conditions employed in this study. The 2D grid used is similar to the one used in previous

studies [26, 27].

The mean flow velocities for all cases are set to 0 cm/s initially. At initial time, turbu-

lence velocity fluctuations are superimposed on the stationary mean velocity field based on

the Passot-Pouquet turbulent kinetic energy spectrum function [71]:

E(k) =
32

3

√
2

π

u′2

ke

(
k

ke

)4

exp

[
−2

(
k

ke

)2
]

(7.1)

wherek is the wave number magnitude,ke is the most energetic wave number andu′ is

the rms velocity fluctuation. In all the cases, the mean initial temperature is 1070 K, mean

hydrogen-air equivalence ratio is 0.1 and the uniform initial pressure is 41 atm. Random

temperature and composition fields are superimposed on the mean temperature and com-

position fields respectively. The temperature and equivalence ratio spectrums similar to

turbulence kinetic energy spectrum are used to specify the characteristic scales of initial

hot/cold spots and initial rich/lean fuel pockets respectively.

The initial autocorrelation integral length scale of the velocity fluctuations (L11,u) is

0.34 mm and the most energetic length scale (Le,u) is 1.0 mm. The velocity RMS (u′) is

0.5 m/s. This gives integral time scale (t11 = L11,u/u
′) of turbulent fluctuations as about

0.7 ms, and the integral scale Reynolds number of 51. In a typical engine,u′ values are

found to be of the order of 5 m/s, andL11,u is of the order of 6 mm [72]. This gives the
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turbulent integral time scale as 1.2 ms and the integral scale Reynolds number as 9000 for

a typical engine. Thus the integral time scale employed in DNS is comparable to that of

a real engine, while the integral scale Reynolds number is about 180 times smaller than

that in an engine. The homogeneous ignition delay time for hydrogen ignition computed

at mean temperature of 1070 K and mean equivalence ratio of 0.1 is found to be 2.46

ms, which is also comparable to ignition delay times in a typical engine. In studies of

autoignition subjected to strain rate fluctuations [70, 73] presented in Chapters4 and5, it

was found that the turbulence eddy which has a turnover time comparable to ignition delay

has maximum interaction with the ignition chemistry. Sincethe turbulence integral time

scale employed in DNS is comparable to ignition delay, the integral scale eddies are the

ones that primarily interact with ignition chemistry.

The temperature and equivalence ratio fields have an RMS fluctuation of 15 K and 0.05,

respectively. The autocorrelation integral length scale and most energetic length scale are

0.45 mm and 1.32 mm, respectively, for both temperature and equivalence ratio fields. Note

that, as specified,T ′/T (= 0.014) is much smaller thanφ′/φ (= 0.5). This way ignition delay

variation due to temperature fluctuation alone is comparable to that due to equivalence ratio

fluctuation alone, considering the much stronger exponential dependence of ignition delay

on temperature.

The length scales of hot spots [13] and rich fuel pockets observed in an engine are

approximately five times larger than those specified in the present DNS study. However,

as mentioned before, the key turbulence mixing time scale, i.e. the integral time scale, is

matched with that in a typical engine. Furthermore, the level of variation in temperature

(about 100 K) considered in DNS is comparable with that obtained in engine simulation

results in the previous section, suggesting thatT ′ may be comparable between DNS and a

typical engine. Experimental measurements ofT ′ in a typical LTC engine are required to

further confirm this. If the key mixing time scale andT ′ are matched between DNS and

a typical engine, local temperature gradients will also be comparable between DNS and a
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typical engine (see the definition of mixing time scale in Eq.(10) of Ref. [27]). In a previous

study [26], local temperature gradient is shown to be the key parameter affecting molecular

transport in high heat release regions. Thus, as demonstrated by Hawkeset al. [28], a

change in initial length scales may not affect the heat release behavior if the turbulence

mixing time scale andT ′ are kept fixed. Based on this reasoning, the heat release behavior

observed in the present DNS study is expected to be relevant in a real engine. The larger

Reynolds number present in the engine will only contribute towards producing a larger

range of scales.

Figure 7.1: Initial temperature field for Cases (A), (B), and(C), levels ranging from 1033
K (blue) to 1116 K (red).

Three cases with different initial conditions are studied using DNS. Case (A) is the

baseline case with only temperature inhomogeneities and a uniform equivalence ratio of

0.1; Case (B) is uncorrelated temperature and equivalence ratio fields; and Case (C) is

negatively correlated temperature and equivalence ratio fields. Figure7.1shows the initial

temperature field which is same for all three cases. The figureshows how the hot and cold
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Figure 7.2: Temperature-equivalence ratio scatter plot atinitial time for a: Case (A), b:
Case (B), and c: Case (C).

spots of different length scales are superimposed on the mean temperature field. Figure7.2

shows the scatter plot of initial equivalence ratio and temperature fields for the three cases.

Note that in Cases (B) and (C) the equivalence ratio distribution has to be slightly truncated

at the lean end to prevent it from becoming negative. The variation in equivalence ratio

specified in Cases (B) and (C) is smaller than that observed innon-reacting engine simula-

tions in the last Chapter. If equivalence ratios greater than one are present, which is more

probable for the late-injection case, there is a possibility of formation of diffusion flames

in the engine. High equivalence ratios are not employed in DNS because in high pressure

hydrogen-air mixture there is a tendency to form shock wavesat high equivalence ratios

which the present DNS grid may not resolve.

7.2 DNS Results

As mentioned in last section, results for three different cases are presented here. Case (A)

is the baseline case with just temperature inhomogeneitiesand a uniform equivalence ratio

of 0.1. Case (B) is the case with initially uncorrelated temperature and equivalence ratio

fields. This case represents the early-injection scenario shown in Chapter6. Finally, Case

(C) is the case with initially negatively correlated temperature and equivalence ratio fields,

representing the late-injection scenario of Chapter6.
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Figure 7.3: HRR contours at 10%, 50% and 90% heat release points. Top row: Case (A),
middle row: Case (B), bottom row: Case (C). Levels ranging from 0 (blue) to 1 (red).

Figure7.3 shows the normalized heat release rate (HRR) contours for the three cases

(A), (B) and (C) at three different time instants corresponding to 10%, 50% and 90% of

total heat release. The normalization is done by the maximumheat release rate for a zero-

dimensional ignition case with initial conditions as the mean initial conditions taken in 2D

DNS, i.e.T0 = 1070 K,φ0 = 0.1, and P = 41 atm. All the plots shown in this figure have

same color scheme and the HRR levels vary from 0 (blue) to 1 (red). The top row shows the

contours for Case (A). At 10% heat release, thin reaction fronts are observed and a weak

ignition kernel is also seen at top left corner of the domain.The fronts are initiated from ig-
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nition kernels at high temperature locations, and expand and consume neighboring charge.

The constant volume simulation causes the pressure to rise as the fronts expand. At 50%

heat release point, a large number of reaction zones are developed and heat release occurs

in both thin front like regions and thick blobs. Finally, at 90% heat release, mostly thick

reaction zones are seen, at which time the end charge is consumed almost homogeneously.

The middle row of Fig.7.3 presents the results for Case (B). The development of ig-

nition kernel and subsequent front propagation is similar to Case (A). Case (B), however,

shows a much more connected reaction front at 10% heat release point. At 50% heat release

point, most of the heat release occurs in thin front-like regions. At 90% heat release point,

heat release is more widespread in both thin and thick regions. Thus, both Case (A) and

Case (B) exhibit a mixed mode combustion with both front-like propagation and homoge-

neous ignition blobs simultaneously present in the domain at various stages of the ignition

event.

Finally, the bottom row shows the results for Case (C), whichshows a drastically differ-

ent ignition event. At 10% heat release, no front-like propagation is seen, and heat release

occurs homogeneously. At 50% heat release, thick structures are seen, implying that the

heat release occurs almost homogeneously. Such a homogeneous evolution of heat release

is sustained throughout the ignition event. Therefore, it is evident that Case (C) represents

a typical homogeneous ignition mode without any front propagation. This is because the

hot temperature regions have very low fuel available due to the initial negativeT -φ corre-

lation. Therefore, the radical build-up slowly starts outside of the hot temperature zones in

the bulk of the mixture, and eventually the diffusion of fueland radicals leads the hotter

temperature zones to ignite subsequently.

Figure7.4 shows the temperature contours for the three cases (A), (B) and (C) at the

same time instants as those in Fig.7.3. It can be seen that large temperature gradients exist

in the domain for cases (A) and (B), whereas largely homogeneous temperature field is

observed for case (C). This follows the discussion on Fig.7.3 above, in that thin reaction
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Figure 7.4: Temperature contours at 10%, 50% and 90% heat release points. Top row: Case
(A), middle row: Case (B), bottom row: Case (C). Levels ranging from 1040 (blue) to 1640
(red).

fronts are observed in cases (A) and (B), whereas largely homogeneous autoignition is

observed in case (C).

Figure7.5shows the normalized integrated heat release rate as a function of time for the

three cases. Again, the normalization is done by the maximumintegrated heat release rate

of the same zero-dimensional (0D) case as before, with domain dimensions same as that

for 2D DNS. Figure7.5, also shows the plot for the zero-dimensional case, for comparison.

Compared to Case (A), the ignition delay is advanced for Case(B) and delayed for Case
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Figure 7.5: Normalized integrated heat release rate as a function of time for Cases (A), (B)
and (C). 0D case is also shown for comparison.

(C). In Case (B), since the temperature and equivalence ratio are uncorrelated, there are

regions in the domain which have high temperature as well as high equivalence ratio. This

causes the ignition in these regions to initiate very early.On the other hand, in Case (C)

there is a prolonged ignition delay since ignition is initiated outside of the local hot spots.

The duration of heat release is also increased for Case (B) and decreased for Case (C)

compared to Case (A). Consequently, peak heat release rate is high for Case (C) and low

for Case (B). It is observed that the plot for Case (C) is very similar to that for 0D case,

which is expected since Case (C) is found to ignite pretty much homogeneously.

7.3 Numerical Diagnostics

In this section, several one-dimensional (1D) simulationsare conducted to develop a quan-

titative criterion for demarcating the three different modes of heat release: homogeneous
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Figure 7.6: Initial temperature profiles for cases (X), (Y),and (Z)

autoignition, spontaneous ignition front propagation, and premixed deflagration. Ignition

and front-propagation regimes in non-homogeneous 1D configuration has been investigated

in some previous studies [74–76]. Three cases with different initial temperature profiles as

shown in Fig.7.6 are studied. A linear temperature field with different temperature gra-

dients (case (X) - 33.34 K/mm ; case (Y) - 200 K/mm; and case (Z)- 466.67 K/mm) is

imposed on the mean temperature field at initial time. For allcases, mean temperature,

pressure and hydrogen-air equivalence ratio are fixed to 1070 K, 41 atm, and 0.1, respec-

tively. The computational domain size is 0.3 cm for cases (X)and (Z), and 0.6 cm for

case (Y) in order to capture a comparable duration of computation with its faster front

propagation speed.

Fig. 7.7 shows the time sequence of normalized heat release rate (HRR) profiles for

the three cases, with increasing numbers representing increasing time. The normalization

78



x (cm)

H
R

R

0 0.1 0.2 0.310-4

10-3

10-2

10-1

100

101

102

(X)

1
2

3

4

5

6

x (cm)

H
R

R

0 0.1 0.2 0.3 0.4 0.5 0.610-4

10-3

10-2

10-1

100

101

102

(Y) 1
2 3 4 5 6

x (cm)

H
R

R

0 0.1 0.2 0.310-4

10-3

10-2

10-1

100

101

102

(Z) 1
2 3 4 5

6

Figure 7.7: HRR profiles at various time instants during the entire combustion event for
cases (X), (Y), and (Z). The numbers indicate the time sequence of the combustion event.

is done similarly to the 2D DNS cases. Due to the different ignition delays and different

duration of heat release for the three cases, the corresponding numbers represent different

times for the three cases. For case (X), it is observed that combustion occurs almost homo-

geneously over a wide region. For cases (Y) and (Z), on the other hand, a wave-like front

propagates from the hot left boundary to the cold right boundary.

Fig. 7.8 shows the plot of normalized integrated heat release rate. Normalization is

done again similar to 2D DNS cases. Both axes are shown on a log-scale to cover the entire

range for the three cases. It is evident that case (X) shows a distinct heat release history

compared to cases (Y) and (Z). Case (X) shows a prolonged ignition delay compared to

cases (Y) and (Z) because of a lower initial maximum temperature. Cases (Y) and (Z)

ignite almost instantaneously. There is a sharp drop in heatrelease at about 0.1 ms for

cases (Y) and (Z), as the fronts leave the domain. Note that the computational domain for

case (Y) is double the size of the domain for case (Z); however, the fronts exit the domain

at approximately the same time. This is because the speed of the front in case (Y) is greater

than that in case (Z).

The nature of the front propagation, i.e. whether it is a spontaneous ignition front or

a premixed deflagration, is still not clear for cases (Y) and (Z). A quantitative diagnostic

criterion is now sought to identify the ignition regimes. A steadily propagating premixed
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Figure 7.8: Normalized integrated heat release rate as a function of time for cases (X), (Y)
and (Z).

flame will have almost equal contribution from reaction and diffusion processes, while a

spontaneous ignition front propagation is a chemistry-driven sequential explosion of neigh-

boring mixture in the presence of temperature/concentration gradient [17]. This suggests

that comparison of the magnitude of diffusion and reaction is the key observable in deter-

mining the ignition characteristics.

Fig. 7.9shows the spatial profiles of diffusion (red lines) and reaction (blue lines) terms

in the HO2 species conservation equation, considering that HO2 is one of the key intermedi-

ate species during ignition and correlates well with the heat release rate. The time instants

for the three cases correspond to that for number 4 in Fig.7.7. For case (X), the reaction

occurs within a widespread region, while the diffusion termis almost negligible. Compar-

ing case (X) with case (Y) or (Z), a quantitative criterion todistinguish ignition regimes is

suggested: if the mixture ignites homogeneously, the reaction rate of HO2 must be positive
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Figure 7.9: Diffusion (red lines) and reaction (blue lines)term profiles for cases (X), (Y),
and (Z). The time instants for the three cases correspond to that for number 4 in Fig.7.7.

throughout the induction period. On the other hand, if a wave-like propagation occurs,

the reaction rate profile of HO2 must transition from negative to positive as one goes from

burnt products to unburnt reactants side. Between cases (Y)and (Z), it is observed that the

positive peak of diffusion is much smaller than that of reaction for case (Y), while they are

comparable for case (Z). Therefore, case (Y) represents a chemistry-driven spontaneous

ignition front, and case (Z) represents a deflagration frontpropagation in which reaction is

balanced with diffusion.

Based on the above observation, a characteristic Damköhler number is defined which

represents the ratio of the positive peaks of reaction and diffusion of HO2 within the front:

DaHO2
=

max(ωHO2
)

max(∇.(−ρDHO2
∇YHO2

))
(7.2)

where the maximum values closest to the reaction zone are taken for both reaction and

diffusion terms. Since the peaks of reaction and diffusion are not collocated, the Damköhler

number based on the local reaction and diffusive terms may lead to a misleading result.

This problem becomes more serious in analyzing 2D results. To locate the correct peaks of

reaction and diffusion, a gradient ascent algorithm is used. Starting from the point where

the reaction terms transitions from negative to positive, two separate numerical markers
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Figure 7.10: Damköhler number history for cases (Y) and (Z).

trace along the reaction and diffusion profiles until the respective maximum is reached. For

2D cases a two-dimensional gradient ascent algorithm is employed.

Fig. 7.10shows the time history of the Damköhler number for cases (Y)and (Z). Since

there is only one front in the domain at any particular time, there is only one value of

Damköhler number at any given time. It is seen that case (Y) has higher values of DaHO2

than case (Z). For cases (Y) and (Z), DaHO2
asymptotes to values close to 2 and 1, respec-

tively. This clearly indicates that the front in case (Y) is more chemistry-dominant and that

in case (Z) is deflagrative in nature. This Damköhler numbercriterion proposed using 1D

tests is now applied to the 2D DNS results presented in the last section.

Figs.7.11(a), (b) and (c) show the results for cases (A), (B), and (C), respectively. The

left, middle, and right plots show the results at time instants corresponding to 10%, 30%

and 50% heat release points, respectively. The color field in the background represent
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(a) Case A

(b) Case B

(c) Case C

Figure 7.11: Normalized heat release rate (color field), levels ranging from 0 (blue) to 1
(red). DaHO2

contour is overlaid at locations of the propagating front, DaHO2
levels: 0-0.4

(white), 0.4-1.4 (gray),> 1.4 (black). The left, middle, and right plots show the results at
time instants corresponding to 10%, 30% and 50% heat release points, respectively.
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the normalized heat release rate, same as Fig.7.3. The overlaid connected contour lines

represent the location of propagating front, identified by the locations where reaction rate

of HO2 transitions from negative to positive. This contour line iscolored white, gray, and

black, representing different range of DaHO2
values to demarcate, respectively, a quenching

premixed flame (DaHO2
< 0.4), a deflagration front (0.4 <DaHO2

< 1.4), and a sponta-

neous ignition front (DaHO2
> 1.4). Note that the white colored segments of the front are

subjected to quench only in a quasi-steady sense; it may not necessarily lead to an actual

extinction considering the highly transient process. The values 0.4 and 1.4 are chosen ar-

bitrarily, but otherO(1) values also lead to qualitatively consistent results. The high heat

release regions without a contour line represent homogeneously igniting regions.

The characteristic Damköhler number in equation (7.2) therefore proves to be a rational

way to identify different ignition regimes even in complex multi-dimensional simulation re-

sults. In case (A) at 10% heat release as an example, the criterion clearly distinguishes a

homogeneous ignition kernel (top left) from a front (middle) which is further divided into

the spontaneous ignition front and deflagration. It is observed that combustion always initi-

ates in homogeneous ignition kernel, which may or may not evolve into either propagation

front. At 50% heat release for case (A), a larger fraction of the front is burning in the

spontaneous ignition front regime, due in part to the additional pressure rise resulting from

compression heating enhancing chemical reactions in the reactant mixture. For case (B),

the fronts develop due to earlier ignition, which is alloweda longer time to develop defla-

gration fronts. This explains why a larger fraction of the front appears in the deflagration

mode at 30% and 50% heat release. In the negatively-correlated mixture case (C), igni-

tion is predominantly homogeneous, and some level of the spontaneous front propagation

emerges at 50% heat release point, yet the bulk of the mixtureremains in the homogeneous

ignition regime.

The results presented in the last and the present Chapter canbe summarized as follows.

It is found that inhomogeneities indeed have a significant effect on the various aspects of
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combustion in LTC engines: ignition delay, duration of heatrelease, peak heat release rate,

and the nature of combustion phenomena are all dictated by inhomogeneities in various

scalars. In Chapter6, it is found that different fuel injection strategies can result in dif-

ferent T-φ correlations close to TDC prior to autoignition. And in the present Chapter it

is found that apart from the magnitude of these inhomogeneities, the correlations between

temperature and equivalence ratio inhomogeneities also play a key role in governing the

nature of combustion in LTC engines.
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Chapter 8

A Principal Component Analysis Based
Approach for Modeling Autoignition in

Inhomogeneous Turbulent Mixtures

Upto this point, we have obtained fundamental physical insights of the complex com-

bustion process occuring in LTC engines through a variety ofcomputational models such

as 0D homogeneous reactor, 1D counterflow configuration, and2D direct numerical sim-

ulation. Optmial development of LTC engines also require simulations of realistic engine

geometries using RANS/LES based models. For these models, physics based predictive

combustion submodels are required which can represent the complex mixed-mode com-

bustion process with good fidelity. Therefore, in this last part of the dissertation, we focus

on the modeling aspects of LTC combustion in the context of RANS/LES. As mentioned

in the Introduction Chapter, development of combustion submodels for autoignition in in-

homogeneous mixtures is especially difficult due to the following two reasons: Firstly, the

phenomena is highly chemical in nature and therefore detailed chemistry must be included

in the model, and, secondly, ana-priori low-dimensional subspace is not available in which

the fluctuations of reacting scalars is small. In view of these difficulties, the objective of

this Chapter is to identify, in a mathematically rigorous way, a low-dimensional manifold

for the autoignition problem studied using DNS in Chapter7. For this purpose, we will

use a novel methodology based on Principal Component Analysis (PCA). To apply PCA,

high fidelity datasets from either experiments or DNS are required. In this Chapter, PCA

will be applied to DNS database generated in Chapter7, and low-dimensional manifolds
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will be identified. The mathematical formulation of PCA is given in the next section, fol-

lowed by description of PCA modeling approach. Finally, results of PCA application will

be presented.

8.1 Mathematical formulation of PCA

The details of the mathematical formulation of PCA is given elsewhere [39, 40]. A brief

description is given here as follows. The goal of PCA is to compute the most meaningful

basis to re-express the original data-set. PCA finds a basis which is alinear combination of

the original basis. LetX be amxn matrix representing the dataset, wherem is the number

of variables andn is the number of observations. Then one can define a covariance matrix

(CX) as:

CX ≡
1

n− 1
XXT (8.1)

The covariance matrix has the following properties:

• The diagonal terms ofCX are thevariancesof particular variables, and therefore,

large values of diagonal terms correspond to interesting dynamics of the system.

• The off-diagonal terms ofCX are thecovariancesbetween variables, and therefore,

large (small) values of off-diagonal terms correspond to high (low) redundancy in the

system.

Thus, by diagonalizing covariance matrix the redundancy inthe system is minimized and

the signal is maximized. PCA is essentially a method of diagonalizing the covariance

matrix. In other words, given the data-setX, the goal is to find a matrixP, whereZ =

PX, such thatCZ is diagonalized. The rows ofP are then the coefficents representing
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orthogonalprincipal components ofX. It is done as follows:

CZ =
1

n− 1
ZZT (8.2)

=
1

n− 1
(PX)(PX)T (8.3)

=
1

n− 1
PXXTPT (8.4)

=
1

n− 1
PAPT (8.5)

where, a new symmetric matrixA = XXT is defined, which can be diagonalized asA = EDET .

HereD is a diagonal matrix andE is a matrix of eigen-vectors ofA arranged as columns.

Now, matrixP is selected such that each row ofP is an eigen-vector ofXXT . Thus,P =

ET , and also sinceP is orthogonal,P−1 = PT . Therefore, continuing the derivation:

CZ =
1

n− 1
PAPT (8.6)

=
1

n− 1
P(PTDP)PT (8.7)

=
1

n− 1
(PP−1)D(PP−1) (8.8)

=
1

n− 1
D (8.9)

Thus, this choice ofP diagonalizesCZ.

The first principal component (PC) accounts for as much of thevariability in the data

as possible (has the largest eigen-value), and each succeeding component accounts for as

much of the remaining variability as possible, and therefore, a truncated set of this new

basis is sufficient to represent the original system. We define a transformation matrixT as

a rank-deficient subset ofP matrix withmη (< m) rows andm columns. The rows ofT

correspond to rows ofP with mη largest eigen-values. We may then approximateX as:

X ≈ TTZη (8.10)
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whereZη is the matrix withmη rows corresponding tomη principal components. In the

present study, only first two principal components (p1 andp2) are found to very well pa-

rameterize all the reactive scalar variables for the DNS data-sets considered.

A MATLAB based code was written to evaluate the principal components (PCs). The

parameterization of reactive scalars on a low-dimensionalspace is not a trivial problem.

This is especially true for parameterizing the source termsof PCs. An advanced regression

technique is required to parameterize the original variables in low-dimensional space in

a statistically meaninful way. Simple linear regression techniques might not do a good

job. A hypercube based algorithm is employed for this purpose. The basic idea of this

algorithm is to create hypercubes by recursively partitioning the low-dimensional space

and simultaneously merging the hypercubes keeping the number of points in the hypercube

in a certain range. The parameterized value of any variable at a given location can then

be obtained as the average of observed values of that variable for points in a hypercube

centered at that location.

8.2 PCA Modeling Approach

A complete PCA modeling approach requires several ingredients. Firsly, following the

theory given in last section, PCs must be identified using high-fidelity DNS or experimental

database. Next, the transport equations for PCs may be derived and solved. Following

Sutherland and Parente [37] the transport equations for PCs are derived as follows. The

transport equations for a set of reactive scalarsΦ = [T, Y1, Y2,....,Ynsp−1], where nsp is the

total number of species, may be written as:

D(Φ)

Dt
= −∇.(jΦ) + (sΦ) (8.11)

where D
Dt

≡ ρ ∂
∂t

+ u.∇ is the material derivative operator,u is the mass-averaged velocity

of the system,jΦ is the mass-diffusive flux ofΦ relative to the mass-averaged velocity,
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andsΦ is the volumetric rate of production ofΦ. As will be demonstrated in next section,

in this study, PCA is applied on a database consisting of entire time-history of ignition

event, and therefore, the matrixT is a fixed constant in space-time. Since PCA is a linear

transformation, after multiplying Eq.(8.11) by T, with X = Φ, we get transport equations

of PCs as:
D(Zη)

Dt
= −∇.(jZη

) + (sZη
) (8.12)

where (Zη)=[T](Φ), jZη
= [T](jΦ) andsZη

= [T](sΦ). In Eq. (8.12), the source terms

of temperature, andall species contribute to the source term for each PC. Therefore, the

source terms of PCs must also be parameterized in the low-dimensional space to completely

reduce the dimension of the system. This issue is dealt with in Section8.3.3. To solve

the transport equations for PCs initial and boundary conditions are also required. As is

discussed in Ref. [37], they can also be prescribed using the transformation matrix T.

For turbulent flow modeling in the context of RANS/LES based models, favre av-

eraged/filtered transport equations for pricipal components need to be solved. For this,

closure for favre averaged/filtered source terms of principal components is required. De-

pending on number of PCs and their spatial correlation, one may consider presumed PDF

approaches or transported PDF models. This is a subject of future studies.

It should also be noted that we can apply the PCA modeling approach mentioned above

for a class of physical problems which are similar to the DNS database which was orig-

inally used to obtain PCs. For example, if we use a DNS database of autoignition and

front propagation in premixed systems to obtain PCs, then wecan use these PCs to model

combustion in similar kind of systems. We may not be able to use these PCs to model, for

example, non-premixed systems. So, one may only use PCs to model systems for which

they weretrained to work for. It still remains to be seen how much the principalcom-

ponents vary if one applies PCA to different systems, for example, how much they vary

when PCA is applied to non-premixed systems compared to premixed systems. To make

the applicability more general, one may consider combiningthe DNS databases for a large
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set of problems spanning both non-premixed and premixed systems and then apply PCA to

this database. This willtrain the principal components to work for a large set of problems.

8.3 Results and Discussion

In the following, PCA is applied to the physical problem of constant volume auto-ignition

in high pressure inhomogeneous turbulent mixtures. The DNSdata-set generated in a re-

cent study [77] and presented in Chapter7 of this dissertation is used. Detailed hydrogen-

air chemistry [58] was used in DNS. Initial pressure was fixed to 41 atm and initial mean

hydrogen-air equivalence ratio was fixed to 0.1 for all cases. For other computational de-

tails see Ref. [77] or Chapter7. Two cases with different initial conditions are investigated

in the present study: case (A) (corresponds to case (A) of Chapter7) with only temperature

(T) inhomogeneities and uniform equivalence ratio (φ) field, and case (B) (corresponds

to case (C) of Chapter7) with negatively-correlated T-φ fields. As is shown in Chap-

ter 7, case (A) represents a mixed mode of combustion with the presence of homogeneous

auto-ignition, ignition front propagation and premixed flame propagation, and case (B)

represents a largely homogeneous autoignition mode. A data-set consisting of data at 11

different time instants is compiled from DNS database. Eachtime instant corresponds to

a subsequent 10% (of total heat release) rise in heat release. Data at each time instant

consists of 2304 spatially sampled points. Thus, the total number of points in the data-set

are fixed to 25344. The variables in the data-set consists of temperature and nine chem-

ical species. The data-set thus represents the entire time-history of the ignition and front

propagation event. Centering and scaling of data can have significant effects on the results

obtained using PCA. In the present study, data is centered about the means and scaled with

the standard deviations of the corresponding variables.
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T YH2
YO2

YO YOH YH2O YH YHO2
YH2O2

YN2

p1 0.400 -0.395 -0.406 0.278 0.393 0.405 0.118 -0.074 -0.292 0.138
p2 -0.035 0.009 0.037 0.382 0.044 -0.037 0.601 0.625 0.279 -0.137

Table 8.1: Coefficient matrix for principal components for case (A)

T YH2
YO2

YO YOH YH2O YH YHO2
YH2O2

YN2

p1 0.402 -0.369 -0.403 0.325 0.398 0.403 0.191 0.023 -0.277 -0.016
p2 0.094 -0.136 -0.077 -0.310 -0.056 0.088 -0.564 -0.642 -0.338 0.120

Table 8.2: Coefficient matrix for principal components for case (B)

8.3.1 Application of PCA

The results of application of PCA to case (A) will be examinedfirst. Table8.1 shows the

entries of the coefficient matrix (cij) representing the principal components for the first two

principal components (p1, p2). PCs are given as:pi =
∑nsp+1

j=1 cijϕj . Here, nsp is the

number of species (= 9) andϕj is thejth reactive scalar,j = 1 being the temperature. It is

observed thatp1 has large contributions from temperature and almost all major and minor

species. Forp2, primary contributions come from YO, YH, YHO2
, YH2O2

and YN2
. Both

positive and negative coefficients are observed. This is unlike the definition of mixture

fraction [68] which is generally based on elemental mass fractions. Fig.8.1 shows the

scatter plot ofp1 vs. p2 for all the points in the dataset. A large scatter is observed. It should

be noted that the principal components might not be completely statistically independent.

This is because in the derivation of PCA, it is assumed that the mean and variance are

sufficient statistics for defining the PDF of reactive scalars. This assumption is required

because only the covariance matrix is diagonalized in the derivation. If the statistics depend

on higher moments, then PCA may not completely remove the redundancy in the system,

and other advanced methods like the independent component analysis [78] may be required.

The results for case (B) are examined next. Table8.2 shows the entries ofcij for first

two PCs. The coefficients forp1, apart from that of YN2
, are very similar to those of case
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Figure 8.1: Scatter plot ofp1 vs. p2 for all the points in the dataset, for case (A).

(A) indicating some universality for the first principal component. Coefficients forp2 are,

however, very different compared to those of case (A). Infact all the coefficients forp2 are

opposite in sign to those of case (A). Fig.8.2shows the scatter plot ofp1 vs. p2 for all the

points in the dataset. Again a large scatter is observed. Thestraight line in the top left area

represents the scatter at initial time.

8.3.2 Parameterization of reactive scalars

The reactive scalars are now parameterized using the first two principal componentsp1 and

p2. Fig. 8.3 shows the plots of all the reactive scalars (temperature andmass fraction of

species) plotted inp1 - p2 space, for case (A). The horizontal axis in all the figures isp1

and the vertical axis is the indicated reactive scalar. The color representsp2, with values
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Figure 8.2: Scatter plot ofp1 vs. p2 for all the points in the dataset, for case (B).

increasing from blue to red. Since the dataset represents the entire time history of the

ignition and front propagation event, the range of all the reactive scalars in the figure vary

from corresponding values in cold mixture to values in fullyburnt mixture. For example,

temperature ranges from 1032 K to 1551 K. It is observed that for all reactive scalars the

two principal components do a good job in representing the entire dataset. The scatter

within any given color is observed to be small.

Using the hypercube-based algorithm the thermochemical state is now parameterized

using two principal components. Fig.8.4 shows the created hypercubes using the hyper-

cube algorithm in the two-dimensionalp1-p2 space. The parameterized values inp1-p2

space at the centroids of hypercubes are obtained as the average of values for all the points

in the corresponding hypercube. To quantitatively evaluate the error in parameterizing the
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Figure 8.3: Parameterization of reactive scalars usingp1 andp2, for case (A). The horizontal
axis in all the figures isp1 and the vertical axis is the indicated reactive scalar. The color
representsp2, with values increasing from blue to red.
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Figure 8.4: Hypercubes in 2Dp1-p2 space, for case (A).

data in reduced dimension,R2 values are calculated for any scalarϕ similar to Ref. [37]

as:

R2 = 1 −

[
m∑

i=1

(ϕi − ϕ∗

i )
2

] [
m∑

i=1

(ϕi − ϕ)2

]
−1

(8.13)

whereϕi is theith observation,ϕ∗

i is the parameterized approximation toϕi, andϕi is the

mean ofϕi. The maximumR2 value can be one, and the error in the parameterization

can be evaluated as the deviation ofR2 value from one. Fig.8.5 shows the parity plot for

temperature, for case (A), showing the plot ofobservedvalue obtained using DNS (Ti)

against the parameterized value (T∗

i ). Table8.3 shows the computedR2 values for the

reactive scalar variables. Parameterization is done first using onlyp1 and then using both

p1 andp2. Temperature and all of the major species are observed to have highR2 values

using only one principal component. Using bothp1 andp2, R2 values very close to 1 are

obtained for all variables, showing that only two principalcomponents do an excellent job

in parameterzing all the variables in the dataset.
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Figure 8.5: Parity plot for temperature, for case (A). X-axis isobservedtemperature (Ti)
obtained from DNS, y-axis is parameterized temperature (T∗

i )

Parameterization T YH2
YO2

YO YOH YH2O YH YHO2
YH2O2

p1 0.963 0.969 0.975 0.514 0.977 0.976 0.366 0.521 0.741
p1-p2 0.997 0.998 0.998 0.990 0.992 0.997 0.989 0.995 0.995

Table 8.3:R2 values for reactive scalars for case (A)

Next the results for case (B) are investigated. Fig.8.6shows the plots of all the reactive

scalars plotted inp1 - p2 space. The axes and coloring variable are similar to those for

case (A). The distinct straight line in the scatter plots forT, YH2
and YO2

represents scatter

at initial time. Once again, it is observed that for all reactive scalars the two principal

components do a good job in representing the entire dataset,the scatter within any given

color is observed to be small. Table8.4 shows the computedR2 values for the reactive

scalar variables. Once again,p1 is sufficient for parameterizing temperature and major

species. Using bothp1 andp2, R2 values very close to 1 are obtained for all variables,

showing again that only two principal components do an excellent job in parameterzing all
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Parameterization T YH2
YO2

YO YOH YH2O YH YHO2
YH2O2

p1 0.949 0.916 0.939 0.719 0.980 0.943 0.40 0.407 0.601
p1-p2 0.998 0.993 0.997 0.991 0.992 0.998 0.992 0.997 0.996

Table 8.4:R2 values for reactive scalars for case (B)

Figure 8.6: Parameterization of reactive scalars usingp1 andp2, for case (B). The horizontal
axis in all the figures isp1 and the vertical axis is the indicated reactive scalar. The color
representsp2 with values increasing from blue to red.
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the variables in the dataset.

It is interesting to compare the parameterizations obtained using the first two princi-

pal components with the standard parameterizations adopted in the existing flamelet- or

CMC-based models. Mixture fraction (Z), specific total enthalpy (H), mixture fraction

dissipation rate (χ) and specific total enthalpy dissipation rate (χH) are some of the com-

mon variables used for parameterizing the thermochemical state. Essentially, the steady

flamelet model [79] is based on Z-χ parameterization. H-χH parameterization was recently

adopted in an unsteady flamelet model for simulating auto-ignition in thermally stratified

mixtures [80]. Z-H parameterization correspond to an equilibrium-model with no effects of

dissipation rate. This parameterization is similar to the one employed in multi-zone mod-

els [11] used for simulating stratified HCCI combustion. Additionally, a two-dimensional

unsteady flamelet model has been employed using Z,H,χ andχH based parameterization for

simulating combustion in thermally and compositionally stratified engines [34]. Figs.8.7

and8.8 represent three different ways to parameterize temperature for cases (A) and (B),

respectively. In these figures, vertical axis is temperature and horizontal axis is Z, H, and

Z in left, middle, and right figures respectively. The coloring variable isχ, χH, and H in

left, middle, and right figures, respectively. The distinctstraight lines observed in some

plots is the scatter at initial time. It should also be noted that in these figures,χ andχH are

taken from DNS, whereas, in actual flamelet models they have to be modeled. Therefore,

the results are independent of the modeling aspects of scalar dissipation rates.

For case (A), large scatter is observed using the Z-χ parameterization. This is not

surprising since the mixture is very lean and no mixture fraction gradients are present at

initial time. H-χH parameterization is better than Z-χ parameterization but still some scatter

is observed. Z-H parameterization also shows some scatter.For case (B), again large

scatter is observed with Z-χ parameterization. H-χH parameterization is better than Z-

χ. Z-H parameterization in this case does a reasonably well job as scatter within any

given color is not very large. It should be noted that unsteady effects are not incorporated
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Figure 8.7: Case (A): Temperature parameterization using combination of some standard
variables. Vertical axis is temperature, horizontal axis is Z, H, and Z in left, middle, and
right figures, respectively. The coloring variable isχ, χH, and H in left, middle, and right
figures, respectively.

Figure 8.8: Case (B): Temperature parameterization using combination of some standard
variables. Vertical axis is temperature, horizontal axis is Z, H, and Z in left, middle, and
right figures, respectively. The coloring variable isχ, χH, and H in left, middle, and right
figures, respectively.
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Parameterization T YH2
YO2

YO YOH YH2O YH YHO2
YH2O2

Z-χ 0.754 0.740 0.784 0.433 0.832 0.769 0.234 0.342 0.573
H-χH 0.947 0.919 0.912 0.613 0.724 0.919 0.560 0.724 0.761
Z-H 0.948 0.919 0.932 0.711 0.901 0.925 0.657 0.791 0.766

Z-H-χ-χH 0.958 0.946 0.945 0.568 0.870 0.945 0.562 0.732 0.812
p1-p2 0.997 0.998 0.998 0.990 0.992 0.997 0.989 0.995 0.995

Table 8.5:R2 values using standard parameterizations for case (A). Alsoshown areR2

values usingp1 - p2 parameterization, for comparison.

Parameterization T YH2
YO2

YO YOH YH2O YH YHO2
YH2O2

Z-χ 0.224 0.318 0.256 0.134 0.229 0.242 0.116 0.231 0.209
H-χH 0.943 0.913 0.887 0.682 0.735 0.895 0.685 0.823 0.832
Z-H 0.986 0.982 0.979 0.828 0.918 0.978 0.861 0.923 0.960

Z-H-χ-χH 0.984 0.977 0.975 0.817 0.909 0.974 0.841 0.915 0.959
p1-p2 0.998 0.993 0.997 0.991 0.992 0.998 0.992 0.997 0.996

Table 8.6:R2 values using standard parameterizations for case (B). Alsoshown areR2

values usingp1 - p2 parameterization, for comparison.

here and the results will definitely improve when using an unsteady model. Note also

that case (A) is physically more complex than case (B) since case (A) represents a mixed

mode combustion with volumetric and front propagation modes present whereas case (B)

represents largely a homogeneous auto-ignition. This is the reason why scalar dissipation

rate effects are not so important for case (B). Tables8.5and 8.6show theR2 values when

using these standard parameterizations.R2 values for Z-H-χ-χH parameterization are also

shown. It is observed that in some cases Z-H-χ-χH parameterization performes slightly

poor compared to other two-variable parameterizations. This is because the data has to

be conditioned four times for the Z-H-χ-χH parameterization and a bigger dataset may be

required to perfectly do this parameterization. Nonetheless, the key point is that for both

the casesR2 values obtained using these parameterizations are much lower compared to

those obtained usingp1-p2 parameterization. In Tables8.5 and 8.6, R2 values obtained

usingp1-p2 parameterization are also shown for comparison purposes.
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Figure 8.9: Principal component source terms for case (A). The horizontal axis in both the
figures isp2 and the vertical axis is the PC source term as indicated. The color represents
p1, with values increasing from blue to red.

8.3.3 Parameterization of source terms

As discussed in Section8.2, PCs are not conserved variables and their source terms must

also be parameterized in the principal component space. As discussed in Section8.2, the

source terms of principal components are also obtained using the coefficient matrixcij as:

ωpi
=

∑nsp+1
j=1 cijωϕj

. Hereωpi
is the source term forith principal component andωϕj

is

the source term forjth reactive scalar, temperature being the first. Figs.8.9and 8.10show

for cases (A) and (B), respectively, the plots ofωp1
andωp2

as a function ofp1 andp2.

The horizontal axis in both the figures isp2 and the vertical axis is the PC source term as

indicated. The color representsp1, with values increasing from blue to red. For case (A),

ωp1
is observed to be reasonably well parameterized, whereas,ωp2

plot does show some

scatter. For case (B), both the source terms are observed to be very well parameterized with

little scatter within any color. This is again not surprising because as mentioned earlier case

(A) is physically more complex than case (B).

Tables8.7 and8.8 list R2 values for source terms ofp1 andp2 using onlyp1 andp1-

p2 parameterization. Usingp1-p2 parameterization, highR2 values are obtained forωp1

for case (A) and for bothωp1
andωp2

for case (B). The low value ofR2 for ωp2
for case
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Figure 8.10: Principal component source terms for case (B).The horizontal axis in both the
figures isp2 and the vertical axis is the PC source term as indicated. The color represents
p1, with values increasing from blue to red.

Parameterization ωp1
ωp2

p1 0.275 0.197
p1-p2 0.900 0.511

Table 8.7:R2 values for PC source terms, for case (A)

(A) may be improved by a variety of approaches. These includeincreasing the size of the

dataset, performing PCA dynamically at each time-step, using other advanced regression

techniques like adaptive regression [81], or by simply increasing the number of dimensions

of the low-dimensional manifold (for example, 3 PCs can be used to parameterize the

system). This is the subject of future studies.

The results presented in this chapter can be summarized as follows. Principal compo-

nent analysis (PCA) is shown to be an excellent tool to obtainthe inherent low-dimensional

manifolds in complex mixed-mode combustion systems. PCA isa rigorous mathematical

Parameterization ωp1
ωp2

p1 0.262 0.689
p1-p2 0.960 0.923

Table 8.8:R2 values for PC source terms, for case (B)
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technique and the error in parameterization of thermochemical state in reduced dimension

can be characterized usingR2 value. For mixed mode combustion systems, the principal

component (PC) parameterization does a much better job in parameterizing the thermo-

chemical state than the standard variables such as mixture fraction, enthalpy, and scalar

dissipation rates which are largely based on physical intuition. As a caveat, it should be

noted that PCs are not conserved scalars and therefore theirsource terms also need to be

parameterized in PC space. Moreover, due to the non-conservative nature of PCs, new

modeling strategies may be needed to achieve turbulent closure. Nonetheless, PCA may be

combined with existing turbulent combustion models and cangreatly aid in reducing the

computational complexity in solving detailed chemistry.
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Chapter 9

Conclusions and Future Work

In this dissertation, computational modeling of the autoignition and combustion processes

in low temperature combustion (LTC) engine environments was carried out by using a va-

riety of models. In particular, the effects of temperature and scalar inhomogeneities on au-

toignition were systematically investigated using various high-fidelity computational mod-

els: zero-dimensional homogeneous reactor model, one-dimensional opposed flow model,

two-dimensional direct numerical simulation (DNS), and three-dimensional engine simu-

lation with a Reynolds-Averaged Navier-Stokes (RANS) model. The fundamental under-

standing from these studies subsequently provided insights into a novel modeling strat-

egy for mixed-mode turbulent combustion system based on principal component analysis

(PCA). It was demonstrated that a significant reduction in computational complexity can

be achieved by use of the newly identified low-dimensional manifolds. In the following,

the major conclusions of this dissertation are summarized.

Homogeneous hydrogen-air autoignition subjected to temperature fluctuations The ef-

fect of unsteady temperature oscillation on the ignition ofhomogeneous constant-

volume hydrogen-air mixture was studied computationally with detailed chemical

kinetics and theoretically using large activation energy asymptotics. The asymptotic

analysis was conducted for the low and high temperature regimes independently and

the results were found to agree well with those obtained by direct numerical inte-
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gration with detailed chemistry, confirming that the analysis properly captures the

key chemical/thermal mechanisms driving ignition for a wide range of thermody-

namic conditions. In both the high and low temperature ignition regimes, ignition

delay showed a harmonic response to the imposed temperatureoscillations. It was

found that the ignition delay response in the first harmonic correlated well with the

mean temperature during the induction period. For higher frequencies, ignition delay

response was governed by the instantaneous temperature gradient of temperature os-

cillation at the onset of ignition, such that ignition is enhanced or retarded depending

on the temporal gradient of the imposed temperature when theradical pool develop-

ment is ripe for chemical and thermal runaway.

Nonpremixed hydrogen-air autoignition subjected to scalar dissipation rate fluctuations

The effects of unsteady scalar dissipation rate fluctuationon the ignition of a non-

premixed hydrogen/air mixture were studied using a counterflow configuration. Ax-

ial velocity at the nozzle inlet was imposed as a sinusoidal function in time, and

the corresponding variation in the scalar dissipation rateat the ignition kernel was

adopted as the main parameter. Two cases with different meanscalar dissipation

rates were considered based on whether the mean scalar dissipation rate at ignition

kernel is (a) less or (b) greater than the steady ignition limit. The results showed

that the ignition behavior is characterized in three distinct regimes depending on the

frequency. At low frequencies such that ignition occurs within one cycle of imposed

oscillation (Regime I), the ignition delay correlates strongly with the mean scalar

dissipation rate during the induction period. At very high frequencies (Regime III),

the system again recovers a quasi-steady behavior, in whichcase the ultimate fate of

the ignition kernel is dictated by the magnitude of the mean scalar dissipation rate

relative to the steady ignition limit. At intermediate frequencies (Regime II), accu-

rate prediction of the ignition delay requires the knowledge of cumulative history of

the unsteady fluctuations. A new criterion for the ignitability, Γ, was defined as a
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product of the mean kernel Damköhler number and the fractional duration of favor-

able condition for ignition. The ignition delay versusΓ showed excellent collapse for

a wide range of parametric conditions, demonstrating the validity of the criterion in

predicting the unsteady ignition characteristics. It was found that the ignition delay

increases asΓ decreases, and the critical value ofΓ was identified, below which the

kernel fails to ignite because the radical generation cannot overcome the increased

transport losses throughout the oscillatory cycles.

Nonpremixed n-heptane-air autoignition subjected to scalar dissipation rate fluctuations

The effects of unsteady scalar dissipation rate on high pressure autoignition of non-

premixedn-heptane were studied computationally using detailed chemistry in a coun-

terflow configuration. Transient ignition subjected to steady scalar dissipation rate

was first examined under the condition at which two-stage ignition occurs. It was

found that ignition kernel starts on the hot oxidizer side where the magnitude of

the scalar dissipation rate is very small, and then migratestoward the fuel rich zone

toward the end of the first stage. This serves as a simple explanation for the obser-

vation that the first stage ignition is hardly affected by scalar dissipation rate varia-

tions. Similar to the hydrogen ignition case, the effect of oscillation frequency on

the ignition delay was found to be highly non-monotonic. Again, three distinct fre-

quency regimes were found with similar quasi-steady and unsteady behavior as for

the hydrogen case. These results suggest that some conventional turbulent combus-

tion models based on conserved scalar mapping need to be modified depending on

the characteristic time scales of turbulent fluctuations.

Unsteady ignition at a higher temperature was also investigated. Even though the

initial temperature was so high that only single-stage ignition behavior was observed

at steady scalar dissipation rate conditions, the same mixture exhibited two-stage

ignition when an oscillatory scalar dissipation rate was imposed. Unlike the typical

two-stage ignition observed in a homogeneous mixture whichis explained by the
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NTC chemistry, the reappearance of the two-stage ignition at higher temperatures in

the presence of unsteady scalar dissipation rate is attributed to the spatial broadening

of the ignition kernel resulting in instantaneous enhancement in radical losses. The

results may suggest higher possibilities of encountering two-stage ignition behavior

in IC engines at higher levels of flow and scalar fluctuations.

Turbulent mixing in LTC engine environments Non-reacting realistic three-dimensional

(3D) RANS engine simulations were carried out to explore thedifferent mixture for-

mation scenarios existing in an LTC engine prior to autoignition. Specifically, the

influence of fuel spray injection timing on the correlation between temperature and

equivalence ratio close to top-dead center was investigated. It was observed that early

fuel injection results in a largely uncorrelated temperature-equivalence ratio fields,

whereas late fuel injection results in a largely negativelycorrelated temperature-

equivalence ratio fields.

DNS of autoignition and front propagation in LTC engine environments Based on the

different mixture fields observed in the 3D RANS LTC engine simulations, paramet-

ric studies of the various scalar mixing scenarios were conducted using high-fidelity

DNS. Results of two-dimensional DNS were investigated for three cases with differ-

ent initial conditions: case (A) with only temperature inhomogeneities, case (B) with

uncorrelated temperature and equivalence ratio fields, andcase (C) with negatively

correlated temperature and equivalence ratio fields. Frontpropagation was observed

for cases (A) and (B) and homogeneous ignition was predominantly observed for

case (C). Compared to case (A), ignition delay was found to decrease for case (B)

and increase for case (C). Duration of heat release was increased for case (B) and de-

creased for case (C), compared to case (A). These results provide a counter-intuitive

implication that early fuel-injection may result in front propagation through the en-

gine and late fuel-injection may result in a more volumetriccombustion mode.
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To obtain a quantitative diagnostic criterion demarcatingthe different modes of heat

release, one-dimensional simulations were performed for three different cases: (X),

(Y) and (Z), with different initial temperature gradients (33.34 K/mm, 200 K/mm,

and 466.67 K/mm, respectively). Case (X) showed a prolongedignition delay com-

pared to cases (Y) and (Z). It was observed that case (X) represents a homogeneous

ignition with combustion occurring over a wide region. For cases (Y) and (Z) a wave-

like front propagation was observed. A Damköhler number based onHO2 species

(DaHO2
) was proposed to identify the roles of diffusion and reaction in the heat re-

lease process. A gradient ascent algorithm was employed to track the non-collocated

peaks of diffusion and reaction in a front. The values of Damköhler number indicated

that case (Y) represents a chemistry-driven spontaneous ignition front propagation,

while case (Z) exhibits a typical deflagration front. The Damköhler number criterion

was applied to 2D DNS cases and was found to be a useful computational diagnostic

tool to identify the ignition regimes in multi-dimensionalturbulent ignition problems.

Low-dimensional manifolds in mixed-mode combustion systems Principal component anal-

ysis was applied to high-fidelity DNS dataset of auto-ignition and front propagation

in thermally and compositionally stratified turbulent hydrogen-air mixture. Two DNS

cases with different initializations were investigated: case (A) with only tempera-

ture (T) inhomogeneities and uniform equivalence ratio (φ) field, and case (B) with

negatively-correlated T-φ fields (These correspond to cases (A) and (C), respectively,

of the DNS study presented in Chapter7). PCA was applied to a data-set containing

25344 observations representing the time-history of the combustion event. It was

found that only first two principal components (PCs) are sufficient to parameterize

the thermochemical state for the entire DNS dataset with excellent accuracy.

PC parameterization was compared with other standard parameterizations such as

Z-χ, H-χH , Z-H, and Z-H-χ-χH , which are adopted in existing turbulent combus-

tion models.p1-p2 parameterization is found to work much better than any of these
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standard parameterizations. Since PCs are not conserved scalars, source terms of

the PCs were also parameterized inp1-p2 space. For case (A),ωp1
was found to be

reasonably well parameterized inp1-p2 space, whileωp2
showed some scatter and

was not very well parameterized. For case (B), bothωp1
andωp2

were parameter-

ized inp1-p2 space with good accuracy. Better regression techniques, larger dataset,

dynamic PCA at each time-step, or a larger dimension of the PCmanifold are some

ideas which may be adopted for improving the parameterization of source terms.

To achieve turbulent closure, models for average/filtered source terms of principal

components are required. PCA may be combined with existing turbulent combus-

tion models in either RANS or LES framework and can greatly aid in reducing the

chemical complexity of the system.

9.1 Directions for Future Work

Based on the scientific findings and model developments obtained in this study, future

research issues on turbulent combustion in LTC engine environments are summarized as

follows.

Effects of unsteady turbulent flow on autoignition of nonpremixed fuel-air mixture In

this dissertation, we have studied effects of unsteady scalar dissipation rate fluctua-

tion on autoignition of nonpremixed fuel-air mixtures in Chapters4 and5. In these

chapters ignition response to a monochromatic frequency offluctuation of scalar dis-

sipation rate was investigated. Real turbulent flows, however, contain a range of

eddy turnover times and hence a range of frequencies. By combining a range of

frequencies and through the use of turbulence energy cascade, an unsteady velocity

fluctuation that mimics a turbulent flow can be specified at thenozzle inlets. The

interaction of this “turbulent-like” scalar dissipation rate fluctuation on ignition be-

havior can then be studied. The results obtained in Chapters4 and5 will serve as a
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building block for understanding the effects of more realistic “turbulent-like” scalar

dissipation rate fluctuation.

Turbulent mixing in LTC engine environments In Chapter6 RANS simulations using

Kiva-3v were conducted in order to investigate mixing characteristics in an LTC

engine. As mentioned in the Chapter6 there remains a question as to how the large

RANS-scale correlations between temperature and equivalence ratio relate to small

subgrid-scale correlations. More work is required to shed light on this question. In

particular large-eddy simulations of turbulent mixing might help in bridging the gap

between large scale and small subgrid scale mixing characteristics. Experimental

results might also be useful in this regard.

3D direct numerical simulations of higher hydrocarbons In Chapter7 2D DNS of hy-

drogen autoignition in inhomogeneous mixtures is conducted. Real turbulent flows

are, however, three-dimensional. To accurately representthree dimensional turbu-

lent mixing characteristics 3D DNS simulations may be conducted. Results of 2D

DNS presented in this dissertation will serve as reference cases to understand the

more complex 3D simulations. Although, 3D DNS simulations will require new

algorithms for feature detection and data mining on top of anextremely high com-

putational overhead, significant new insights can be gainedby conducting 3D sim-

ulations. Sreedhara and Lakshmisha [82] have conducted 3D DNS simulations of

autoignition in non-premixed systems, albeit with reducedfour step chemistry forn-

heptane fuel. They specifically focussed on the differencesbetween two- and three-

dimensional turbulence and its effects on autoignition. They made two important

conclusions: Firstly, the topology of autoignition spots remains the same irrespec-

tive of whether the flow is represented in two or three-dimensions, and secondly,

the difference between two- and three-dimensional simulations arises from the fact

that the kinetic energy dissipation (and hence the scalar dissipation rate) is more ac-
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curately represented in the latter than in the former owing to the vortex-stretching

phenomenon. Because of this, the autoignition delay time decreases with an increase

in turbulence intensity in three-dimensional simulations, in a regime where the rate-

limiting process is mixing. More three-dimensional simulations of autoignition of

higher hydrocarbons with detailed chemistry are required to further shed light on this

phenomena.

Generation of low-dimensional manifolds using principal component analysisIn Chap-

ter 8 principal component analysis (PCA) has been shown to be an excellent tool to

obtain inherent low-dimensional manifolds in complex multi-mode combustion sys-

tems. This is a new attempt at turbulent combustion modelingwith high promises,

but is subjected to further improvements. First is to develop new methodologies to

combine PCA with existing turbulent closure models such as transported pdf meth-

ods, flamelet, or CMC models. This will greatly aid in reducing the computational

complexity in solving realistic detailed chemistry using these models. For example,

in context of transported pdf models, transport equation for joint pdf of small num-

ber of principal components may be solved instead of solvingthat of large number

of primitive reactive scalars such as species mass fractions and temperature. Alterna-

tively, PCA may be combined with second order CMC method, thereby conditional

mean, variance and covariance equations for a small number of principal components

may be solved instead of solving a large number of those equations for primitive re-

active scalars. Second area of improvement in combustion modeling with PCA is to

develop better algorithms for parameterization of thermochemical state and source

terms of principal components in the low-dimensional manifold. A hypercube-based

algorithm was employed in the present study, but better regression algorithms based

on state-of-the-art computational methods will significantly enhance the fidelity and

efficiency of the model. Finally, as mentioned in Chapter8, if the statistics of under-

lying system depend strongly on higher than second order moments, then PCA may
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not completely remove the redundancy in the system. In this case, other advanced

methods such as the independent component analysis [78] may be required. Further

research is needed to explore this new opportunity.
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