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In a truly philosophical sense, the scientific method estab-
lishes rules to determine the validity of an observation.
Every scientific endeavor should follow these rules that
guide the researcher in the design of an experiment. After
observing an event or phenomenon, the researcher devel-
ops an hypothesis. An hypothesis is defined as a supposi-
tion or an unproved theory.’ A theory has evidence to
support it, and is defined as a formulation of apparent
relationships or underlying principles of certain observed
phenomena that has been verified to some degree.’ A
collection of theories, if repeatedly substantiated, leads to
a natural law, which is a sequence of events in nature or
in human activities that has been observed to occur with

unvarying uniformity under the same conditions.’ All of
these gradations, each supported with more evidence, lead
toward the truth.

Consider the observation that certain ice hockey offi-
cials do a poor job of officiating and are frequently missing
injury-causing penalties. You might hypothesize that
these officials are responsible for an increased risk of
injury. You now want to test this hypothesis. This hypoth-
esis is the substantive or research hypothesis. The logic
used in hypothesis testing bears striking resemblance to
the procedure used in the American system of justice,
where the accused is presumed innocent and the prosecu-
tion must provide enough data to demonstrate guilt by
disproving innocence. In testing this research hypothesis,
you are like a prosecuting attorney and must produce
enough evidence to convince a jury of your peers that your
hypothesis is correct. To work within the rules of the

system, you must first reconstruct your hypothesis, pre-
suming innocence, and state that these officials have no

effect on injury rates in ice hockey. This becomes the null
hypothesis and states there is no (null) effect.

In the American system of justice, the prosecuting at-
torney attempts to demonstrate guilt by providing enough
evidence to convince the jury that the accused is not in-
nocent. In the same way, the scientist using statistics
attempts to use collected evidence to convince his or her
peers to reject the null hypothesis (and hence accept the
research hypothesis). In this example, you are trying to
disprove the null hypothesis and to demonstrate that
these officials do miss infractions and cause more injuries.
Accepting or rejecting the null hypothesis forms the basis
for all scientific studies.

In statistics, evaluating a null hypothesis gives a num-
ber of choices and outcomes. Although you think the null
hypothesis is probably false, it may in reality be true. In
addition, the data from your experiment (which are a
sample and are greatly influenced by chance) will lead you
to either reject or accept the null hypothesis (Table 1). For
example, suppose your observations are accurate and that
the null hypothesis is, in reality, false. The hockey officials
in question may, in truth, have an effect on the injury rate.
Suppose you now have observed one hockey game where
the officials did a reasonable job and no injuries occurred.
Keep in mind that observations are influenced by proba-
bility and chance. These data may lead you to erroneously
accept a false null hypothesis as truth. (Based on your
observations, you would wrongly conclude that these offi-
cials have no effect on the injury rate.) By definition in
statistics, accepting a false null hypothesis is committing
a Type II error and is denoted by the Greek symbol j3, and
means you have a false-negative result (Table 2). Clearly
the way to avoid this error would be to attend more hockey
games and make more observations. Increasing the num-
ber of observations or size of the data set improves the
statistical power of the experiment and lends validity to
the study by reducing the influence of probability and
chance on conclusions.
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TABLE 1
Statistical Errors and the Null Hypothesis

a Decision to accept or reject the null hypothesis is based on the
data from the experiment, which is influenced by probability and
chance.

TABLE 2

Interpretation and Control of Statistical Error

On the other hand, suppose that, in reality, the null
hypothesis is false. Now you have attended a number of
hockey games and made the observation that certain offi-
cials were present when the majority of injuries occurred.
Again this finding may be due to probability and chance. If
your data lead you to reject the null hypothesis-that is,
you reject the hypothesis that the officials have no effect
on the injury rate-then you have made the correct

decision.

If, however, in reality, the truth is that these officials
are not so bad and have no effect on the injury rate (i.e.,
the null hypothesis is true), and by chance you happened
to catch those games in which injuries occurred, then you
have committed a Type I error by erroneously rejecting a
true null hypothesis. This is denoted by the Greek symbol
a and means that you have a false-positive result. We
would like to avoid convicting innocent men, and likewise
avoid stating that our experiment demonstrates an effect,
when in reality there is no effect. Statistical significance
or a helps us in this regard. The statistical significance
gives us the probability of committing a Type I error in a
given experiment. The probability of committing a Type I
error is the P value.
A few important points about research studies must be

emphasized. First, if authors state in their conclusions
that two groups were found to have no statistically signif-
icant differences, it is important to look at the numbers of

observations and perform a power analysis on the data. A
power analysis is a method of reviewing the data to deter-
mine if the sample size is adequate to demonstrate statis-
tical significance. It may be that the numbers of observa-
tions are too small to demonstrate statistical differences.
You should not accept that the two groups are the same
(accepting the null hypothesis, and committing a Type II
error) until you know the groups are large enough to
demonstrate a statistical difference, if one existed. Typi-
cally, the power analysis should be described in the &dquo;Ma-
terials and Methods&dquo; section of the paper or presentation.
With regard to statistical significance, there is nothing

special about the expression P < 0.05. What this means is
that the probability of committing a Type I error (rejecting
a true null hypothesis) is 5%. This might be reasonable for
some experiments; however, if the penalty for poor hockey
officiating was execution, you might want to decrease your
chance of committing an error and set your statistical
significance level to P < 0.01. The significance level must
be considered within the context of the experiment!
When evaluating manuscripts in the literature, or de-

signing an experiment, three initial steps are helpful to
understand the experiment and to determine if it has been
designed well.’ 1) Identify and write down the research
hypothesis and the null hypothesis. 2) Identify and write
down the meaning of the Type I error in the experiment,
then determine if the significance level is appropriate in
the context of the experiment. 3) Identify and write down
the meaning of the Type II error in the experiment. After
performing this task, you will have a better appreciation
for the study you are evaluating.

In future editions, the meaning of statistical signifi-
cance and statistical power, and tests for these parame-
ters will be explored.
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