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This study offers a new approach to the problem of time-series studies and
attempts to set up a model to account for the growth in demand for daily
newspapers Using U S data on a state-by-state basis for 1850 to 1970,
we have used a marketing approach What conditions were necessary for
the survival of a daily newspaper? What conditions were conducive to con-
solidation? What conditions were a barrier to the adoption of social and
technological innovation? The data were grouped into geographic and social
regions for analysis, using a special case of generalized least squares Inde-
pendent variables included price as a proportion of per-capita income, per-
centage of the work force in nonagricultural labor, education, voting, and
urbanization. Price proved the most powerful predictor Corrected R2s range
from 22636 (m regions where newspaper growth took place very early or
late in the period) to 67543 in the Midwest and Southwest The model will
be applied to data from the industrialized countries of Western Europe in
later work
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concerned with the historical development of communica-
tions, both in the United States and in other industrialized
states. Existing models and typologies seem to offer little
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more than labels, with practically no predictive or explan-
atory power.

Further investigation also began to impress us with the
importance of the viewpoint of the investigator. Most in-

quiries into media development have proceeded from a

psychological or sociological base. Though some of the
same variables are involved in any approach, it seems much
more fruitful to adopt an economic viewpoint when trying to
explain or predict what is essentially an economic develop-
ment.

Another shortcoming of most work in the area is its

neglect of changes over time. Many studies have investi-
gated the relationship between mass media consumption
and factors such as urbanization, education, industrializa-
tion, and voting, but almost all have compared various
nations at the same point in time. Therefore, we decided to
study these factors, plus newspaper prices as a proportion
of per-capita income, over an extended period of time. Avail-
ability of data dictated that we limit our study to the United
States between 1850 and 1970.
The study has succeeded in generating a model which we

hope to test in international studies. It has also demon-
strated the overwhelming importance of economic var-
iables.

DESIGN

We chose the period 1850-1970 for two reasons. First,
observations before 1850 are incomplete-which is not to
say that there are no data problems after that date. Second,
the last half of the 19th century saw technological advances
which increased the supply of newspapers. These techno-
logical advances included geometrically expanding press
capacity, cheap newsprint, and the linotype. The first made
it possible for a single firm to reach far more customers,
since many more copies of a paper could be printed in a



5

single day. The last two made it possible to offer more pages
of printed material for the same or lower cost, greatly
accelerating the growth of economies of scale.
The increasing use of advertising as a marketing tool and

as a major source of newspaper revenue also contributed to
changes in the economic realities facing publishers (Emery,
1962; Mott, 1962). We have not included advertising among
our variables for several reasons. First, no reliable advertis-
ing figures were available until very late in the study period.
Second, we are considering only the demand side of the
equation, while advertising may be argued to contribute
mainly to the supply. We are assuming that, at least within
this period, supply was equal to or greater than demand.

If anything, advertising has been negatively associated
with newspaper circulation per capita or per household. Cir-
culation on a household basis has been declining in in-

dustrial states since about 1909, and in the country as a
whole since about 1950. Advertising, on the other hand,
has shown almost geometric increases in volume. Probably
advertising has been more strongly associated with news-
paper concentration than with increases in circulation.
Taken together, these factors greatly increased potential
profits, bringing hundreds of new firms into the market. But
the same factors made possible the economies of scale
which led to consolidation into larger, more efficient firms.
Our basic source of information is the decennial census;

therefore our observations are taken at 10-year intervals.
This wide interval dampens and even hides many fluctua-
tions in all our variables, but better sources of information
do not exist for the early period. We recognize that most of
our indices are far from satisfactory. Nonagricultural em-
ployment, for example, is the lowest common denominator
of the possible indices for industrial development. Urbaniza-
tion probably should be defined differently during various
periods, depending upon the market necessary to support
various levels of capital investment, presses of varying
capacity, distribution facilities, and so forth. But these in-
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dices have the advantage of being available in many coun-
tries and over extended periods.

In measuring circulation, we first converted aggregate
circulation figures for English language dailies to a per-
household basis, since the household is the natural unit of
circulation in most of the United States. But, after deter-
mining that this would be impossible in other nations, we
switched to a per-capita basis. The correlation between the
two measures in the United States is high, and the change
did not significantly alter our regression results. We ex-
cluded Sunday papers, but counted morning and evening
editions by the same newspaper firm as separate news-
papers.

Circulation figures for 1850-1880 are from the decennial
Census of Population, supplemented where necessary by
Editor & Publisher reports. Data for 1890-1940 are from
the Census of Manufacturers and for 1950-1970 are from
Editor & Publisher. Since these figures were not audited
until relatively late in the period, we must acknowledge
probable overstatements, but will limit ourselves to reported
figures. Owen (1975) has concluded, on the basis of a com-
parison with Ayer, that the census included firms with very
low circulation, but these would have little effect on our

study.
We used observations from each of the 48 contiguous

states for each time period for which data were complete.
We then grouped the states into regions. (Each state is
considered an &dquo;observation&dquo; from its particular region. This
yields an amount of data that an aggregate regional ap-
proach or a state-by-state approach could not.) This was
necessary due to the small number of observations per state
and the amount of missing data.
We began with regions set up by the Bureau of the

Census. However, the small number of states in some

regions (three in one region, four in two, and five in an-

other), plus some anomalies in placing dissimilar states
together, led us to devise our own groupings. We have
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maintained contiguous geographical groupings but have
attempted to group states which share a common political
and economic history. The most notable failure is our com-
bination of the Pacific coast states with their neighbors to
the east, but no other contiguous groupings made sense.
We could also justify the use of regions on the basis of

differences from region to region. We used binary var-
iables to form regional intercepts and regional slopes from
an equation that was determined from all observations. In
all regions the F tests of the dummy variable and slope were
significant at p < .05.

FACTORS INFLUENCING NEWSPAPER CIRCULATION

Possibly the most important factor affecting newspaper
circulation is price. This is particularly true when price is a
relatively high proportion of per-capita income. Price as a
percentage of income fell from 1850 to 1910 and has re-
mained relatively stable since. We used national rather than
state percentages, since per-capita income is not available
by state prior to 1930, except for 1860 and 1900 (Emery,
1962; Mott, 1962).
We devised a weighting scheme for our measure of

urbanization. Using the decennial census, each state was
assigned a weight of 1.1 Each city within a given state was
assigned a weight of 1 if its population was between 20,000
and 49,999; 1.5 if between 50,000 and 99,999; 2 if be-

tween 100,000 and 499,999; 3 if between 500,000 and
999,999; 4 if between 1 and 5 million; and 5 if greater than
5 million. The final urbanization value was the sum of these

weights.
The percentage of nonagricultural workers in the labor

force was computed from the decennial census by subtract-
ing the number of agricultural workers from the total
number employed and dividing by the total number em-
ployed.2 2
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We measured political participation as the ratio of voters
in the decennial presidential elections to the total popula-
tion of the state. When elections fell on both sides, as in
1892 and 1888, we averaged the number of voters. These
data are taken from the Historical Statistics of the U.S. They,
too, present problems. No vote was cast by some southern
states in 1868, and it has not been possible to correct for
vote fraud.
The advantage of using voting as a proportion of state

population is that such a measure will reflect the fact that
over time, blacks, women, and young people have gained
the right to vote. Considering only those eligible to vote
would remove this trend and introduce immense uncer-
tainties because there are no accurate figures on the num-
ber of eligible voters.
Another important explanatory factor of newspaper circu-

lation is the educational level of potential readers. Probably
the best measure would be the median number of school

years completed by persons over 21. Since this is unavail-
able for much of the period, we have used the percentage of
school-age children enrolled in public primary and second-
ary schools, lagged by 10 years.3 Lagging the variable by 10
years implies that the percentage of children enrolled in

1850 is influential in 1860 circulation.

Per-capita income by state for each region would also be
a desirable explanatory variable. Unfortunately, income
measures by states are missing for the years before 1920.

MODEL SPECIFICATION

We began our investigations with a comparison of a

linear model with multiplicative or log-linear model. The
linear model was specified as:
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K = constant

X11t = newspaper price as proportion of national per-capita income

x21t = percent of total labor force in nonagricultural occupations

x31t = percent of school-age children m public schools, lagged 10 years

x41t = percent of voters in population based upon decennial

presidential elections

X51t = cities weighted by size

ult 
= stochastic disturbance term satisfying all classical assumptions,

where the i subscript refers to the state which the observa-
tion is drawn from and the t subscript refers to the time
period from which the observation is drawn. The multipli-
cative model was specified as:

which we made log-linear by taking logarithms;

where all coefficients and variables are defined as above.

Regressions using the logged values had higher R2 and
corrected Rz values,4 and the signs of the regression co-
efficients estimated were more consistent and more often
in the direction that would be theoretically correct. Exam-
ination of dependent-variable values plotted against inde-
pendent variables support the use of logged data. Therefore,
we used the log-linear model for the remainder of our model
generation.
We estimated regression coefficients using ordinary

least-squares technique for all U.S. regions. The following
is a listing of the regions and states within each region:

(1) New England and Mid-Atlantic: Maine, New Hampshire,
Vermont, Massachusetts, Rhode Island, Connecticut, New
York, New Jersey, Pennsylvania
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(2) Northeast and Central: Ohio, Indiana, Illinois, Michigan,
Wisconsin, Minnesota, Iowa, Missouri

(3) Midwest and Southwest: North Dakota, South Dakota,
Nebraska, Kansas, Oklahoma, Texas

(4) South Atlantic: Delaware, Maryland, Virginia, West Vir-
ginia, North Carolina, South Carolina, Georgia, Florida

(5) Mid-South: Kentucky, Tennessee, Alabama, Mississippi,
Arkansas, Louisiana

(6) West: Montana, Idaho, Wyoming, Colorado, New Mexico,
Arizona, Utah, Nevada, Washington, Oregon, California.

However, due to violations of the classical assumptions,
the estimates of the regression coefficients are not efficient
or asymptotically efficient but only unbiased and consistent.
This would make our significance tests invalid because the
size of the variance of the stochastic error term would be

incorrectly estimated. In this particular case the size of the
variance would be underestimated, thus making the con-
fidence interval too small. It also increases the value of R2 2

without justification.5
To correct for this we assumed a first-order autoregres-

sive scheme of disturbances: Un = p (U.t - ,) + Vn, where p is
greater than 0 and less than 1, u,t - i is the disturbance for
the same state in the previous period and V,t is a distur-
bance term that meets all of the classical assumptions. To
estimate p, we used the residuals from ordinary least-
squares regression to form:

where U,~ is the residual for state i in time t and i runs from 1

up to the number of states in each region and hence Pr is
computed separately for each region. Using this value of p
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we used the Cochrane-Orcutt transformation to form the
next equation:

where all X and Y values are logged, Kr is the constant term
estimated for the region over all time-periods, and p equals
A

Pr for each separate region.
We performed ordinary least-squares regression on the

transformed equations and used the residuals to form a
second-round estimate of p. We used this value of p to re-
place the first-round estimate and performed ordinary least-
squares regression upon the new equation. This iterative
procedure was used until the value of p converged. The
stochastic disturbance term is now nonautoregressive. If no
other classical assumptions concerning the stochastic
disturbance term are violated, then our estimators have all
desirable properties6 and our significance tests are valid.

However, there was reason to suspect that another
classical assumption concerning the disturbance term was
violated. It is quite plausible to believe that there is hetero-
scedasticity’ of the disturbance term. If the disturbance
term is heteroscedastic, then, despite our corrections for
autoregression, our estimates would still only be consistent
and unbiased, but not efficient or asymptotically efficient
and our significance tests would not be valid.
When heteroscedasticity is suspected, one often makes

assumptions about how the size of the variance changes.
We examined the scatter plots of the uncorrected residuals
versus circulation and all of the explanatory variables and
concluded that the size of the variance of the disturbance
term varied directly with the size of the predicted circula-
tion.8 To correct for this we divided through all of the var-
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iables in the equation by the predicted values for circulation.
Thus our transformed equation became:

where x, y, and p values are defined as above and Y,~ is the
predicted value.

Unfortunately, it is difficult to compare the results from
the model transformed for autoregression to one trans-
formed for autoregression and heteroscedasticity in this
manner. It is difficult because the significance tests and R2
measures are not valid when heteroscedasticity is corrected
for in this manner.9 We can, however, examine the co-
efficients of our explanatory variables to see if they exhibit
the sign that theory would expect each to exhibit. When
this criterion is applied to the model corrected for auto-
regression, there was only one sign in one region that was
not what we would expect it to be-and its value was in-

significant.
In the model that was transformed for autoregression and

heteroscedasticity, one sign in three regions and two signs
in one were not the direction that we would expect. It is

impossible to determine whether the coefficients are signif-
icant because of the invalidity of significance tests. It was

therefore quite difficult to choose between models.
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We chose the model that was transformed only for auto-
regression because of the validity of test statistics, the more
consistent coefficients, and the fact that the scatter plots
might have been exhibiting the growth of the disturbances
over time due autoregression rather than heteroscedasticity
due to changes in circulation size.’o
The remaining statistical problem of the population is the

possibility that the disturbance term in one state may be
correlated with the disturbance term in another state in a

given time period. Two plausible assumptions are that the
disturbance terms of states in one region are correlated
(Pennsylvania’s error term in 1950 would be correlated with
New York’s error term in 1950, indirectly correlated with
New York’s error term in 1940 due to autoregression, but
not correlated with Idaho’s error term in any year), or that
contiguous states’ disturbance terms are correlated. (Penn-
sylvania’s error term in 1950 is correlated with New York’s
error term in 1950, indirectly correlated with New York’s
error term in 1940 due to autoregression, but not correlated
with Massachusetts’s error term in any year.) Although it is
theoretically possible to estimate by the use of maximum
likelihood estimators of generalized least squares a model
that is autoregressive in disturbances, that are correlated
by region or geography (and even heteroscedastic according
to the predicted circulation), we found it not to be worth the
difficulty. Therefore, we did not correct for correlation be-
tween the disturbances of different states. However, there
is no reason to believe that this correlation is very high or
that it significantly affected our results. Thus we returned t’j
the model that was corrected only for autoregression.
The remaining problem is the high degree of multi-

collinearity between the explanatory variables in the sam-
ple. We determined that a high degree of multicollinearity
exists on the basis of R2 deletes.&dquo; The presence of a high
degree of multicollinearity makes our standard errors larger
than they would be if there was less multicollinearity. This
makes our significance tests less sharp but the tests remain
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valid. We cannot correct for a high degree of multicol-
linearity, as it is a property of the sample and not of the
population. The results for the model corrected only for
autoregression are shown in Table 1.’2

RESULTS

R2, an estimate of the amount of variation due to the
values being measured, is fairly high for cross-sectional
data. We feel that lumping the various states together in
regions created this cross-sectional bias, reducing the R2
values. The expected downward bias is discussed in Note 5.
These values are lowest for New England and the Mid-

Atlantic states, which were already well on the road to
industrialization and such during the earliest years. Next
lowest was the West, which remained sparsely populated
and relatively undeveloped until late in the study period. The
South Atlantic states also remained basically agricultural
for many years.

Nonagricultural labor reaches a .05 significance level
effect in two of the six regions and is just below the .05 level
in a third. In the South, this could be due to the fact that
nonagricultural employment fell from 45% to 29% during
the Reconstruction era. Circulation also fell between 1870
and 1880, but only from 2 copies per 100 persons to 1.64
copies.

Education, lagged 10 years, is significant for four of the
six regions.
The average regressional coefficient for voting is .22 and

it reaches significance only for two regions.
Regression coefficients for urbanization differ greatly,

from 0 to .65. They tend to be low for areas which were
highly urbanized early in our history, such as New England,
and for areas which remained low in urbanization until
late in the study period.

Price is the most consistent explanatory variable, though
this may be due in part to the limitations of data, which
forced us to use a national average.
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TABLE 1

Results (Logged) Corrected for Autoregression

*p 05, one-tailed test (X70, except for pnce and constant) R2 
= corrected R2 = R2 - (K - 1 /n - K)

(1 - R2). D W = Durbin-Watson statistic. Rho = p NOB 
= number of observations that do not have

missing data.

All the coefficients are affected by the time period
chosen. Variables which reach a plateau early in the study
will not show much effect since they are not changing at the
same rate as the independent variable. One could argue,
however, that the level of the variable is quite as important.
The results are due, in large part, to the statistical methods
involved.
Much of our problem in dealing with media development

stems from the use of a sociological or psychological rather
than an economic viewpoint. If we started with the question
&dquo;What are the necessary market conditions for the success
of media organizations?&dquo; the answer would be much more
apparent. The motive for media development may be polit-
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ical, religious, cultural, or economic. But each new venture
must overcome the same set of barriers.

Barriers may be either economic or political. Economic
barriers include the lack of markets, capital, skilled labor,
and technology. Political barriers may be economic as well,
such as restrictions on foreign exchange or the blockade
and reconstruction of the South, or they may take the form
of censorship, licensing, or direct and indirect ownership of
the media.

If we adopt the entrepreneur’s point of view (and entre-
preneur may be stretched to include the state, a political
party, businesses, or religious groups), we see that there
are critical points in economic development which are

closely linked to various types and scales of media develop-
ment.

First, there must be an adequate market for the product.
This implies literacy in the case of the print media and a
certain degree of affluence for any medium. It implies that
the market must be accessible-that enough people live in
or near a given city to make distribution of either print or
broadcast feasible.

On the question of literacy, one might contrast Mississip-
pi and Massachusetts. In 1940, the median years of school
completed for native white citizens of Mississippi above the
age of 25 was 8.9 years. For Massachusetts, it was 10.7.
But for blacks, the figures were 4.7 and 8.0, and blacks
make up more than half of the Mississippi population.
Therefore, it is safe to say that half of the potential news-
paper audience in Mississippi was lost because of in-

adequate schooling.
As to affluence, not only was the South less well off, but

what wealth she had was badly distributed. If one considers
only totals-comparing whites and non-whites would

accent the differences-41.5% of Southerners reported
family incomes of less than $1,499 in 1949. This compares
to 25.8% in the Northeast, 27.8% in the North Central, and
27.4% in the West. Median Southern income was $1,940
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($995 for non-white), compared to $2,599 for the United
States.

Market accessibility is another area of great contrast. In
the southern region from coast to coast, there were only
three cities of more than 100,000 population in 1890-San
Francisco, 298,997; New Orleans, 242,039; and Louisville,
161,129. New England and the Mid-Atlantic states had 10,
headed by New York with 2.5 million and Philadelphia with
just over 1 million. Chicago was past the million mark, Balti-
more and St. Louis were more than 400,000, and Cincin-
nati, Cleveland, Detroit, Indianapolis, Milwaukee, Washing-
ton, D.C., Denver, Kansas City, Missouri, Minneapolis,
St. Paul, and Omaha were between 100,000 and 300,000.
New England and the Mid-Atlantic states had more than

100 people per square mile in 1890, whereas the mountain
and Pacific states had about 2 persons and Mississippi had
27.8 persons per square mile. The problem would be further
compounded by the fact that the average household con-
tained 9.76 persons in the South in 1850, while new Eng-
land averaged 5.35.
The entrepreneur who might have thought of starting a

paper in Mississippi in 1850, therefore, would have faced
some sobering statistics. The state reported a population of
606,000, but this represented only about 62,144 families.
Half of these could not be considered potential subscribers
because of income or education. Possibly another quarter
would be inaccessible because of slow distribution, leaving
a potential of around 15,500 families in the entire state.
A second economic barrier is a supply of capital. Certainly

scarce Southern capital was unlikely to be attracted to news-
papers. Another important barrier was the constant rise in
capital requirements. A colonial printer could get started for
a few hundred dollars, and the Scripps family began the
Detroit Evening News with a capitalization of $50,000 as
late as 1873. But capital requirements did interact with the
growth of technology.
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When presses could turn out no more than 20,000 copies
a day, capital requirements were comparatively low. With
an accelerating demand because of literacy, urbanization,
and affluence coupled with falling prices of newsprint and
such, swarms of new publishers were attracted. Owen

(1975) indicates that there were 254 daily newspaper firms
in 1850, but 2,600 in 1909. This is what would be expected
in the classic economic cycle: above-average profit oppor-
tunities and low entry costs combine to attract more entre-

preneurs than the market will accommodate. After 1909,
the trend has been steadily downward.
The limits to press capacity in 1850 meant that the 14

papers which shared the New York City market could co-
exist comfortably. If no one publisher could go beyond
around 20,000 papers, the 154,000 subscribers could

easily absorb all the product. By 1909, the number of papers
rose to 85, with an average circulation of 52,000. But with
the introduction of presses which could print more than one
million copies per day, average circulation rose to 116,000
in 1929, with only 55 firms.

Market isolation is also important. As large regional
papers developed, suburban papers lost their relative isola-
tion and were forced into a single firm. Regional papers are
restrained by rising costs of distribution and by relatively
low penetration rates in outlying communities. They may
drain off enough subscribers and advertising to force local
consolidation, but cannot sell enough in most communities
to warrant extensive editorial coverage of that community
or to capture advertising directed only to the one area.
Therefore, one tends to find small, independent papers in
situations where the potential audience is small and iso-

lated, either by geography or language. As the market
becomes larger and more homogeneous, publishers and
broadcasters tend to thrive in proportion to their ability to
take advantage of economies of scale.
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CONCLUSIONS

First, the proposed model results in a generally good fit
when studying diverse regions of the United States with
distinct patterns of development. It should, however, be
linked with the idea of prerequisite levels of the market.

Second, newspapers are still essentially local affairs.

They should be studied in as small units as possible. Actual
local price indices and such should be used when available.
Many national level studies wash out meaningful relations
because of averaging out London and Wales or Milan and
Naples.

Third, the decline in newspaper circulation on a per-
household basis began in some states as early as 1910, and
cannot therefore have been due to competition from radio or
television. In states with much lower circulation rates, the
decline did not occur until after 1950. These data do not
contain more than a few suggestions as to the cause.

But one might well conclude that the very high levels at-
tained by states like New York (3.21 daily papers per house-
hold in 1910) were artificial, stimulated by competition be-
tween an oversupply of firms, and that the market was sure
to return to something like a normal state as publishers
withdrew from competition.

In states such as Iowa, which reached a peak of 1.19
copies per household in 1950, competition may have been
more restrained because of the lack of dominating urban
centers. Since there were fewer potential mass markets,
there may have been less introduction of equipment suited
to huge circulations. Lower capital requirements would
thus have allowed more small, independent papers than
would have been the case in New York.
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NOTES

1 If states are not assigned some value independent of city weights, then
states that have no city of 20,000 or more have a value of 0 The log of 0 is minus
infinity, and hence we lose the observation of that state in that period

2 There are a few discrepancies The 1850 figures include only free white
males Since most black slaves were used in agriculture, this is a serious defect
The 1860 census considered free white males and females in the work force. The

1870 census left out fishing, but this small figure would have no real effect After
1870, all persons in the work force were included From 1850 through 1930, only
those 10 years of age or older were counted For 1940 through 1960, the age
limit was 14, and for 1960, 16 The 1940 figures exclude those doing "public
emergency work," a large number in wartime

3 The number of children between 5 and 17 was calculated from the Census

of Population The years 1850 and 1860, however, report the free population from
5-20 In some states, particularly in the South, more children attended private
schools than public schools between 1850 and 1890

4 R2 is a measure of the proportion of variation between actual values of
circulation and circulation mean that is explained by predicted values of circu-
lation R2 or corrected R2 imposes a penalty for the inclusion of an additional ex-
planatory variable It is calculated as

where n is the number of observation, k is the number of regression coefficients,
and R2 is calculated as above Our autoregressive disturbance scheme assumes
that the disturbance in period t is a function of the disturbance in some t - 1 of an

independent disturbance term
5 The assumptions behind a classical regression model are

(1) Uit is normally distributed

(2) E(Uit) = 0

(3) E(UitUis) = 0 (t&ne;s) E(UitUjt) = 0, (i &ne; j)

(4) E(Uit) = G2
(5) number of observations is greater than number of regressors

(6) no exact linear relationship exists between any of the explanatory variables

(7) Xij1 is nonstochastic and &sum;ni=1 &sum;tj=1 (Xije - Xe) < &infin;. i = 1, 2 .. K.

An estimator is efficient if it has the smallest variance of all estimators An esti-

mator is asymptotically efficient if it has the smallest variance of all estimators

as the number of observations approaches infinity An estimator is unbiased if

its expected value is equal to the true value An estimator is consistent if the limit
of the bias squared and variance squared is equal to 0 as the number of obser-
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vations approaches 0 It can be demonstrated for a variable that is positive and

increasing, or negative and decreasing, that the intervals for significance tests
are too small All significance tests used in this article are one-tailed p < 05 in

the direction that we would theoretically expect
6 Desirable properties are unbiasedness, efficiency, best-linear unbiased

estimator, asymptotically unbiased, consistent, and asymptotically efficient
7. Heteroscedasticity of the disturbance term is present when the size of the

variance of the disturbance is not constant

8 Predicted circulation is the value for circulation that we predict using our
regression coefficients and explanatory variables

9 All regression statistics are invalid because of the lack of a constant in

the equation Without a constant the regression plane must pass through all the
means of the variables and the origin, which implies that it is predetermined and
thus not determined by the variation in the values of explanatory variables

10 With values of p that are close to one, the size of the disturbance term

grows quite rapidly as we travel in time For example, after the Cochrane-Orcutt
transformation to correct for autoregression, the disturbance term in period five
for a given state is

If Vit = Vis (s does not equal t) and P is close to one, then disturbances in later

periods are larger than disturbances in earlier periods. It is difficult to determine

whether the disturbances are growing over time due to this phenomenon or due
to an increase in circulation

11 R2 deletes are the uncorrected R2 for regressions that omit one of the
explanatory variables An explanatory variable is highly correlated with another
explanatory variable in the sample if the R2 delete for that explanatory variable
is only slightly smaller than the R2 for the regression that includes all explanatory
variables.

12. It was impossible for us to use the same program to run a regression for
observations in the United States, as we did for regions of the United States be-
cause the program could not accommodate over 300 observations A search

procedure for p indicated the most appropriate value to be .65 We present the
results here

Constant

Coefficient - .25212

Standard error .07287
t statistic 3.4599*

Nonagricultural labor
Coefficient .48857

Standard error .09653

t statistic 5.0615*

Education&mdash;logged
Coefficient .25847

Standard error .05124

t statistic 5.0362*
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Voting
Coefficient .29717 

Standard error .06732

t statistic 4.1470*

Urbanization

Coefficient .081327
Standard error .042173

t statistic 1.9284*

Price

Coefficient - .13168

Standard error .06554

t statistic 2.1647*

f statistic 27.03

Durbin Watson 2.08

# observation 454

Rho .65

R2 .23

R2 .23

These results are consistent with other results in that the more observations that
were used, the larger the individual t statistics and the greater percentage of co-
efficients were significant (*p < 05, one-tailed, &times;70, except for price and con-

stant)
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