This article deals with the problem of analyzing sets of ipsative variables using
the common factor model. We demonstrate that the usual assumptions of the
common factor model, especially the assumption of uncorrelated disturbances,
are not appropriate for sets of ipsative variables. We develop a common factor
model that takes into account the ipsative properties of such data and show how
this model can be applied 1o any set of ipsative measures using the methods of
confirmatory factor analysis. We then suggest that the application of this model
may be useful in modeling the latent content of sets of rankings and other measures
that have the ipsative property as a result of the measurement procedure. Finally,
we apply the model 1o Kohn's measures of parental values, using sample data
from the General Social Surveys.
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INTRODUCTION

Cattell (1944) initiated the use of the term “ipsative” (from the
Latin ipse: he, himself) to refer to raw score transformations
that center scores about the individual’'s mean. Ipsative scores
were contrasted to the more common ‘normative’ scores, which
are centered about the variable means. The ipsative transforma-
tion produces a set of scores with the property that the sum of
the variables for each individual equals a constant.! Perhaps
the most common use of scores produced by the ipsative trans-
formation occurs in situations where it is desirable to remove
mean differences in scores among individual cases or groups of
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cases (e.g., Cunningham et al., 1977). Although, in the classical
statement of the ipsative transformation, the constant is zero
(because the individual’s ipsative scores are deviations from his
mean on the set of variables) it is now common to use the term
“ipsative” to refer to any set of variables that sum to a constant
for individual cases, regardless of the value of the constant

(Horst, 1965: 290-291). The particular value of the constant is
largely irrelevant.

It is important to note, as well, that sets of variables may occur
which have the ipsative property, but not as a result of anipsative
transformation of nonipsative scores. For example, sets of vari-
ables produced from rankings and some Q-sorts have the ipsative
property. The issues discussed in this article are particularly
relevant to such sets of variables.

Numerous warnings exist in the psychometric literature against
the application of factor analysis to sets of variables with the ipsa-
tive property (e.g. Cattell, 1952; Guilford, 1954; Tucker, 1956;
Horst, 1965), but these warnings are not always heeded. In this
paper we will underscore the basis for such warnings by showing
that the assumptions of the common factor model, as usually
stated, are inappropriate for sets of variables with ipsative
properties. This is demonstrated within the framework of the
development of a common factor model that can be applied to
any set of variables with the ipsative property. We will show
that a common factor model is defined for a set of variables that
have undergone an ipsative transformation if a common factor
model holds for the preipsative set, and we will show that for
sets of ipsative variables that do not result from and ipsative
transformation, the same model may be used under a set of
assumptions regarding the response process. Finally, we will
illustrate the usefulness of the model for the latter case by apply-
ing it to sample data on a set of ipsative measures of parental
values.

THE IPSATIVE TRANSFORMATION

Let y be a (p X 1) vector of random variables observable in
some known population. The only constraints on y are that the
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variables have a common metric and that the y covariance struc-
ture is positive-definite. The general form of the ipsative trans-
formation of y is as follows:

x=y-lw (1]

where x is a (p x 1) vector of variables with the ipsative property,
1 is a (p x 1) unit vector and w is a scalar. In the general case,
w equals p'(1'y - c), where c is the constant to which the scores
of each individual sum. This transformation, then, produces a
set of variables that sum to ¢ for each individual;, however, the
value of the constant is irrelevant.> As a matter of convenience
we may set ¢ equal to zero, so that w = p 'l'y.
Equation 1 may be rewritten as

x=y-1p'ly [2a]
=y-p'Ily [2b]
=(1-p'Uy [2c]

where U = 11’ (a p x p matrix of unities). The ipsative trans-
formation matrix in equation 2c, (I - p'U), is a symmetric
idempotent matrix with a rank of p - 1 (see Horst, 1965: 288-289;
Harris, 1953: 54).

Let the ipsative transformation be represented by A = (I -
p 'U), so that x = Ay. The covariance matrix for x may be ex-
pressed using this notation as

5.=ASA 31

where 3, is the covariance matrix of the preipsative variables.
As noted, A has a rank of p - 1, so this constitutes a singular
transformation of X,. Consequently, %, is singular and cannot
be analyzed in the same manner that is possible for 3.

The ipsative covariance matrix, 3., has a number of interesting
properties (see Clemans, 1956):

(1) The rows (or columns) of 3 sum to zero.

(2) The sum of the covariances of a set of ipsative variables with
a criterion variable is zero.

(3) As p increases, 3, approaches 3,.}



Jackson, Alwin / IPSATIVE MEASURES 221

Because the ipsative covariance matrix is not positive-definite,
it may not be feasible to subject X« to routine factor analysis.*
It is possible, however, to delete one row and column associated
with an arbitrarily selected variable in order to obtain a non-
singular matrix, but the routine factor analysis of this submatrix
does not provide a solution to the ipsative problem.

A COMMON FACTOR MODEL
FOR IPSATIVE MEASURES

In this section of the article we will develop a common factor
model that can be applied to ipsative measures. As we pointed
out earlier, our primary interest here is in data that have not
been “ipsatized” by an ipsative transformation, but which have
the ipsative property as a result of the measurement method.
In order to develop a factor model that can be applied in this
situation, we first must develop a factor model for variables
that have undergone an ipsative transformation. To do this we
assume that a factor model exists for the set of preipsative vari-
ables. Then, by transforming the coefficient matrices of this
model, we may obtain the coefficient matrices of the ipsative
factor model. We turn now to the development of this model.

Let

Y=y Ete [4]

be the population common factor model for the set of measured
nonipsative variables, y, where A, is the factor pattern coefficient
matrix, ¢ is a (k X 1) vector of common factors,and eis a (p X 1)
vector of disturbances (see Lawley and Maxwell, 1971). For
our purposes the properties of this model are as follows:

(1) E(y)=0
() E@© =0
(3) E(9 =0
(4) E(¢e) = 0

(5) E(&) = &,
(6) E(ee) = ¥,

For convenience we have treated all variables, latent and
manifest, as centered, and we assume that ¢ and e are statistically
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independent. The matrices &, and ¥} are the covariance matrices
for the factors and disturbances respectively. Here we assume
that ¥} is a positive-definite diagonal matrix, but in general
the assumption that ¥} is diagonal is not necessary. The co-
variance structure of y may be written in terms of the model as:

E(yy) =5y = Ay A + ¥ [5]

Given the above model and knowledge of the properties of
the ipsative transformation, we may obtain the ipsative common
factor model by substituting equation 4 for y in equation 2b,
as follows:

x= (A + ) - 1p (A€ + ) [6a]
=(AyE+e) - I(\NE+ ) [6b]

where A is a (k x 1) vector of the average values of the coefficients
in the columns of Ay, and € is the average value of the residual
disturbances on the model for y (see equation 4). We may re-
arrange equation 6b as follows:

x=(Ay- IN)E+e- 1€ [6c]
and because (e - 1€) = Ae, equation 6¢ may be rewritten as
X=(Ay- IN) £+ Ae [6d]

This is the common factor representation for a set of ipsative
variables which have the ipsative property as a result of an
ipsative transformation, given knowledge that a common factor
model for the preipsative variables exists.

Note that the primary differences in the factor models for
the ipsative and preipsative variables are their coefficient ma-
trices. The factor pattern coefficient matrix for y is A,, while
the factor pattern matrix for x is (A, - 1X\’). As a result of the
ipsative transformation, then, the factor pattern coefficients in
the model for x are deviations of the factor pattern coefficients
in Ay from the average factor pattern coefficients in the columns
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of Ay. The coefficient matrix relating the disturbances to the
X vector is A rather than I, as is implicitly the case for y. Since A
is nondiagonal, the ipsative transformation affects the dis-
turbances by correlating them in a systematic fashion.

The common factor model for x, then, can be written as

follows:
x = [A,l A] [E] [7]
€

where A, = (A, — 1x’) and A = (I — p~ 1 U). In addition to
the ipsative property of x, the properties of this model are as
follows:

(1) E(x)=0

(2) E(p) =0

(3) E(e) =0

(4) E(¢(¢')=0

(5) E(EE) =9,

(6) E(Aee'A)=A \piA =2

The covariance structure for x may then be written as:
N _ _ ; 2
E(xx)=Z, =A, &y Ay + AW} A [8]

The above factor model for x follows from the assumptions
posed from the beginning, that (a) x = Ay and (b) y = A ¢ +e.
Note that by the transformation of y into x, the disturbances
on the factor model for x become correlated. As indicated
above, the covariance structure of the disturbances in the model
for x is 111)2( = A\I/§ A. The diagonal elements of this matrix are

wi. =( -2p 1 \I/%,, +p-1 Ei and the off-diagonal elements
1 1
- ~1/,2 2 T2 2 2 ith
are ll’xij =-p (ll/yi + tl/yj — ¥ ), where v,byi and xpyj are the i

and jth elements in the diagonal of ‘I’f, and —\175 is the average of
the diagonal elements of \115.
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AN ILLUSTRATION

Consider the following p = 5, k = 1 factor model for some
known population:

1.0
1.1
y= 1.2 E+e
1.3
14

®,=  [20]

Diag. ¥} =[.90 12 1.0 .80 .60]

The population covariance structure for y given this model is:

(290 220 240 260 280
220 362 264 286 3.08
.= | 240 264 388 312 336
260 286 3.12 4.18 3.64
| 280 3.08 336 364 452

For p = 5 the ipsative transformation matrix, as defined in
equation 2c, is:

— -

80 -20 -20 —-20 -20
-20 80 -20 -20 -.20
A = -20 -20 80 -20 -.20
-20 -20 -20 80 -.20
| -20 -20 -20 -20 .80 |

The ipsative transformation of Zy into Z, is as follows:

80 -20 -20 -20 -20
-.20 92 -26 24 -22
= -20 -26 .78 -—-.18 -.14

-20 -24 -.18 68 —-.06
| -20 -.22 -14 -06 .62
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Finally, the ipsative factor coefficent matrix is:

-.20
—.10

Ay =(Ay, —1X) = .00
.10

20

It can be shown that A, &, Ay + A \1132, A exactly reproduces
z

X

ESTIMATION OF THE
IPSATIVE COMMON FACTOR MODEL

The common factor model defined above for a set of ipsative
variables bears an interesting relationship to the common fac-
tor model for the corresponding set of preipsative variables.
First, it should be pointed out that the factors of the model
remain the same after an ipsative transformation, and the fac-
tor covariance matrix remains unchanged. Second, under the
ipsative transformation, the factor pattern coefficient matrix
contains deviations from the average factor pattern coefficients
in the columns of the original factor pattern matrix. Third, the
ipsative transformation causes the disturbances to be correlated.
These observations have implications for the factor analysis of
sets of ipsative variables, and on this basis we suggest that the
naive exploratory factor analysis of ipsative variables is in-
appropriate. Such an analysis would assume that A = I, and
would therefore represent some type of an approximation. The
estimated factor pattern in such an analysis would approximate
(Ay = IX’), however, not A,, although the rank-ordering of the
magnitudes of the coefficients in the two coefficient matrices
would be identical. In any event, there exists a problem with the
interpretation of the ipsative factor pattern coefficient matrix
since the values in A are unknown.

As we indicated above, 3, is singular, and it is not feasible
to analyze this matrix without deleting a row and column asso-
ciated with an arbitrarily selected variable in x. Let x* be this
set of p - 1 variables. For present purposes, suppose we have
deleted the p" variable, although the deletion of any variable
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in this vector will suffice. In fact, the parameters of the ipsative
common factor model are invariant regardless of the variable
deleted.

We may now write a common factor model for x* as follows:

x* = [B,1B,] [i] (9]

where B; contains the first p — 1 rows of the matrix (Ay —1\")
and B, contains the first p — 1 rows of A. Note that B, is a
(p — 1) x k submatrix of A} and B, isa (p — 1) x p submatrix.
In other words A} = [B;IBy] isa(p — 1) x (k + p) coefficient

] in this case is as follows:
€

) . . £
matrix. The covariance matrix for [

[10]

Recall that ¥ is diagonal, but & may be nondiagonal.

Note that the coefficients in in B, are known, so they are to
be constrained in the estimation of the model. Our objective,
then, is to estimate the parameters in B;, ®,, and ¥, and they
may be estimated if the model is identified. A necessary condition
for the identification of the model is a minimum of k* independent
constraints on B; and &, (see Joreskog, 1978; Sorbom and
Joreskog, 1976). Finally, we should note that the factor pattern
coefficients for the p" variable may be obtained by taking the
negative of the sum of the first (p — 1) values in each column
of B:.

Using the above illustration to demonstrate the manner by
which the coefficients of the ipsative common factor model may
be estimated, we present the k = 6 factor model that would be
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estimated for x in the above 5 variable cases. The model is as
follows:

l.zo 80f —20f —20f —20f —20f
-10 —20f 80 —20f —20f —20f
X 00 —20f —20f 80 —.20f —.20f
10 —20f —20f —20f 80 —.20f

20 00" 00f o00f o00f 00
0of 90 o00f o00f o00f o0f
0of o00f 12 00" o00f o00f
X 00of o0of o00f 10 00 o00f
00of o00f o00f o00f 8 00f
00f 00" 00 o00f 00 60

— -

Note that the coefficients in the first column of A . # represent
deviations of the A; values from the average A; value in the
common factor model given above (X = 1.2). The factor pattern
coefficient for the p™ variable is the negative of the sum of the
p - 1 values in the first column of A .+, or .20. The remainder of
the A+ matrix is constrained equal to the values there (as indi-
cated by the “f” superscript). Note that the ¢, in the ®.* matrix
equals &y, and ¢z, P33, Pus, Pss, and ¢es in Py» are the values of
the residual variances for the y vector in ¥;.

We began this illustration by defining a common factor
model for y. Since the common factor model for the ipsative set
of variables, x, is defined, given knowledge of the common factor
model for y, the above model for x* exactly reproduces the first
(p - 1) rows and columns of 3.

AN APPLICATION OF THE
IPSATIVE COMMON FACTOR MODEL

Here we will develop a set of assumptions that permit the
application of the above ipsative common factor model to other
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sets of variables that have the ipsative property. We make three
critical assumptions: (1) that for a given set of variables with
the ipsative property, e.g. a set of rankings, there exists a corre-
sponding set of hypothetical nonipsative variables in the popu-
lation; (2) that the set of ipsative variables observed in the
population of interest is an ipsative transformation of the hypo-
thetical set of nonipsative variables; and (3) that a common
factor model holds in the population of interest for the hypo-
thetical set of nonipsative variables.

Given these assumptions, we may estimate the parameters of
an ipsative common factor model for any set of variables with
the ipsative property. Unfortunately, there is no direct way of
determining the veracity of these assumptions for the types of
ipsative variables of interest, e.g. rankings, because they have
not explicitly undergone an ipsative transformation. We can
indirectly assess the adequacy of these assumptions using sample
data from sufficiently large samples where the sample moments
differ trivially from the population moments. In such cases the
failure of our estimated model to reproduce the sample co-
variance matrix would provide some suggestion about the ade-
quacy of the model. There is a degree of ambiguity here, however,
as the failure of the model to reproduce the sample covariances
may result from at least two sources: (1) the misspecification of
the-factor model for the hypothetical y, especially the number
of factors, and (2) the misspecification of the response process;
in other words, errors in the assumptions indicated above for
applying the ipsative common factor model. Because there is no
known exploratory factor analysis method that can be used to
determine an adequate number of factors in the ipsative factor
model in this case, there may be some difficulty in specifying
the number of factors appropriate for the model.

In determining the goodness-of-fit of a particular application
of the ipsative common factor model, the model should be com-
pared with a baseline model that posits no common factors, as
in assessing the relative fit of factor models generally. In the
present case one would compare a particular model with the
following model:

S.=VI=AVA [11]



Jackson, Alwin / IPSATIVE MEASURES 229

The x* goodness-of-fit statistic for this model can be used in
the computation of a Tucker-Lewis coefficient of relative fit as
a baseline model against which the fit of other models may be
judged (Tucker and Lewis, 1973).

There are additional approaches to determining the adequacy
of the above assumptions for modeling the latent content of sets
of variables with the ipsative property which have not explicitly
undergone an ipsative transformation. The first of these involves
a systematic study of the response process involved in the pro-
duction of such variables. What is the relation between the
response process involved in ranking p objects and the response
process involved in obtaining nonipsative measurements—for
example, ratings of p objects along some dimension? Can the
relation be described by a mathematical function such x = Ay?
We will not pursue this set of issues here except to note that little
is known about the relationship. A second approach to assessing
the above assumptions for such ipsative measures involves Monte
Carlo simulation. Here it is possible to compare the factors that
result from making different sets of assumptions regarding the
response process.

AN ANALYSIS OF
KOHN'S MEASURES OF PARENTAL VALUES

In this section of the article we apply the ipsative common
factor model to Kohn’s measures of parental desires for children’s
behavior (Kohn, 1969: 257). Kohn developed the following set
of questions for measuring parental child-rearing values:

(a) Which three qualities listed on this card would you say are the
most desirable for a (boy, girl) of (child’s) age to have?
(b) Which one of these three is the most desirable of all?
(c) All of these may be desirable, but could you tell me which three
you consider least important?
(d) And which one of these three is least important of all?
(1) that he has good manners
(2) that he tries hard to succeed
(3) that he is honest
(4) that he is neat and clean
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(5) that he has good sense and sound judgment
(6) that he has self-control
(7) that he acts like a boy (she acts like a girl) should
(8) that he gets along well with other children
(9) that he obeys his parents well
(10) that he is responsible
(11) that he is considerate of others
(12) that he is interested in how and why things happen
(13) that he is a good student.

Using this information Kohn (1969: 48) coded the responses
according to the following scheme:

5 = The most valued of all.

4 = One of the three most valued, but not the most valued.

3 = Neither one of the three most nor one of the three least valued.
2 = One of the three least valued, but not the least valued.

1 = The least valued of all.

This measurement strategy represents a reduced-ranking pro-
cedure. Instead of ranking the 13 characteristics from most to
least important, respondents are essentially asked to sort the
characteristics into 5 ranked categories with a requisite number
in each category. In either case, such a ranking procedure pro-
duces a set of scores with the ipsative property.

In order to use these data to relate parental values to social
class, Kohn (1969: 56-58) employed the methods of exploratory
factor analysis to form a weighted composite from these items.
Some weighting of the item scores was obviously necessary, as
the unweighted sum of the items has no variability over indi-
viduals. He reported some difficulty in inverting the correlation
matrix among his measures for the purpose of computing factor
scores, which would be predicted given knowledge of the ipsative
property of the measures. In any event, according to Kohn
(1969: 57), the exploratory factor analysis of these measures
“yields one factor easily identified as self-direction versus con-
formity to external standards” and two additional factors. He
focused his primary attention, however, on the self-direction/
conformity factor.
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For our purposes, we will use sample data on Kohn’s measures
from the General Social Surveys (GSS) of 1973, 1975, 1976 and
1978 (see Alwin and Jackson, 1980, for a complete description
of the population of interest and the precise nature of the mea-
sures used in the GSS). Table 1 presents the sample covariance
matrices for the subpopulations of mothers (N = 1,069) and
fathers (N = 721) from the NORC-GSS surveys. The sample data
from the subpopulations of mothers and fathers are analyzed
separately because of the expectation of substantive differences
in the coefficients of the factor model. As noted above, the rows
(or columns) of the full symmetric covariance matrices for these
variables sum to zero, a property of ipsative covariance matrices.

In this analysis we obtain maximum-likelihood estimates of
the unconstrained parameters of the ipsative common factor
model developed above (see equations 6 and 7) using confirma-
tory factor analysis (S6fbom and Joreskog, 1976). The results
for this model where k = 1 are given in Tables 2 and 3. We have
identified the model by setting &, (or ¢£) equal to unity, and
because A and &, contain only fixed parameters, we have esti-
mated the 26 parameters in A, and ¥;. The estimated coefficients
of A, are deviations of the factor pattern coefficients of A, from
their average, A. The value of A is, however, unknown, but this
is irrelevant, since whatever its value, the coefficients in Ax main-
tain the same relative magnitude.

The relative rankings of the pattern coefficients in the esti-
mated Ay in Tables 2 and 3 conform to our substantive expec-
tations, and these results show considerable similarity for
mothers and fathers. The measures indicating a preference for
self-directed behavior in children (items 12, 5, 10, 11, 6) covary
in one direction with the factor, while the measures indicating
conformity to external authority (items 9, 1, 4, 3, 7) covary in
the opposite direction with the factor. Because the coefficients
in A x are identified up to a change in sign, the direction of the
latent factor is dependent on the starting values.

The pattern of coefficients reported in Tables 2 and 3 are
similar, although not identical, to the results reported by Kohn
for his original data and his reanalysis of the 1973 GSS data
(Kohn, 1976: 540). In terms of the pattern of coefficients ob-

(continued on page 235)
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tained, the approximation to the ipsative common factor model
using the methods of exploratory factor analysis in this case
appears to be relatively good, although the extent to which
these results can be generalized is unclear. As we pointed out in
the above discussion, as p increases, the ipsative transformation
matrix approaches an identity. The consequence of this is to
reduce the effects of the ipsative transformation on the covariance
structure. In any event, it is not clear to us how large p must be
to safely ignore the effects of the ipsative property of the mea-
sures. We are reluctant to conclude from the present findings
that the ipsative property of these parental values indicators
may safely be ignored.

As we indicated in the preceding discussion, it is necessary to
consider the overall fit of the ipsative common factor model
in order to evaluate its utility. In Tables 2 and 3 we have reported
the likelihood-ratio x* values for evaluating the goodness-of-fit
of the model presented there. Under the assumption of multi-
variate normality in the y vector, these x> values may be used
as measures of fit in large samples (see Joreskog, 1978: 447). The
x* values obtained both for mothers (x* = 174.62) and fathers
(x* = 204.99) with 53 degrees of freedom are statistically sig-
nificant at extremely low levels of Type I error, and provide a
statistical basis for the rejection of the model. It is important,
however, to evaluate the goodness-of-fit of this model in light
of the fit of alternative models. This is partly due to the fact
that the above likelihood-ratio x” statistics are partially a func-
tion of sample size and cannot therefore be interpreted un-
ambiguously in large samples (Joreskog, 1978: 447).

In addition, statistical measures of fit generally have meaning
only within a comparative framework, and it is useful therefore
propose meaningful alternatives to the present model (Joreskog,
1978: 448). Therefore, as suggested above, we compare the re-
sults of the model presented in Tables 2 and 3 with the results
of a model that posits no latent common factors for the variables;
ie., 3, = ¥} = A ¥!A. In addition, we examine a model that
posits two latent factors for the observed indicators.

The model suggested here as a baseline against which to
compare the present model provides a poorer fit to the sample
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data for both mothers (x* = 475.05) and fathers (x* = 356.59), as
would be expected. Using the Tucker-Lewis coefficient (TLC)
to assess the relative fit of our model over this zero-factor model,
a slight improvement is revealed for fathers (TLC = .361) and a
moderate improvement is revealed for mothers (TLC = .636).
In other words, within the set of assumptions we have made
here in order to apply the ipsative common factor model to this
particular set of ipsative variables, there is evidence that a self-
direction/conformity factor, originally identified by Kohn
(1969: 57), exists for these measures. At the same time, the evi-
dence for this is not strong, in the sense that the model allowing
for this latent factor provides only a modest improvement in fit
to the sample data over a model that posits no such factor.

As noted in the above discussion, there is no direct way within
the present context to evaluate the adequacy of the set of assump-
tions we have made in order to apply the ipsative common factor
model in the present case. The relatively poor fit of our model
to the sample data used here may indicate problems with this
particular set of assumptions or with the complexity of the
factor model assumed to hold for the y vector. In order to ex-
amine this second possibility we have estimated a 2-factor ipsative
common factor model. The results for this model reflect an
improved fit to the data for both mothers (x*=99.33, TLC=.792)
and fathers (x> = 133.89, TLC = .529), but the overall fit to the
data in either case, as reflected in the Tucker-Lewis coefficients,
is not entirely satisfactory. We suspect that the addition of factors
to the model will improve the overall fit to the sample data, but
it is unclear whether this would add substantially to our under-
standing of the applicability of the ipsative common factor
model to these measures.

SUMMARY AND CONCLUSIONS

In the above presentation we have developed a common factor
model for variables that have undergone an ipsative trans-
formation, given knowledge of the factor model for the pre-
ipsative variables. The ipsative common factor model has been
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defined, given the existence of two facts: (1) x = Ay and (2) y =
Ay€ + €. In the remainder of the article we have addressed the
question of the applicability of the ipsative common factor model
to sets of variables with ipsative properties which result from
the measurement procedure rather than an ipsative transforma-
tion of nonipsative variables. We argued that if one is willing to
assume that there exists a hypothetical nonipsative set of mea-
sures (y) corresponding to the ipsative set (x), that x = Ay, and
that y = A £ + ¢, then it is possible to apply the ipsative common
factor model to such measures. Unfortunately, there is no direct
way to evaluate the measures’ validity within this set of assump-
tions.

The evaluation of the applicability of the ipsative common
factor model in these cases requires (1) an examination of the
differences in the response processes involved in producing data
with ipsative and nonipsative properties, e.g. rankings vs. ratings,
and (2) the specification of plausible alternative models for sets
of ipsative variables that represent both the latent content of
the variables and their ipsative properties. Finally, there is also
some utility in applying the ipsative common factor model to
sets of ipsative variables, such as Kohn’s measures of parental
values, in order to obtain greater experience regarding the de-
scriptive usefulness of the ipsative common factor model.

NOTES

1. Horst (1965: 287-288) refers to the ipsative transformation as the “minor trans-
formation” or “right centering,” while the normative transformation is called the “major
transformation” or “left centering.” When both transformations are performed, the
scores are said to be “double-centered.” See also Harris (1953), Tucker (1956), and Hicks
(1970).

2. Horst (1965: 292) shows that ipsative measures that sum to the constant ¢ for each
individual will sum to zero when the x's are left-centered.

3. This is a function of the fact that as p increases, the ipsative transformation matrix,
A, approaches an identity.

4. This observation may not apply to all methods of factor analysis, but methods that
utilize generalized least squares (GLS) and maximum likelihood (ML) procedures to fit
the model require a positive-definite sample covariance matrix (Joreskog, 1978: 446).
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