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The dielectric functions of Al,Gai _ As have recently been measured for several Al mole 
fractions over the 1.5-6.0 eV wavelength range [D.E. Aspnes, S. M. Kelso, R. A. 
Logan, and R. Bhat, J. Appl. Phys. 60, 754 (1986)]. To make use of this data to perform 
optical modeling for spectroscopic ellipsometry analysis of AIXGal _ As-containing 
samples, and for other optical modeling purposes, a reasonable interpolation scheme is required 
to estimate the dielectric functions of-intermediate compounds. In this work, we will 
present a modified version of the harmonic oscillator approximation (HOA) of Erman et al. 
[M. Erman, J. B. Theeten, P. Chambon, S. M. Kelso, and D. E. Aspnes, J. Appl. Phys. 
56, 2664 (1984)] to model the experimental data and interpolate between the known 
compositions over the 1.5-5.0 eV range. Our model uses additional harmonic oscillators 
and allows each oscillator to have -an independent phase. These modifications significantly 
improve the accuracy of the approximation for photon energies at and below the 
fundamental band-gap energy. This allows much more accurate modeling of reflection 
problems for multilayer GaAs/AlGaAs structures. We will present test of this approach with 
simulations of spectroscopic ellipsometry data using known data, and with measured 
spectroscopic ellipsometer data on AIXGal -&-containing samples grown by molecular-beam 
epitaxy and organometallic chemical vapor deposition. 

1. INTRODUCTION 

= Spectroscopic ellipsometry has been demonstrated to 
be a very useful technique for nondestructively determin- 
ing the thicknesses, alloy compositions, and interface 
abruptness and smoothness of epitaxial III-V compound 
semiconductor device structures.lA However, in order to 
determine the alloy composition of a given material in a 
structure, the complex dielectric function of that material 
must be known as a function of the alloy composition, and 
there must be a numerically efficient means of interpolating 
the dielectric function between experimentally known alloy 
compositions. Recently, Aspnes et al. have published a set 
of dielectric constants vs wavelength for Al,Gai _ As cov- 
ering nine Al mole fractions from 0 to 0.804.5 Erman et al6 
have previously demonstrated that the dielectric response 
of single-crystal GaAs and ion-damaged GaAs can be ac- 
curately approximated for photon energies above the fun- 
damental band edge by a series of seven harmonic oscilla- 
tors. These authors have also suggested that this scheme is 
useful for interpolation of the dielectric constants of 
Al,Ga* - xAs.’ Aspnes et al. also suggest Erman’s- har- 
monic oscillator be applied to their data for modeling pur- 
poses. 5 In this paper, we will present two sets of harmonic 
oscillator fits to Aspnes’ data covering the 1.5-5.0 eV pho- 
ton energy range. The first uses seven harmonic oscillators 
and matches closely with the GaAs fit reported by Erman.6 
The second set uses nine harmonic oscillators with inde- 
pendent phases to improve the quality of the fit in the 
near-infrared region. We will present demonstrations of the 
usefulness of these approximations using fits to both sim- 
ulations using Aspnes’ ~data, and to experimental spectro- 
scopic ellipsometer data on molecular-beam epitaxy 

(MBE) and organometallic chemical vapor deposition 
(MOCVD) grown GaAs/AlGaAs structures. 

It should be emphasized that the goal of this work was 
to develop a mathematically simple, highly accurate, em- 
pirical set of approximations for the dielectric response of 
the AIXGal I As system. We did not attempt to directly 
relate the mathematical forms and constants in our model 
with parameters from band structure calculations for this 
materials system (although clearly some energies will be 
closely related to critical points). Very good estimates have 
been obtained for this system using the more physically 
based scheme of adding approximations for the behavior of 
the dielectric response around critical point energies;7’8 
however, these approximations are not of sufficient numer- 
ical accuracy over the entire spectral range needed for 
spectroscopic ellipsometry analysis. 

II. EXPERIMENT 

Experimental data for this work was collected using a 
commercial spectroscopic ellipsometer, a Rudolph Re- 
search S2000, which spans the 1.5-5.0 eV photon energy 
range. The system uses a 75-W. xenon lamp-collimator- 
fixed polarizer-rotating polarizer-samplefixed analyzer- 
monochromator design. The instrument derives the ellip- 
sometric parameters tan $ and cos A from Fourier 
transform extractions of the second and fourth harmonics 
of the photomultiplier signal versus rotating analyzer po- 
sition. This scheme makes the measurement relatively in- 
sensitive to ambient light, the absolute intensity of the sig- 
nal, and polarization dependencies of the detector. All 
measurements were taken with accuracy constraints set so 
that the standard deviations oftan $ and cos A were both 
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less than 0.005. This accuracy constraint was violated in 
some cases for photon energies above about 4.6 eV, where 
a combination of low sample reflectivity and low intensity 
from the lamp required high voltages on the photomulti- 
plier and reduced signal-to-noise ratios to the point that 
standard deviations of about 0.02 were the best practically 
available. 

GaAs/AlGaAs epitaxial structures were grown by ei- 
ther MOCVD by Kopin Corp. of Taunton, MA, or by 
conventional solid source MBE by Quantum Epitaxial De- 
vices of Bethlehem, PA. 

Ill. MODELS 

The dielectric constants of Aspnes et aL5 were fitted 
using a Levenberg-Marquardt least-squares nonlinear re- 
gression” scheme to a series of harmonic oscillators: 

l E= 
E-bE,+ir, (1) 

where a is the index for a particular oscillator, A, is the 
amplitude, E is the photon energy, E, is the center energy 
of the oscillator, and I’, is the oscillator damping coeffi- 
cient. In both Tables I and II,” where we present the 
parameters resulting from these fits, we have given the raw 
results of the fitting procedure to six digits. Clearly not all 
of these are significant figures; but we have chosen to 
present the numerical values actually used in our data 
analysis procedures without further editing. 

Initially, the data were fitted usin 
oscillator approach of Erman et aL3, P 

the seven harmonic 
which assumes that 

all oscillators are in phase (all A,‘s are real and positive). 
As these authors noted, this fitting procedure does not 
yield good results below the fundamental band edge; there- 
fore, these fits were performed over the energy range of 
Eo-5.0 eV. E. was calculated for each alloy composition 
using Formula ( 1) in Aspnes et a1.5 -The fits were made 
over the 1.5 (or higher) to 5.0 eV photon energy range 
because: (i) this covers the range of our instrument and 
several other currently available systems; (ii) the 5.0-6.0 
eV range is not important in most cases for material iden- 
tification; and (iii) this range can be approximated accu- 
rately with relatively few oscillators. The results of these 
fits are found in Table I. An example of this fit for 
Al,,315Gae685A~ is shown in Fig. 1. We have selected this 
composition for our example plots because it is approxi- 
mately the composition used in many MODFET struc- 
tures, and because it proved to be one of the most difficult 
to fit accurately using our modified scheme discussed be- 
low. As expected, the fit is very good above Eo, but over- 
estimates both e1 and e2 for energies below Ep Also, there 
is a small but numerically significant error for energies just 
above Eo. These errors, while small on e1 and e2 vs energy 
plots, can be serious for parametric analysis of spectro- 
scopic ellipsometry data for multilayer structures, and for 
other reflection modeling problems. 

To improve the quality of the harmonic oscillator es- 
timates, a modified harmonic oscillator scheme was 
adopted. First, extra oscillators were added in the lower 

energies. This, however, did not dramatically improve the 
fit with a reasonable oscillator count, primarily because of 
the very sharp change in both e1 and es around the fimda- 
mental band-gap energy. To improve the fit, the oscillator 
amplitudes were allowed to be complex numbers (A, 
= IA, 1 ey). That is, the oscillators were allowed to have 
independent phases &. During the regression for the 6s- 
cillator parameters, the results of the summation were used 
without alteration. This allowed e2 to become negative for 
some photon energies, but the regression procedure ad- 
justed oscillator parameters to minimize any negative val- 
ues. When the resulting set of oscillator parameters was 
used in fitting to measured data, the summation for e2 was 
set to zero for any negative results. The value for e1 from 
the summation was used without modification, This pro- 
cedure results in a highly accurate approximation to the 
measured data and assures near Kramers-Kronig consis- 
tency over the entire range of the approximation, It was 
found that nine harmonic oscillators would accurately fit 
the experimental data. We began these fits with the values 
from the seven oscillator model with two additional oscil- 
lators which were closely spaced in energy (near Eo) and 
with one of these oscillators 180” out of phase. This addi- 
tional pair of oscillators was used to estimate the sharp 
features around E,. Regression analysis was then per- 
formed with all nine oscillators’ phases being allowed to 
vary, and high-quality fits were obtained. The parameters 
from these fits are summarized in Table II, and the im- 
proved quality of the fit for the Al mole fraction case of 
0.315 is illustrated in Fig. 2. The quality of the fit is very 
good, with some slight inaccuracy still remaining around 
Ep The average mean square error for the fits is’ < 0.03 for 
all cases. 

When using the harmonic oscillator models to interpo- 
late between the experimental data for et and ez for a given 
Al mole fraction x we used simple linear interpolation for 
all oscillator parameters. While this may not be ideal, we 
did not have an experimental technique available to justify 
higher-order interpolation procedures. As can be seen by 
examining the tabulated values, the damping coefficient, 
amplitude, and phase of a given oscillator changes rela- 
tively slowly with composition, so second-order errors in 
these parameters are expected to be small. A higher-order 
interpolation model might be appropriate for the center 
energies, but thanks to the relatively fine increments in 
Aspnes’ data, we again expect relatively small errors. This 
procedure produces smooth variation of the interpolated 
curves between the known data points. 

We investigated a second approach, cubic polynomial 
parametrization of the complex oscillator coefficients, to 
the problem of interpolation of oscillator parameters. Since 
the variation with energy of some of the critical point en- 
ergies of Al,Gai -As are well described by cubic polyno- 
mials in the Al mole fraction,’ we repeated our fitting pro- 
cedures assuming that all four oscillator parameters could 
be obtained from cubic functions of x. For example, the 
energy of oscillator number 3 at a given Al mole fraction x 
would be given by 
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TABLE I. Oscillator parameters (center energy, damping coefficient, and amplitude) for the seven oscillator model covering the .?& to 5.0 eV 
photon range. 

Al Al 
Fraction 01 E, WI ra 0-N Act Fraction 01 E, W) r&V A, 

0.000 1 2.921020 0.090531 0.808077 
2 3.124340 0.156487' 1.289900 
3 3.364390 0.475297 4.201350 
4 3.930110 0.479202 2.374380 
5 4.499710 0.326958 4.075830 
6 4.653060 0.267297 4.789250 
7 7.144760 0.247217 6.062710 

0.099 1 2.990230 0.074329 0.431772 
2 3.183850 0.272113 3.598290 
3 3.609590. 0.362330 2.034220 
4 4.044730 0.402397 2.040680 
5 4.519580 0.305046 3.265620 
6 4.620990 0.320226 5.469640 
7 7.137610 0.265435 6.327450 

0.196- 1 3.056240 0.084201 0.433911 
2 3 :249760 0.280080 3.620430 
3 3.871280 0.330901 1.736750 
4 4.072330 0.365187 1.710470 
5 4.564490 0.333281 3.447300 
6 4.803120 0.356770 5.812080 
7 6.841540 0.017379 5.475890 

0.315 1 3.121470 0.105011 0.519449 
2 3.315060 0.284593 3.451430 
3 3.725290 0.322190 1.568600 
4 4.110960 0.356399 1.524940 
5 4.649450 0.337211 3.584840 
6 4.765640 0.409381 5.889920 
7 6.837320 0.025715 5.330970 

0.419 1 3.218530 0.186985 1.516500 
2 3.443350 0.244430 2.126240 
3 3.788520 0.290906 1.546290 
4 4.129240 0.282572 1.081240 
5 4.705230 0.377187 3.532650 
6 4.705230 0.377187 5.869920 
7 6.577580 0.202936 5.625540 

0.491 

0.590 

0.700 

0.804 

1 3.288300 0.215060 2.005330 
2 3.523450 0.226921 1.640230 
3 3.838640 0.262302 1.369970 
4 4.152750 0.255662 0.988639 
5 4.702530 0.367441 3.256040 
6 4.705230 0.377187 5.869920 
7 6.377990 0.265810 5.612610 

1 3.366990 0.232680 '2.236480 
2 3.605980 0.213191 1.345070 
3 3.897130 0.239184 1.231280 
4 4.178930. 0.218641 0.776088 
5 4.706490 0.365906 3.294060 
6 4.706490 0.365906 5.869920 
7 6.236730 0.232119. 5.450760 

1 3.466160 0.231875 1.992050 
2 3.695340 0.199884 1.357960 
3 3.951350 0.199637 1.008280 
4 4.197670 0.195274 0.740145 
5 4.703400 0.369344 3.463190 
6 4.703400 0.369344 5.869920 
7 6.057890 0.221071 5.047800 

1 3.579240 0.229747 1.653770 
2 3.785860 0.180598 1.254100 
3 3.997220 0.176558, 0.909090 
4 4.212350 0.173953 0.625824 
5 4.708380 0.390873 3.898090 
6 4.708380 0.390873 5.869920 
7 6.082540 0.156314 4.873670 

I33 =a() + a+ + a32 + a4x3. (2) 

Rather than fitting to the coefficients in Table II (a 
procedure which would produce significant compromises 
in the accuracy of the estimated dielectric constants), we 
fitted to all nine (x = O-0.804) data sets simultaneously to 
yield the best cubic coefficients to minimize the errors in 
the dielectric response over the entire range. The resulting 

coefficients are given in Table III. The resulting functions 
yield somewhat different values than those given in Table 
II, since each set of values in this table are the result of best 
fits of the oscillator coefficients to a single Al mole fraction; 
however, these functions will yield reasonably high quality 
fits to the dielectric response data. The quality of fit of the 
cubic parametrization is virtually as good as that of Table 
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TABLE II. Oscillator parameters (center energy, damping coefficient, and magnitude and phase of the amplitude) for the nine oscillator/phase model 
covering the 1.5-5.0-eV photon energy range. 

Al Fraction a Ea W) ra W IAal $a (radians) 

._ 

0.198 

~- 
1 
2 
3 
4 
5 
6. 
7. 
8 
9 

1.569275 
1.555900 
2.922667 
3.135103 
3;332092 
3.883859 
4.522191 
4.857064 
5.957695 

1 1.656430 
2 1.655335 
3 3.001194 
4 3.201203 
5" 3.399647 
6 3.934542 
7 4.588749 
8. 4.846978 

69 5.938519 

1 
2 
3" 
4 
5 
6 
7 

X' - 

1.772548 
1.798199 
3.072433 
3.255149 
3.440520 
3.944683 
4.659323 
4.874969 
5.959883 

,l 1.729670 
2 1.722522 
3 3.141241 
4 3.313035 
5 3.488489 
6 4.028296 
7 4.706895 
8 4.886362 
9 6.253372 

1 1.800031 
2 1.807561 
3 3.217235 
4.- 3.381083 
5 3.581631 
6 4.147500 
7 4.715816 
8 4.877429 
9 6.043510 

0.171913 
0.135518 
0.082241 
0.169270 
0.380251 
0.579425 
0.386072 
0.252115 
0.007587 

0.187534 
0.133277 
0.090787 
0.177854 
0.389391 
0.611715 
0.376623 
0.234805 
0.279806 

0.167415 
0.118508 
0.099221 
0.181276 
0.406738 
0.685315 
0.365552 
0.213133 
0.578702 

0.125696 
0.101311 
0.110915 
0.191755 
0.442985 
0.715461 
0.332826 
0.151040 
0.749034 

0.194074 
0.133882 
0.117692 
0.205309 
0.454025 
0.675303 
0.302340 
0.145118 
0.733189 

0.344824 
0.228110 
0.688618 
1.579567 
2.988022 
4.030392 
6.288936 
3.397620 
2.832998 

0.371553 3.650329 
0.227730 0.307162 
0.690792 0.136404 
1.608280 0.189709 
2.807349 -0.181683 
4.039758 0.079663 
6.544603 -0.022288 
2.337022 -0.127497 
3.542415 -0.246849 

0.366015 3.708362 
0.211158 0.604155 
0.689919 0.221538 
1.534493 0.069011 
2.589816 -0.232496 
3.929086 -0.029702 
6.870925 0.044531 
1.181960 0.044062 
4.744385 -0.211754 

0.319348 3.678478 
0.200332 0.585689 
0.721939 0.287956 
1.541529 0.018306 
2.824346 -0.327119 
3.752933 -0.122702 
6.907348 0.080691 
0.240358 -0.462947 
5.497458 -0.018810 

0.311388 3.543598 
0.152708 0.803529 
0.663859 0.328750 
1.645510 -0.008014 
2.829292 -0.271688 
3.988900 -0.062242 
6.543906 0.072908 
0.246937 -1.369796 
5.300469 -0J94414 

3.748731 
0.308067 
0.073676 
0;260780 

-0.149166 
0.163663 

-0.098491 
-0.119031 
-0.200381 

412 J. Appl. Phys., Vol. 70, No. 1, 1 July 1991 Fred L. Terry; Jr. 412 



TABLE II. (Cotttinued.) 

AlFraction a Ea 0.W ra @VI PaI 

0.491 1 
2 
3 
4 
5 
6 _- 
7 
8 
9 

0.590 1 

:- 
4 
5 
8 
7 
8 
9 

0.700 1 
-- -- 2- 

3 
4 
5 
6 
7 
8 
9 

0.804 1 
'2 
3 
4 
5 
6 
7 
8 
9' 

1.876496 
1.682518 
3.267397 
3.436199 
3.652957 
4.213852 
4.728437 
4.936351 
6.318835 

1.955185 
2.045537 
3.343488 
3.504911 
3.718309 
4.298910 
4.702261 
4.809689 
7.104273 

2.242730 
2.319T13 
3.446993 
3.622597 
3.838771 '- 
4.322730 
4.687346 
4.804086 
7.515069 

. 

2.720910 
2.580087 
3.603477 
3.746555 
3.882947 
4.273290 

* 4.685397 
.4.816247 :I.' 
6.469057 " 
> -- 

0.194014 
0.133882 
0.117692 
0.205309 
0.454025 
0.675303 
0.302340 
0.145118 
0.733189 

0.289721 
0.143975 
0.131250 
0.223638 
0.506821 
0.591318 
0.254751 
0.195280 
0.575463 
'a _ 
0.592610 
0.088511 
0.143279 
0.232479 
0.464494 
0.497730 
0.241296 
0.198923 
1.462345 

:. ._ 

0.486056 
0.084696 
0.152210 
O.&l1496 
0.403291 
0.408402 
'0.246324 
0.1'82395 
Ci.082170 

II, except at x = 0.198 and x = 0.315, where the cubic 
model does not reproduce the’ data around E,,' tg'~&u- 
rately. For .brevity, in the tests of the models which are 
discussed below, we report %nly the results of the linear 
interpolation scheme using the values from Table III ,how; 
ever, in most cases,_the differences in derived quantities 
(thicknesses and mole fractions) between the two interpo,. 
lation schemes are negligible. 

0.311388 3.543598 
0.152708 0.803529 
0.663859 0.328750 
1.645510 -0.008014 
2.829292 -0.271688 
3.988900 -0.062242 
6.543906 0.072908 
0.246937 -1.369796 
5.300469 -0.094414 

0.226129 3.770785 
0.093077 2.168602 
0.569677 0.361391 
1.593480 0.042378 
3.736742 -0.233585 
4.213959 -0.142953 
5.807894 0.006252 
1.169101 -2.014999 
5.354596 0.436509 

0.606584 3.363871 
0.032637 3.554772 
0.510823 0.190343 
1.460161 0.135284 
3.598150 -0.102697 
4.045998 -0.087362 
5.627375 -0.038171 
1.554117 -1.916564 
7.014774 0.447526 

0.669602 
0.045766 
0.536807 
1.136954 
3.680087 
2.386960 
5.401756 
1.231321 

10.704430 

4.038301 
4.978835 
0.528730 
0.058550 

-0.279680 
-0.319837 
-0.066458 
-1.856783 
0.463919 

IV. SlMULATlON AND EXPERlMENT 

We have examined the quality of the modified har- 
monic oscillator ‘model using both simulations of spectro- 
scopic ellipsometry measurements using Aspnes’ data; and 
by analysis -of experimental data using MBE and MOCVD 
grown structures., Simulated and experimental data were 
analyzed by a Levenberg-Marquardt minimization rou- 
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FIG. 1. Seven oscillator fit to (a) q and (b) e2 for Ab.gl~G@.~~~As. FIG:2. Nine oscillator Et to (a) ~1 and (b) 9 for A&1SGa,,68SAs. 

tine” based on comparison of the data with the model for 
the structure using the error function f: 

[tan($)7 - tan($)f12 

+ [cos(A); - cos(A);12 (3) 

where the superscripts m and c refer to measured and cal- 
culated, respectively, and the summation is over the iV 
different photon energies. The error is measured in terms of 
the standard unbiased estimator (+ and the 95% confidence 
limits for each fitted parameter were calculated using stan- 
dard techniques.’ 

First, we examined the model by simulating the spec- 
troscopic ellipsometry data that would result from a mea- 
surement of the structure shown in Fig. 3. This structure 
was chosen because it is typical of many MODFET-type 
device structures. We assumed a measurement angle of 
incidence of 75”, since this would provide significant sensi- 
tivity to the buried AlGaAs layer. Regression analysis was 
performed with a wide variety of starting points for thick- 
ness and Al mole fraction, and all fits converged to the 
same results (within insignificant numerical errors). The 
numeric results of the regression analysis using both the 
seven oscillator scheme and our nine oscillator scheme are 

summarized in Table IV. The regression fit versus simula- 
tion for the nine oscillator approximation is shown in Fig. 
4. The fit is excellent everywhere except around - 1.9 eV, 
where the harmonic oscillator-based regression fit shows a 
somewhat higher cos A value. This is due to slight devia- 
tions in e1 and e2 in the harmonic oscillator model versus 
Aspnes’ data around E,. As shown in Table IV, the fit 
using the seven oscillator scheme has a much higher a, and 
has significant errors in the GaAs and AlGaAs thicknesses. 
For brevity we have not shown the plots of tan IF, and cos A 
for the seven oscillator fit, however, the quality of the fit 
between 1.5 and 1.9 eV was significantly worse in this. case. 
This problem was not surprising, since in this structure, 
the primary sensitivity of the simulation to AlGaAs thick- 
ness is in the lower-energy region, where the seven oscilla- 
tor scheme is not applicable. These simulations illustrate 
that for realistic device structures, the nine oscillator 
scheme can be used for high accuracy thickness and com- 
position extractions from spectroscopic ellipsometry mea- 
surements. 

Two very simple experimental tests were performed to 
check the behavior of our model. First, a simple GaAs 
substrate was measured following cleaning using a 50% 
NH40H-H20 solution. The sample was measured at an 
angle of incidence of 70” in room air. The data were ana- 
lyzed assuming GaAs oxide on an Al,Ga, _ &s substrate. 
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TABLE III.~Cubic polynomial cbefficients for the nine oscillator/phase model covering the 1.5-5.0-eV photon energy range. 

Parameter a0 a1 a2 a3 Parameter a0 al a2 a3 

El 1.39060 2.09260 -1.60624 1.39457 E6 3.89007 l'.34836 -0.46618 -0.47756 

J? 0.13786 0.13697 0.47712 0.09325 

Al 0.36529 0.08038 -2.23761 4.07322 

$1 2.53491 1.37492 2.81830 -2.88902 

0.79424 0.11166 
5.43232 -0.37707 

0.33913 -0.31718 

-0.20242 

8.27471 

I.63742 

-0.13491 
-3.76629 

-0.19826 

1.40068 1.99832 -1.90326 1.53105 E7- 4.55820 0.43356 -0.25474 -0.08739 

0.11079 -0.17490 1.26335 -1.36715 r7 0.33443 -0.19031 0.01285 -0.06472 
0.26138 -0.36973 0.40233 -0.34884 *7 5.21290 -5.39337 1.05408 -1.05662 

-0.88229 1.14488 -2.90855 0.72062 07 0.30805 0.92272 -0.71698 1.17884 

E2 

r2 
A2 

42 

2.92232 0.82560 -0.59311 0.83462 E8 4.83763 -0.29928 0.40196 -0.27251 

0.08267 0.07536 0.00580 0.02843 =8 0.27022 0.19000 -0.18688 0.03856 
0.70159 -0.47910 1.68160 -0.85775 *8 4.85697 -1.38754 3.82283 0.52175 

0.04704 0.42993 1.61326 0.42177 $8 -0.24016 -1.25824 1.17243 -0.32264 

E3 

l-3 

A3 

$3 

5.70697 

0.37446 
3.90983 

-0.70131 

1.82111 

0.54285 
0.67149 

2.01631 

-2.62439 

-6.79344 
-10.27836 

-1.32069 

E4 3.14001 

r-4 0.16014 

A4 1.36908 

$4 0.33154 

0.65211 

0.11849 
-0.73488 

-0.77594 

-0.41695 

-0.16197 
3.34016 

0.91058 

0.55666 

0.13568 
-0.96149 

-1.06396 

E9 

r9 
A9 

$9 

2.34028 

9.63119 
16.38186 

-0.21253 

E5 

r5 
A5 

$5 

3.25876 0.46874 0.17375 -0.04572 

0.38313 0.18661 -0.23121 -0.19555 
2.87457 1.49872 -3.40598 -0.21577 

-0.49340 0.04123 -1.76056 0.14619 

analyzed assuming a single layer model (native oxide on an 
AlGaAs substrate). Some interference effects due to the 
finite AlGaAs thickness were noted, but these were much 
smaller than expected from a two-film model. This could 
result from compositional gradients in the AlGaAs, or a 
rough or chemically mixed interface with the GaAs sub- 
strate. The regression analysis was performed assuming 
that the surface oxide had the optical constants of GaAs 
oxide. We attempted to obtain the El critical point energy 
by converting the measured data into pseudodielectric con- 
stants using a single layer (native oxide) on infinite sub- 
strate .model and then fitting 3D-Ml-type lineshape func- 
tions to L13(E2~, )/&!I3 (the joint density of states 
derivative). The Al mole fraction was obtained from the El 
critical point energy using formula (2) of Aspnes et aL5 
The best agreement between these two measurements was 
obtained on an unetched sample at an angle of 75”. Regres- 
sion analysis yielded an unbiased estimator of 4.05 X 10 - 2 

Regression analysis yielded: (7 = 5.9 x 10 - 3, an oxide 
thickness of 7.OhO.5 h;, and x = 0.016*0.006. This small 
compositional error could be the result of several factors 
including instrument inaccuracies, deviations of the native 
oxide dielectric constants from the values of anodic oxides, 
or some other residual film on the surface. 

A second simple experimental test was performed on 
an MOCVD grown A1,Gal -As on GaAs sample. The 
AlGaAs was approximately 2 ,um thick with x=:0.4. The 
AlGaAs contained no intentionally introduced --dopants 
and was grown on a semi-insulating GaAs substrate. Sev-- 
era1 measurements were taken on the sample as grown and 
following the use of Br-methanol and NH40H-HZ0 strip- 
ping solutions as suggested by Aspnes.’ Our spectroscopic 
ellipsometry system is currently not equipped to do these 
steps in situ; therefore, the measurements were done im- 
mediately following chemical treatments. The measure- 
ments were performed at room temperature. The data were 
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Layer 1: IO A GaAs Oxide 

Layer 2: 500 A GaAs 

Layer 3: 400 A AlGaAs x=0.31 5 

GaAs Substrate 

FIG. 3. MODFET-type structure used to create ideal data for testing 
harmonic oscillator schemes. 

with 16.7* 1.0 A of oxide and x = 0.421 AO.007. The El 
energy was estimated to be 3.195 eV, corresponding ‘to 
x = 0.419. Most of the error in the HOA regression fit was 
due to disagreements around the sharp features ‘in E at El 
and El + hr. This disagreement appears similar to the 
problems encountered by Aspnes in measurement of high 
AL-concentration samples; therefore; we believe it to be the 
result of oxidation due to our measurements being done in 
air. Larger differences between the HOA regression fit and 
the El point estimates for x were found on samples sub- 
jected to the etching steps. For instance, following an etch, 
a sample yielded x values of 0.476*0.014 using the HOA 
regression fit and 0.422 from the E, point.. We believe that 
these problems were caused by oxidation of our samples 
ion room air following the chemical etching. Also, it ap- 
pears from these experiments that the El critical point po- 
sition provides a measurement of x that is less sensitive to 
surface preparation than the value obtained from the non- 
differentiated regression method. 

A double-crystal x-ray rocking curve measurement of a 
sample from a wafer in the same MOCVD run produced a 
pair of well-defined, narrow peaks separated by 160.4 arc- 
set, yielding an Al fraction of approximately 0.449. This is 
reasonably close to the value obtained from ellipsometric 
analysis. Also, spectroscopic ellipsometry measurements of 
several samples from this lot indicated possible Al compo- 
sitions from about 0.42 to 0.5; therefore, agreement may be 
better than the -0.03 error indicated by the above. The 
results on this sample indicate that our interpolation tech- 
nique will yield approximately the correct Al mole frac- 
tion, but more strongly illustrate the problem of obtaining 

TABLEIV. Comparison of the results of regression analysis of simulated 
data for the structure shown in Fig.. 3. 

Layer Simulation Nine oscillator model Seven oscillator model 

1 10 A 9.4AO.3 A 123.*0.6 .&’ 
2 500 A 496.0 A4.2 A 588.9*11.6 A 
3 400%1 398.8 * 10.3%; ’ 288.7h23.1 A 
3 x = 0.315 x=0.315~0.004 x=0.309*0.033 

0?8.86)<10=3 o= 1.94x10-2 
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FIG. 4. Comparison of a simulated MODFET structure from Fig. 3 using 
reference data and regression analysis of the reference data using the nine 
oscillator model for (a) cos A and (b) tan 4. 

good ellipsometric measurements on samples with high Al 
content. 

A more complex sample was evaluated to further test 
the applicability of our model to multilayer sample analy- 
sis. The structure was MBE grown using conventional 
solid source techniques with a targeted structure shown in 
Fig. 5;.The sample was measured at an angle of incidence 

Layer 1: native oxide 

Layer 2: 2000 A GaAs 

Layer 3: 500 A AIG~AS x=0.25 

Layer 3: 1000 A AlGaAs x=0.65 

GaAs Substrate 

FIG. 5. Targeted values for an MBE-grown GaAs/AlGaAs structure 
analyzed using spectroscopic ellipsometry and the nine oscillator scheme.’ 
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TABLE V. Comparison of the results of regression analysis and targeted 
values for the structure shown in Fig. 5. The measured data used regres- 
sion analysis employing the nine oscillator model. 

Layer Target 

1 . . . 
2 2OOOA 
3 SOOA 
3 x = 0.25 
4 lOGOA 
4 x = 0.65 

Measured 

18.3*0.6 A 
2015.8*22.3 8, 

479.5h11.2 A 
x = 0.199 f 0.009 

861.0* 18.5 A 
x = 0.675 z!= 0.023 

c= 1.50x10-~ 

of 75” to improve the sensitivity to the buried AlGaAs 
layers and regression analysis was performed on the result- 
ing data over the 1.654 13 eV range. The results of, the 
analysis are given in Table V, and comparison of the mea- 
sured data and the regression fit are shown in Fig. 6. Crit- 
ical point analysis could not be performed for the Al mole 
fractions due to absorption in the top GaAs layer. Rocking 
curve measurements did not yield clear peaks for the epi- 
taxial films due to their small thicknesses, and, therefore, 
verification of the compositions proved to be impractical. 
We are currently attempting to use transmission electron 
microscopy (TEM) to directly confirm these thicknesses; 
however, Woollam et a1.,4 have previously demonstrated 

0.5 , 1 

0 

-0.5 

-1 

(a) Photon Energy (eV) 

0.6 

0.5 
-tan(psi) - measured 

:~:~~tan(psi) - model 
0.4 

” 
d 
= 0.3 

l-f 
0.2 

0.1 

0 
1 

(bl 

2 2.5 3 3.5 4 

Photon Energy (eV) 
4.5 

-cos(delta) - -cos(delta) - measured measured 

~wzos(delta) - ~wzos(delta) - model model 

.5 .5 2 2 2.5 2.5 3 3 3.5 4 3.5 4 4.5 4.5 

FIG. 6. Comparison of measured data and regression analysis using the 
nine oscillator model for the GaAs/Al,tGa, _ x,As/AltiGal _ ,As/GaAs 
structure of Fig. 5 for (a) cos A and (b) tan I/. 
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that spectroscopic ellipsometry is capable of yielding mea; 
surement accuracies comparable to those of TEM in this 
material system. The quality of fit shown in Fig. 6 could 
not have been obtained if there were large errors in the 
interpolated dielectric constants. Therefore, we feel that 
this experiment, while not directly supported by an inde- 
pendent measurement, provides good evidence for the use- 
fulness of this approximation scheme. 

V. DISCUSSION 

We have demonstrated a comparatively simple scheme 
for analytically approximating the dielectric constants of 
the Al,Gar _ & family, and have demonstrated its useful- 
ness using computational and experimental tests. While 
other approaches can certainly be found, this approach 
offers relatively high numerical efficiency and sufficient ac- 
curacy for numerically intensive modeling problems such 
as spectroscopic ellipsometry data analysis. These approx- 
imations should also prove useful for other optical prob- 
lems involving these materials, such as solar cell design. 

This approach should be applicable to other well char- 
acterized ternary compound systems and for quaternary 
systems where only one compositional variable can be con- 
sidered independent (such as latticed-matched 
In,Ga, _ &,,Pr --y on InP). We are currently working on 
application of this technique to strained and latticed 
matched In,Gai -As on InP and latticed-matched 
In,Gai _ .&Pi --y on InP. 
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