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Objective. To demonstrate how failure to account for measurement error in an out-
come (dependent) variable can lead to significant estimation errors and to illustrate ways
to recognize and avoid these errors.
Data Sources. Medical literature and simulation models.
Study Design/Data Collection. Systematic review of the published and unpub-
lished epidemiological literature on the rate of preventable hospital deaths and statistical
simulation of potential estimation errors based on data from these studies.
Principal Findings. Most estimates of the rate of preventable deaths in U.S. hospitals
rely upon classifying cases using one to three physician reviewers (implicit review).
Because this method has low to moderate reliability, estimates based on statistical
methods that do not account for error in the measurement of a ‘‘preventable death’’ can
result in significant overestimation. For example, relying on a majority rule rating with
three reviewers per case (reliability � 0.45 for the average of three reviewers) can result
in a 50–100 percent overestimation compared with an estimate based upon a reliably
measured outcome (e.g., by using 50 reviewers per case). However, there are statistical
methods that account for measurement error that can produce much more accurate
estimates of outcome rates without requiring a large number of measurements per case.
Conclusion. The statistical principles discussed in this case study are critically im-
portant whenever one seeks to estimate the proportion of cases belonging to specific
categories (such as estimating how many patients have inadequate blood pressure con-
trol or identifying high-cost or low-quality physicians). When the true outcome rate is
low (o20 percent), using an outcome measure that has low-to-moderate reliability will
generally result in substantially overestimating the proportion of the population having
the outcome unless statistical methods that adjust for measurement error are used.
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Measurement error is an inescapable part of scientific inquiry. The conven-
tional wisdom is that random measurement error in an outcome (i.e., the
dependent variable) does not affect your point estimates but only the standard
errors and thus, while a nuisance, will only bias your results toward the null.
(Carmines and Zeller 1979; Information Bias 2005) While true when esti-
mating the overall population mean, an increasing body of literature illustrates
substantial biases can occur due to overestimating the amount of ‘‘true’’ vari-
ation across groups of observations like physicians, hospitals or geographic
areas (see Glossary; Diehr and Grembowski 1990; Diehr et al. 1990; Gatsonis
et al. 1993, 1995; Hayward et al. 1994; Hofer and Hayward 1996; Hofer et al.
1999; Oppenheimer and Kher 1999; Krein et al. 2002). There has been con-
siderably less discussion, however, of how measurement error can also result
in inaccurate prevalence and incidence estimates when classifying cases into
categories (especially dichotomies), such as when we set a specific test value
(e.g., low-density lipoprotein [LDL] cholesterol � 130 mg/dl) as the treat-
ment threshold for a medical intervention (Hofer and Weissfeld 1994), des-
ignate a threshold for labeling a provider as an outlier (e.g., physician ‘‘report
cards’’) (Hofer et al. 1999), or classify adverse events (AEs) as either ‘‘pre-
ventable’’ or ‘‘not preventable’’(Hayward and Hofer 2001). Under such cir-
cumstances, even moderate measurement error in the dependent variable can
result in substantial inaccuracies in estimating outcome rates.

In this paper, we examine this phenomenon through a case study of the
widely quoted statistics that up to 100,000 Americans die each year in U.S.
hospitals due to medical errors (Institute of Medicine 1999). While these es-
timates have been controversial, most criticisms of these numbers have fo-
cused on the method used to measure preventability: physician implicit
review (trained physicians review medical records and estimate the likelihood
that the death was due to medical error). Many criticisms of these implicit
reviews have focused on whether the medical record provides adequate access
to the information necessary to make comprehensive judgments about
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medical errors, a shortcoming that might produce estimates that are too low as
well as too high (Brennan 2000; Hofer, Kerr, and Hayward 2000; Leape 2000;
McDonald et al. 2000; Sox and Woloshin 2000; Hayward and Hofer 2001;
Hofer and Hayward 2002; Hofer, Asch, and Hayward, 2004). We wish to set
aside the debate on the merits of physician implicit review in order to focus on
an overlooked statistical issue. We use this case example to: (1) demonstrate
how and why ignoring measurement error can result in large bias in estimating
the prevalence of an outcome; and (2) outline some ways to recognize and
avoid such bias in future work.

METHODS

Review of the Epidemiological Literature on Preventable Major AEs

We conducted a comprehensive evaluation of the published and unpublished
epidemiological research evaluating the frequency of preventable major AEs
(injuries resulting in death or substantial disability). Our inclusion criteria
were: (1) the study assessed the proportion of major AEs that were preventable
by better medical care based on information from direct observation, detailed
investigation (such as interviewing people involved), or the medical record; (2)
the sampling method and study population were adequate to determine that
the estimates were representative of an identifiable patient or community
population; and (3) the estimates of the reliability of preventability measures
were obtainable. We reviewed all articles cited in the 1999 To Err Is Human
report (Institute of Medicine 1999) and updated this review by conducting a
search restricted to the years 1998–2003 using PubMed (www.pubmed.gov)
and the search terms medical errors, medication errors, preventable deaths, and
preventable adverse events. We also contacted over 30 experts from five different
countries to solicit their suggestions of any additional epidemiological studies
addressing this issue (see Appendix A).

We ultimately limited our study to estimates of preventable deaths as no
study meeting our inclusion criteria reported the needed information on pa-
tients with nonfatal major AEs. Because only one of the four identified studies
(Hayward and Hofer 2001) used a statistical method that accounted for meas-
urement error (Table 1), we sought to obtain and reanalyze the original data
for the other three studies. However, we were informed that the original data
of the HMPS and the RAND Mortality Study are no longer available (Dubois
and Brook 1988; Brennan et al. 1991; Leape, Brennan, and Laird 1991), and
that almost all assessments of deaths in the UTCOS study had only a single
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reviewer (Thomas et al. 2000), so direct reanalyses accounting for measure-
ment error were not possible for these studies. Therefore, we obtained par-
ameter estimates from summary data in the published literature. We then
developed mathematical models to assess how much bias there would be in
estimates of the prevalence of preventable deaths if measurement error is
ignored.

An Analytic Approach to Quantifying the Impact of Measurement Error on Outcome
Rate Estimates

We formulated the problem of identifying preventable deaths using a classical
test theory framework (Fleiss 1986; Oppenheimer and Kher 1999), dichot-
omizing a continuous assessment of the preventability of death into two
classes, preventable versus not preventable. We stipulate that each case has
an underlying ‘‘true’’ rating T, and an observed rating X that is measured with
an additive random error term. The ‘‘true’’ score T and the error terms are
independent and normally distributed. Finally we assume that there is a
threshold A for the ‘‘true’’ score T, above which a death is ‘‘preventable’’ and
below which a death is ‘‘not preventable.’’ Starting with these assumptions, it is
possible to write an equation for the false negative rate and false positive rate
(see Appendix A; Oppenheimer and Kher 1999).

Simulations of the Impact of Measurement Error on Outcome Rate Estimates

We used standard statistical simulation techniques to determine whether the
analytic calculations of estimation bias outlined above are robust to different
assumptions and situations not amenable to an analytic solution, such as
highly skewed or bimodal distributions of the outcome measure and nonnor-
mality or heterogeneity in the error terms (Concato and Feinstein 1997; Fe-
iveson 2002). We began by generating populations with known amounts of
between-case variation (i.e., the amount of variance between the cases’ ‘‘true’’
ratings) and within-case variance (i.e., the amount of variance in case ratings
due to measurement error [in this case limited to random sampling variation]).
We report on two case examples, one in which the ‘‘true’’ distribution of
preventability ratings in the population is normally distributed with a mean
and median rating of 0.3 (SD 5 0.1), and one in which the ‘‘true’’ distribution
of ratings are heavily skewed——half of a normal distribution bounded at the
lower end by zero (mean 5 0.14, SD 5 0.12). We then generated 1,000 cases
with each case having a known ‘‘true’’ result (i.e., the preventability rating that
would be achieved from the universe of potential qualified reviewers) and then

Overestimating Outcome Rates 1723



randomly generated 100 reviews per case. (The statistical code for the simu-
lations is given in Appendix A available in the online version of this paper and
can be obtained directly from RAH upon request.) Interrater reliability (IRR)
was assessed by obtaining the intraclass correlation coefficient (ICC) from
random-effects analysis of variance of the 100,000 reviews of the 1,000 simu-
lated cases (100 reviews per case). Results given different numbers of review-
ers per case were obtained by random bootstrap resampling of 3, 15, and 50
reviews per case (2,000 iterations for each; Concato and Feinstein 1997;
Feiveson 2002).

RESULTS

Overestimation When Using a Diagnostic Test——A Simple Thought Experiment

Let’s begin with a hypothetical example that makes an analogy to a well-
known phenomenon when using a diagnostic test. Imagine that the following
is true: (1) one in 200 deaths (0.5 percent) are truly preventable (based upon a
hypothetical gold standard determination); and (2) two out of two reviewers
rating a death as preventable (a nongold standard test) has a sensitivity
and specificity of 90 percent. As is demonstrated in Figure 1, under these

Assumptions:

· The accuracy of 2 of 2 reviewers rating a death as preventable is
Sensitivity = 90 %   &  Specificity = 90% 

· The true rate of preventable deaths is 0.5% (1 in 200 people) 

Therefore, out of every 10,000 deaths, on average: 

50 deaths are truly preventable & 9,950 are not, resulting in: 

  45 True Positives (TPs) = (50 * 0.9), since TPs = # of PDs * sensitivity
995 False Positives (FPs) = (9,950 * (1 - 0.9)),

                since FPs = # of non-PDs * (1 – specificity)

Proportion of deaths that are “rated” as PD    =  = 10% 

Proportion of deaths that are truly PDs           = = 0.5%  

995 + 45
10,000 

   50  
10,000 

Figure 1: Dramatic Overestimation of Preventable Deaths (PDs) Even if
Sensitivity and Specificity Are Good——A Thought Experiment
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circumstances we would overestimate the proportion of deaths that are pre-
ventable by 20-fold if we classified deaths as ‘‘preventable’’ based upon two
implicit reviews. This is because, by definition, a specificity of 90 percent
results in 10 percent of people having a positive test result even when the
prevalence of the disease in the study population is zero. This well-known
epidemiological phenomenon is why it takes a test with near-perfect specificity
to avoid substantially overestimating the prevalence of a rare disease.

Overestimation Due to Random Measurement Error——An Analytic Approach

Of course, we do not have a gold-standard for detecting preventable deaths so
there is no way to know the sensitivity and specificity of implicit review.
However, for now let us assume that the ‘‘true’’ mean implicit review rating is a
gold standard for identifying preventable deaths, but that in practice the rating
produced by a single implicit review has low reliability (its reliability was
� 0.2–0.3 in the two studies used to generate the 100,000 preventable death
statistics). Table 2 shows how random measurement error alone can result in
dramatic estimation errors. For example, if the ‘‘true’’ prevalence of prevent-
able deaths is 1 percent, not adjusting for measurement error in an otherwise
perfect test (if averaged across enough repeat measurements) would result in a
12-fold overestimation of preventable deaths. Just as in the case of diagnostic
testing, the degree of overestimation increases when the true prevalence is
very low. Although throughout most of this paper we discuss this phenom-
enon with respect to overestimating rare outcome events, Table 2 demon-
strates how this effect is symmetric (resulting in under-estimation due to false
negative findings when the true prevalence is very high).

Review of the Epidemiological Literature on Preventable Major AEs

How do the general phenomena described above relate to how estimates of
100,000 preventable deaths were actually made? We found four studies meet-
ing our inclusion criteria that estimated the number of preventable deaths, all
of which used implicit review. In these studies (see Table 1), one to three
trained physician raters examined the medical record of hospital patients who
had died, and the reviewers rated the probability that the death was ‘‘due to
negligence’’ or ‘‘was preventable by optimal care.’’ Based upon the rating of
these one to three reviewers, they would classify cases as preventable versus
not preventable (generally using majority rule when more than 1 reviewer
reviewed the case).

Overestimating Outcome Rates 1725



The main findings of all four studies are strikingly similar (Table 1). As
reported previously by Thomas et al., the number of cases classified as ‘‘due to
negligence’’ can vary considerably depending upon: (1) where you draw your
cutoff between what is ‘‘preventable’’ versus what is ‘‘not preventable’’; and (2)
how many reviewers you use to classify a case (Thomas et al. 2002). Most of
the apparent differences among studies in the percentage of events that are
classified as ‘‘preventable’’ or ‘‘due to negligence’’ appear to be due to dif-
ferences in cutoff points and the number of reviewers used——not due to true
differences in the underlying distributions of individual reviewer ratings in
these studies (Thomas et al. 2000). Despite differences among the four studies
(in the wording of the questions, the measurement scales and the patient
populations), if you classify cases as preventable based upon the ratings of one
to three reviewers, all four studies in Table 1 would classify at least 6–10
percent of deaths as being preventable. The estimates that 40,000–100,000
preventable deaths occur in U.S. hospitals each year were obtained by multi-
plying the estimates obtained from the HMPS and UTCOS by the number of
hospital deaths that occur each year in the United States (Sox and Woloshin
2000).

Overestimation of Preventable Deaths——A Simulation Approach

We have argued previously that dichotomizing cases as ‘‘preventable’’ versus
‘‘not preventable’’ is artificial as the concept of preventability more naturally

Table 2: Effect of Random Measurement Error (Reliability 5 0.25) on
Outcome Estimation Based on Classical Test Theoryn

‘‘True’’ Proportion of
Deaths Meeting
the Threshold for Being
Rated ‘‘Preventable’’

Frequency of ‘‘True
Positives’’

Frequency of
‘‘False Positives’’

‘‘Estimated’’ Proportion of
Deaths Meeting the

Threshold for Being Rated
‘‘Preventable’’

0.99 0.88 o0.01 0.88
0.95 0.78 0.02 0.79
0.70 0.49 0.11 0.60
0.50 0.33 0.17 0.50
0.30 0.19 0.21 0.40
0.05 0.02 0.18 0.21
0.01 o0.01 0.12 0.12
0.005 o0.01 0.10 0.10

nThese calculations are based upon methods described in Oppenheimer and Kher (1999) and
assume that both the underlying measure of preventability and the error term (random meas-
urement error) are independent and normally distributed.
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resides on a continuous 0–100 percent probability scale (e.g., ‘‘What is the
probability that the patient would have lived if care had been optimal?’’;
Hayward and Hofer 2001). However, as only the VA Mortality Study asked
reviewers to estimate a continuous measure of preventability, in this paper we
restrict ourselves to exploring the categorical measurement approach used in
the other three preventable death studies. In this instance, each case still has a
0–100 percent ‘‘true’’ rating, but the underlying ‘‘true’’ rating represents the
percentage of a very large number of qualified raters that would rate the case as
‘‘preventable’’ versus ‘‘not preventable’’ (i.e., if you had thousands of review-
ers rate this case, would 0, 10, 20 percent, etc. rate the case as ‘‘preventable?’’).
By a majority rules criterion, the mean rating would have to be above 50
percent for the case to be designated as preventable. When there are many
reviewers, the mean rating of a case will fall near the ‘‘true’’ rating so mis-
classification is unlikely. However, with just a small number of raters, you
should have much less confidence that the average rating of those few re-
viewers will necessarily be close to the ‘‘true’’ rating, resulting in both mis-
classification and overestimating the ‘‘true’’ between-case variance (s2

ðtrue scoreÞ;
see Glossary).

This simple phenomenon is what causes complex problems for esti-
mating outcome rates when using an outcome measure that has low or mod-
erate reliability random measurement error is added to that of the ‘‘true’’
variance, thus increasing the total observed variance between your units of
observation (s2

ðtotal observedÞ). Therefore, the variance that you see (the observed
variance) is an overestimate of the ‘‘true’’ between-case variation (s2

ðtrue scoreÞ),
which means that you are overestimating how far apart your groups/obser-
vations are from each other and how far they are from the population mean.

The examples in Figure 2 visually demonstrate this phenomenon. In
each instance, we know the ‘‘true’’ proportion of variance due to within-case
variance (in this instance, random measurement error that is solely due to
sampling error) versus between-case variance (the differences between the
cases’ ‘‘true’’ ratings). For illustrative purposes, in Figure 2A we have arbi-
trarily set the ‘‘true’’ distribution of preventability ratings to be normally dis-
tributed with a mean and median rating of 0.3 (i.e., for the median case 30
percent of reviewers will rate the death as being ‘‘preventable’’) and a standard
deviation of 0.1 (resulting in 95 percent of cases having between a 10–50
percent probability of being rated as ‘‘preventable’’ by the average of a very
large sample of reviewers randomly selected from the universe of potential
reviewers). In this example the IRR of a single review is quite poor
(ICC 5 0.07). The low reliability does not bias our estimate of the population
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mean rating (as the measurement error is random), but the random measure-
ment error is added to the ‘‘true’’ variability between cases, thus resulting in an
overestimate of between-case variation and the number of cases that fall above
the preventability threshold. For example, the estimated between-case SD
based on three reviews per case is 0.28 (almost three-times greater than the
‘‘true’’ between-case SD of 0.1) which in turn results in almost a 10-fold over-
estimation of the percentage of deaths above the ‘‘preventability’’ criterion (22
versus 2.5 percent, see Figure 2A). Even with 15 reviewers per case (reliabil-
ity 5 0.54) we overestimate the number of deaths above our preventability
criterion by over fourfold (11 versus 2.5 percent). When categorizing cases
based upon a continuous measure, even minimal measurement error can
result in substantial misclassification when a substantial proportion of the
population have ‘‘true’’ ratings that are close to the categorization threshold
criterion. In our example in Figure 2A, modest measurement error results in
dramatic overestimation because a fair proportion of the population have
‘‘true’’ preventability ratings between 30–50 percent, which are only slightly
lower than our 50 percent threshold criterion.

In Figure 2B we show results that follow the general distribution found
in our literature review of preventable deaths. In this example, we would

Figure 2A: Example A: How Low Reliability Can Result in Overestimation
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estimate that 14 percent of cases are ‘‘preventable’’ based upon one review per
case (reliability [ICC] 5 0.23), 8.0 percent are ‘‘preventable’’ based upon three
reviews (reliability 5 0.47), and 2.1 percent based upon 15 reviews (reliability
5 0.82; the ‘‘true’’ value 5 0.5 percent). Just as in Example A, the low reli-
ability resulted in an overestimation of the ‘‘true’’ between-case variance, and
this led to dramatic overestimation of the percentage of cases truly meeting the
‘‘preventability’’ criterion.

Figure 2B: Example B: Results Consistent with the Published
Epidemiological Literature

The above examples demonstrate how low reliability results in overestimating the

between-case variance, which in turn can dramatically overestimate the percentage of

cases above the classification threshold (the threshold in this case is 450 percent of

reviewers rating the death as being ‘‘preventable’’). For instance, in example a, even

when reliability is 0.54 (15 reviewers per case), the estimated standard deviation is 50

percent greater than the ‘‘true’’ standard deviation (0.15 versus 0.10, respectively) and

the estimated percentage of deaths above the ‘‘preventable death’’ threshold criterion is

over four times greater than the ‘‘true’’ percentage (11 versus 2.5 percent, respectively).
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How Many Preventable Deaths Are There Really?

Although Example B shows an example consistent with the epidemiological
literature on preventable deaths, there are other distributions consistent
with this literature (particularly bimodal distributions) that would result in
substantially less shrinkage (some distributions only show 50 percent shrink-
age in estimates). In other words, if there are a small number of outlier cases
with preventability ratings slightly above the 50 percent threshold criteria
(instead of a more continuous single distribution of cases’ preventability rat-
ings) there could be much less shrinkage. It is not possible to further resolve
this issue (i.e., whether the 100,000 preventable deaths estimate would have
shrunk by 50 versus over 99.9 percent) in the absence of the original data
(which is only available for the VA Mortality Study, which found a 75–85
percent shrinkage after reliability-adjusting a continuous [as opposed to a
dichotomous] assessment of preventability; Hayward and Hofer 2001). How-
ever, resolving this specific issue may not be especially important for the other
three studies as Example B also shows a more fundamental problem in
past research on this topic——how using a majority rules criterion and a di-
chotomized outcome (‘‘preventable’’ versus ‘‘not preventable’’) can be mis-
leading regardless of the statistics used. After all, counting almost all cases as
‘‘not preventable’’ simply because few cases meet the majority rules criterion
would obscure the fact that for many cases there is substantial disagreement
about whether the deaths are ‘‘preventable’’ and we cannot determine who is
correct.

Accordingly, we believe that a more appropriate summary of the pre-
ventable deaths literature is that implicit review finds very few clear-cut ‘‘pre-
ventable deaths’’ in which a majority of reviewers would rate the case as
‘‘preventable,’’ but there are many deaths in which a substantial proportion of
reviewers would rate the death as ‘‘preventable’’ (Hayward and Hofer 2001).
Those who believe that preventable hospital deaths are common can therefore
argue that many errors may not be evident from the medical record and
that the physician reviewers may be reluctant to criticize fellow physicians
(Leape 2000). Alternatively, those who believe that few hospital deaths are
preventable can counter that there is no clear evidence suggesting that pre-
ventable deaths cannot be detected from the medical record (Brennan et al.
1990) and that the outlier opinions (those who rate the deaths as preventable)
are simply second-guessing reasonable care using hindsight (McDonald et al.
2000). We thus recommend that the health policy and health services re-
search communities acknowledge that there is not strong epidemiological
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evidence to support either position and that we should keep an open
mind while awaiting more rigorous evidence on this topic (Hayward and
Hofer 2001).

Reliability-Adjusting Outcome Measures

We have emphasized that the fundamental phenomenon underlying these
estimation errors is that random measurement error results in an overesti-
mation of the ‘‘true’’ between-case variation. Consequently, the key take home
point is that whenever reliability is suboptimal, you should adjust for meas-
urement error in order to better estimate the ‘‘true’’ distribution of cases in
your study population and that this adjustment should always be done before
you assign cases to categories. A full discussion of the different statistical ap-
proaches for adjusting for measurement error is a complex topic that is well
beyond the scope of this paper. The optimal choice of statistical approach may
in part depend upon whether you are trying to improve: (1) a specific prob-
ability estimate; (2) your estimate of the overall population distribution; or (3)
the rank order of individual cases (Shen and Louis 2000). The metric and
hypothesized distribution of the outcome measure should also influence the
choice of statistical method. The statistical literature already contains a de-
tailed discussion of alternative statistical techniques (Clayton 1991; Holt, Mc-
Donald, and Skinner 1991; Schulzer, Anderson, and Drance 1991; Gatsonis et
al. 1993, 1995; Caroll, Ruppert, and Stefanski 1995; Coory and Gibberd 1998;
Hofer et al. 1999; Shen and Louis 2000; Hayward and Hofer 2001; Skrondal
and Rabe-Hesketh 2004), and we believe that most health services researchers
will be best served by consulting an experienced statistician regarding which
analytic approach is best given their study’s specific circumstances. However,
we briefly discuss below the general principles underlying most commonly
used statistical approaches.

Key points
1. Low to moderate reliability of an outcome measure results in an
overestimation of ‘‘true’’ between-case/group differences
2. Under such circumstances, failure to account for measurement error
will usually result in substantial overestimation of prevalence when the
‘‘true’’ prevalence of the outcome is low
3. Examining the distribution of reliability-adjusted measures of the
outcome variable should always be done before making classification
decisions or conducting further analyses (which will often require
consultation with a statistician)
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Of course, one could simply use a brute force method to improve the precision
of your outcome estimates by taking an average of tens or even hundreds
of measurements per observation (thereby reducing measurement error
and directly improving your estimate of the ‘‘true’’ population variance).
However, a reasonable estimate of the ‘‘true’’ population variance can
usually be obtained without resorting to a large number of measures per case
except in those rare instances when we need to make definitive judgments
about individual cases (e.g., deciding about malpractice settlements; Cron-
bach 1990).

Most of the available statistical techniques for adjusting for measurement
error in an outcome variable involve explicitly modeling the amount of variance
due to measurement errorthus allowing ‘‘removal’’ of the measurement error
from estimates of the ‘‘true’’ between-case variance (afterall, the ‘‘true’’ variance
is defined as the observed variance after removal of all measurement error [see
Glossary]; Clayton 1991; Holt, McDonald, and Skinner 1991; Schulzer, An-
derson, and Drance 1991; Gatsonis et al. 1993, 1995; Coory and Gibberd 1998;
Hofer et al. 1999; Shen and Louis 2000; Hayward and Hofer 2001; Skrondal
and Rabe-Hesketh 2004). These reliability-adjusted results are therefore much
better approximations of the ‘‘true’’ distribution of the outcome measure across
the study population. However, in order to reliability-adjust estimates, you need
to have a sufficient number of replicate measures (multiple measures by case/
group) as that is the only way that you can estimate the amount of overall
variance that is due to measurement error. Unfortunately, there is no simple rule
of thumb that can be given for how many replicate measures are needed. Once
again the optimal approach will depend upon the purpose of the specific study
and the metric and hypothesized distribution of the outcome measure (Clayton
1991; Holt, McDonald, and Skinner 1991; Schulzer, Anderson, and Drance
1991; Caroll, Ruppert, and Stefanski 1995; Coory and Gibberd 1998; Shen and
Louis 2000; Skrondal and Rabe-Hesketh 2004). Yet, while it is not possible to
easily define the optimal number of replicate measures, even a moderate num-
ber of replicate measures will dramatically improve your estimate of ‘‘true’’ be-
tween-case/group variance, such as two to five replicate measures of 30–50 cases
(Clayton 1991; Holt, McDonald, and Skinner 1991; Schulzer, Anderson, and
Drance 1991; Gatsonis et al. 1993, 1995; Caroll, Ruppert, and Stefanski 1995;
Coory and Gibberd 1998; Hofer et al. 1999; Shen and Louis 2000; Hayward
and Hofer 2001; Skrondal and Rabe-Hesketh 2004). If problems with reliability
in the outcome measure are anticipated, however, we strongly recommend that
a statistician be consulted during the planning stages of the study regarding how
best to measure reliability using replicate measures.
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DISCUSSION

The importance of the principles discussed in this paper are not limited to
medicine, but rather, are universal principles of measurement theory. For
example, when NASA receives photos sent from their spacecrafts passing by
distant planets, the original transmissions received on Earth are often fuzzy
and difficult to interpret due to white noise from cosmic radiation (Lyon 2005).
However, once the noise is modeled and removed, the resolution of the pic-
tures can be excellent and highly accurate (the true signal hidden within the
white noise). Measurement error must be dealt with explicitly whenever re-
liability is suboptimal if you want to obtain an accurate picture of what is really
going on.

Still, the estimation errors discussed in this paper have been a recurrent
problem in health services research. Over a decade ago, Diehr et al. (1990)
demonstrated how not accounting for random variation resulted in overesti-
mating the magnitude of small area practice variations, Hayward et al. (1994)
demonstrated dramatic overestimation in designating high resource use phy-
sicians and Hofer and Hayward demonstrated how ignoring random meas-
urement error led to substantial errors in identifying high-mortality-rate
hospitals (Hofer and Hayward 1996; Hofer et al. 1999). Gatsonis and others
also demonstrated in the mid-1990s how random-effects hierarchical regres-
sion methods could be used to adjust variance estimates for measurement
error (Gatsonis et al. 1993, 1995). However, failure to eliminate the white noise
of measurement error continues to result in both classification errors and an
overestimate of the magnitude of difference between cases or groups in many
situations, including evaluations of resource use variation, health plan and
physician profiling, patient safety problems, disease prevalence/incidence,
and levels of blood pressure or lipid control. For example, as many parts of the
U.S. health care sector push for physician pay-for-performance, most per-
formance measurement activities still do not reliability-adjust their perform-
ance profiles (Hayward et al. 1994; Hofer and Hayward 1996; Hofer et al.
1999; Krein et al. 2002; Hofer, Asch, and Hayward, 2004). The estimation
errors discussed in this paper can be prevented or greatly reduced
by remembering one important principle: if reliability is suboptimal, adjust
outcome estimates to account for the level of reliability and examine the
distribution of the reliability-adjusted outcome variable before making clas-
sification decisions or conducting further analysis. Most often, reliability-
adjustment should be done in consultation with a statistician with experience
with these methods. Our challenge now is to be vigilant in recognizing this
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potential pitfall and to obtain a sufficient number of replicate measures to
allow us to account for measurement error when our measurements have less
than optimal reliability.
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Glossary

Term Definition

‘‘True’’ rating or
score

The ‘‘true’’ rating or score is a statistical term used to
denote the result that would be found once all measure-
ment error is removed (such as that obtained from an
infinitely large sample of repeated measures). Therefore,
this term only refers to perfect reliability, and should not
be confused with a perfect ‘‘gold standard,’’ which refers
to perfect accuracy. For clarity, we use quotation marks to
denote the use of the statistical term (e.g., ‘‘true’’ rating)

Gold standard Refers to a test/measure that is believed to be so highly
accurate that it can be used as the standard by which the
accuracy of all other tests/measures can be judged

‘‘True’’
between-case
variation

The amount of variation in the study population when
all groups/observations of interest are measured without
error. When random measurement error is present (im-
perfect reliability), the observed between-case variance
is an overestimate of the ‘‘true’’ variance (i.e., you over-
estimate how far the groups/observations are from each
other and from the population mean)

Reliability The proportion of total observed variance (s2
ðtotal observedÞ)

in a set of measurements that is due to ‘‘true’’ differences
between the groups/observations of interest:

continued
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Table 2: Continued

Term Definition

Reliability ¼ s2
ð‘‘true’’ between-case scoresÞ=s

2
ðtotal observed scoresÞ

Therefore, reliability is affected by both the precision of
the measurement tool and the amount of ‘‘true’’ variance
in the population being studied. A tool with a set amount
of measurement error can have excellent reliability
when used in a study population with substantial ‘‘true’’
between-case variance but have poor reliability when
used in a study population with low ‘‘true’’ between-case
variance

Interrater
reliability
(IRR)

The degree of consistency (reliability) between different
observers’ ratings of a phenomenon in a population
(s2
ð‘‘true’’ between-case scoresÞ=s

2
ðtotal observed scoresÞ). Usually

expressed as the amount of agreement beyond that ex-
pected by chance alone, using the intraclass correlation
coefficient (ICC) or the k statistic

Intraclass
correlation
coefficient
(ICC)

Currently, the ICC is generally considered the preferred
statistic for estimating interrater reliability; Hofer et al.
(2004), Cronbach (1990), Bravo and Potvin (1991)
however, the k statistic was often the only reliability
statistic given in previous literature. Therefore in dis-
cussing results from previous studies, we sometimes are
forced to report reliability results using the k statistic, but
the ICC is used in this paper whenever possible
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