
Flux Attractors and Generating Functions

by

Ross C. O’Connell

A dissertation submitted in partial fulfillment
of the requirements for the degree of

Doctor of Philosophy
(Physics)

in The University of Michigan
2010

Doctoral Committee:

Associate Professor Finn Larsen, Chair
Professor Daniel M. Burns Jr.
Professor David W. Gerdes
Associate Professor James T. Liu
Associate Professor Leopoldo A. Pando-Zayas



c© Ross C. O’Connell 2010

All Rights Reserved



ACKNOWLEDGEMENTS

I first express my gratitude to my advisor, Finn Larsen, who has patiently sup-

ported me over the years. I hope to put all that he has taught me to good use.

Thanks also to my collaborators Sera Cremonini, Joshua Davis, Finn Larsen,

Daniel Robbins, and Diana Vaman. Their patience and insight has helped me develop

as a researcher and as a writer. Chapter III of this thesis is based on a paper [1] that

I co-authored with Finn Larsen, and chapter IV is based on a paper [2] that I co-

authored with Finn Larsen and Daniel Robbins.

I have learned as much from talking to friends as I have from reading papers

and attending seminars. I owe special thanks to Joshua Davis and Alejandra Cas-

tro, from whom I’ve learned about vast swathes of string theory unrelated to flux

compactifications. Tim Cohen has been generous enough to explain some aspects

of phenomenology to me, and Bo Jayatilika has patiently reminded me that some

physicists do experiments. I also thank Tom Flacke, for teaching me the manly art

of volleyball.

Finally, I thank my parents and sister, who made me who I am, and Kate, who

makes me whole.

ii



TABLE OF CONTENTS

ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . ii

LIST OF APPENDICES . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi

ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

CHAPTER

I. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Basic Ingredients . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 The Formal Problem of Moduli Stabilization . . . . . . . . . 5

1.2.1 Bulk Effects and the Cosmological Constant . . . . 5
1.2.2 Quantum Corrections and the Dine-Seiberg Problem 7

1.3 Attractor Equations . . . . . . . . . . . . . . . . . . . . . . . 8
1.4 Organization of the Thesis . . . . . . . . . . . . . . . . . . . 12

II. Moduli Stabilization and Fluxes . . . . . . . . . . . . . . . . . . 14

2.1 Compactification and Form Fields . . . . . . . . . . . . . . . 15
2.1.1 Form Fields in Flat Space . . . . . . . . . . . . . . 16
2.1.2 Form Fields in Compact Spaces . . . . . . . . . . . 17

2.2 Calabi-Yau Manifolds and N = 2 Compactifications . . . . . 19
2.2.1 Important Properties of Calabi-Yau Manifolds . . . 20
2.2.2 Deformations and Metric Moduli . . . . . . . . . . . 23
2.2.3 Form Fields and N = 2 Multiplets . . . . . . . . . . 24
2.2.4 Special Geometry . . . . . . . . . . . . . . . . . . . 26

2.3 Fluxes, Orientifolds, and N = 1 Compactifications . . . . . . 30
2.3.1 GKP Analysis . . . . . . . . . . . . . . . . . . . . . 33
2.3.2 O3/O7 Calabi-Yau Orientifolds and their Spectra . 38

III. GKP Flux Attractors . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

iii



3.2 From the ISD Condition to Attractor Equations . . . . . . . . 47
3.2.1 Special Geometry . . . . . . . . . . . . . . . . . . . 47
3.2.2 S-Duality . . . . . . . . . . . . . . . . . . . . . . . . 50
3.2.3 4D Physics of Large Volume Compactifications . . . 51
3.2.4 Flux Attractor Equations . . . . . . . . . . . . . . . 53

3.3 Attractor Equations and Mass Matrices . . . . . . . . . . . . 55
3.3.1 Black Hole Attractor Equations and the Entropy . . 55
3.3.2 Fermion Masses . . . . . . . . . . . . . . . . . . . . 57
3.3.3 Scalar Masses . . . . . . . . . . . . . . . . . . . . . 61

3.4 A Generating Function for the Flux Attractor Equations . . . 61
3.4.1 An Alternative Formulation of the Attractor Equations 62
3.4.2 Magnetic Attractor Equations and the Mixed Ensemble 63
3.4.3 Electric Attractor Equations and the Generating Func-

tion . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.4.4 The Constraint and the Generating Function . . . . 68

3.5 General Properties of the Generating Function . . . . . . . . 70
3.5.1 Complex Fluxes and Potentials . . . . . . . . . . . . 71
3.5.2 General Expression for the Generating Function . . 73

3.6 An Explicit Solution of the Attractor Equations . . . . . . . . 76
3.6.1 Symplectic Section and Electric Attractor Equations 77
3.6.2 Reduction to Eight Fluxes . . . . . . . . . . . . . . 80
3.6.3 Moduli, Potentials, and Mass Parameters (Reduced

Fluxes) . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.6.4 Generating Functions (Reduced Fluxes) . . . . . . . 86
3.6.5 U−Invariants for F = Z1Z2Z3/Z0 . . . . . . . . . . 88

3.7 Thermodynamics, Stability, and the Landscape . . . . . . . . 92

IV. Flux Attractors and Geometric Fluxes . . . . . . . . . . . . . . 94

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.2 A General Class of no-scale Vacua . . . . . . . . . . . . . . . 97

4.2.1 GKP Compactifications . . . . . . . . . . . . . . . . 97
4.2.2 General Type II, N = 1 Compactifications . . . . . 99

4.3 Attractor Equations and Geometric Flux . . . . . . . . . . . 104
4.3.1 Superpotential with Generalized Flux . . . . . . . . 104
4.3.2 Spacetime Potential with Geometric Flux . . . . . . 110
4.3.3 Attractor Equations from ISD Conditions . . . . . . 113

4.4 Generating Functions with Geometric Flux . . . . . . . . . . 118
4.4.1 Explicit Expression for the Generating Function . . 118
4.4.2 Stabilizing the Hypermoduli . . . . . . . . . . . . . 120
4.4.3 Reduced Generating Function . . . . . . . . . . . . 123

4.5 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
4.5.1 T 6/Z4 . . . . . . . . . . . . . . . . . . . . . . . . . 126
4.5.2 The STU Model . . . . . . . . . . . . . . . . . . . . 129

iv



APPENDICES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

v



LIST OF APPENDICES

Appendix

A. Scalar Mass Matrix in No-Scale Compactifications . . . . . . . . . . . 144

B. Homogeneity Conditions . . . . . . . . . . . . . . . . . . . . . . . . . 148

vi



ABSTRACT

Flux Attractors and Generating Functions

by

Ross C. O’Connell

Chair: Finn Larsen

We use the flux attractor equations to study IIB supergravity compactifications with

3-form fluxes. We show that the attractor equations determine not just the values of

the complex structure moduli and the axio-dilaton, but also the masses of those mod-

uli and the gravitino. We then show that the flux attractor equations can be recast

in terms of derivatives of a single generating function. A simple expression is given

for this generating function in terms of the D3 tadpole and gravitino mass, with both

quantities considered as functions of the fluxes. For a simple prepotential, we explic-

itly solve the attractor equations. We also discuss a thermodynamic interpretation of

this generating function, and possible implications for the landscape.

Having solved the flux attractor equations for 3-form fluxes, we add generalized

fluxes to the compactifications and study their effects. We find that when we add only

geometric fluxes, the compactifications retain their no-scale structure, and minimize

their scalar potential when the appropriate complex flux is imaginary self-dual (ISD).

These minima are still described by a set of flux attractor equations, which can

be integrated by a generating function. The expressions for the vector moduli are

formally identical to the case with 3-form fluxes only, while some of the hypermoduli

vii



are determined by extremizing the generating function. We work out several orbifold

examples where all vector moduli and many hypermoduli are stabilized, with VEVs

given explicitly in terms of fluxes.
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CHAPTER I

Introduction

String theory first received significant attention because it is a consistent quantum

theory of gravity, and because it naturally incorporates gauge fields and matter as well

as gravity. The development of string theory has led to significant discoveries in pure

mathematics, as well as insights into the dynamics of strongly coupled gauge theories

(including both QCD and condensed matter systems). While these discoveries alone

ensure that string theory will continue to be an active area of research, they do not

require that string theory describe fundamental interactions in our universe. In this

thesis we develop machinery that may help determine whether string theory is a viable

“theory of everything.”

One notoriously awkward aspect of string theory is that the simplest backgrounds

all have ten dimensions, six more than it seems reasonable to expect. A traditional

way to solve this problem is to replace six of the extended dimensions with a compact

geometry, and study when this compact space can be made small (of order the Planck

length). There is then a correspondence between deformations of the compact space

and massless fields in the four remaining extended dimensions, known as “moduli.”

Unfortunately, compact spaces which are in other ways experimentally viable tend to

have hundreds of these moduli, in stark contrast to observations.

In this thesis we will investigate how the addition of background field strengths
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along the compact space, known as “fluxes,” to a compactification can stabilize at

least some of the moduli. While the idea of using fluxes to stabilize moduli is not a

new one, we will introduce a new tool, the “flux attractor equations,” which reduce

the stabilization conditions to a relatively simple set of algebraic conditions. The

attractor equations make the role of individual fluxes in determining the vacuum

expectation values (VEVs) and masses of the moduli more transparent. They will also

reveal a surprise: the moduli VEVs and mass parameters can be written as derivatives

of a simple generating function, whose form is determined by the compactification

geometry. This generating function also hints at a hidden set of microstates associated

with individual sets of fluxes, much like the microstates that correspond to a single

set of black hole charges.

1.1 Basic Ingredients

String theory has a number of different weakly-coupled descriptions. Although

they are all interconnected by a series of dualities, it is usually the case that some

phenomena are much more easily studied with one weakly-coupled description than

with another. This is the case with flux compactifications. In this thesis, we will

focus our attention on type IIA and type IIB strings, rather than heterotic strings.

We prefer type II strings for two reasons. First, when compactified on Calabi-Yau

manifolds they lead to a wide variety of 4D theories with N = 2 supersymmetry.

These theories have richly structured moduli spaces, and so are interesting to study,

but we will find that the structure imposed by N = 2 supersymmetry also makes the

study of these theories tractable. This will be true even when we deform the Calabi-

Yau, breaking some or all of the supersymmetry. Second, type II theories admit a

wider variety of fluxes than heterotic theories do, making them a natural venue for

the study of flux compactifications.

So long as we probe these theories at energies well below the string scale, we can
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study these theories using point particle actions rather than by using the full machin-

ery of string theory. The type IIA and IIB supergravities have N = 2 supersymmetry

in 10 dimensions. Their spectra both include a graviton gMN , as well as a scalar

field known as the dilaton φ. Both theories also include an antisymmetric tensor field,

BMN , which can be considered as a generalization of the photon. Like the photon, it

enters the action through its field strength, HMNP .

Both IIA and IIB have a number of other antisymmetric tensor fields in their

spectra. IIA contains fields with an odd number of indices, while IIB contains fields

with an even number of indices. Like BMN or the photon, they enter the action

through their field strengths. Because antisymmetric tensors are naturally identified

with differential forms, we will usually call the antisymmetric tensor fields “form fields”

for short. All of the fields described so far as massless. Their actions are available in

[3].

Both theories also contain extended, charged objects known as “D-branes.” Just

as the photon naturally couples to point particles, the form fields naturally couple

to D-branes of the appropriate dimensionality. For example, D2 branes, which have

two spatial dimensions and one time dimension, couple to a field with three indices,

which in turn enters the action through a field strength with four indices. IIA therefore

contains D-branes with an even number of spatial dimensions, while IIB contains D-

branes with an odd number of spatial dimensions. In addition, both theories contain

fundamental strings and their magnetic duals, NS5 branes.

We have described the field content of IIA and IIB strings in the supergravity limit,

and in 10 flat dimensions. Let us now consider replacing six of those dimensions with

a compact space. So long as the volume of the space is large, relative to the string

scale, we can still describe the 10D dynamics with supergravity. So long as the volume

of the space is small, relative to the energy scales of interest, we can ignore excitations

on the compact space, and arrive at a 4D effective description of the theory. The 4D
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theory will generically include a large number of moduli. We describe the reduction in

detail in chapter II, but for now we describe just the moduli arising from deformations

of the compact space.

Suppose we have found a stable geometry for the compact space, identified by a

metric gmn. If we deform this metric by replacing gmn → gmn + δgmn, then the action

will either increase (e.g. because δgmn makes an additional contribution to the Ricci

scalar) or be unchanged. If it is unchanged, we consider the metric to be a function of

the modulus, gmn (z) , such that a small change in the modulus z produces the small

change in the metric δgmn. Each modulus is associated with a massless field in the

4D theory.

These massless scalar fields are not consistent with observation, so we hope that

there is a way to give sufficiently large masses to the moduli. Our basic strategy is

to give these moduli masses by turning on the field strengths associated with form

fields. The standard kinetic terms for these fields in a 10D Lagrangian are the natural

generalization of the Lagrangian for electromagnetism:

∫
Fn ∧ ∗10Fn =

∫
d10x

√
g

n!
gM1N1 · · · gMnNnFM1...MnFN1...Nn . (1.1)

Suppose that we turn on a background value for the field Fn. In order to preserve

4D Lorentz invariance, the indices of the background field strength must run over

the compact space only, not the four extended directions. Additional restrictions are

discussed in chapter II. However, once we have turned on a background value for Fn,

(1.1) will become a scalar potential for the moduli, because the inverse metric used

in (1.1) depends on the moduli. Although (1.1) may seem rather inscrutable, at least

when considered as a scalar potential, in this thesis we will show that it can conceal

a great deal of structure.
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1.2 The Formal Problem of Moduli Stabilization

One can view moduli stabilization as part of the effort to construct solutions of

string theory that resemble our universe. From this point of view the obvious problem

with moduli is that we observe no massless scalars, and so any realistic solution of

string theory must include a mechanism which gives them masses. In this thesis we

take a more restrictive point of view: we will focus specifically on the stabilization of

bulk moduli by classical effects. We now explain why we make these restrictions.

1.2.1 Bulk Effects and the Cosmological Constant

While string theory provides a consistent quantum theory of gravity, the fact

that it naturally describes physics at the Planck scale (i.e. at energies 15 orders

of magnitude above those that can be achieved at the LHC) makes it difficult to

determine if it is the correct quantum theory of gravity. This has led many researchers

to look for circumstantial evidence in favor of string theory, by trying to embed the

standard model of particle physics in string theory. In particular, one would like

to recover the standard model gauge groups SU (3) × SU (2) × U (1)Y . One hopes

that when fully realized, these constructions will be sufficiently restrictive to make

predictions about physics above the weak scale.

Most attempts to embed the standard model in string theory involve a six-

dimensional compact space, but do not require detailed knowledge of the full ge-

ometry. Instead, they only involve physics in the vicinity of some sort of defect. If we

start from Type IIA or IIB string theory, these defects might be the locations of D-

branes, or intersections of D-branes, since these naturally support non-abelian gauge

groups. In constructions that begin from M- or F-theory (11- and 12-dimensional

constructions that contain IIA and IIB strings, respectively), the gauge groups arise

from geometric singularities [4–6]. Many of these models include standard model-like

matter as well – F-theory models have recently been developed that have a realis-
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tic flavor hierarchy [7] – so these “local models” present a fruitful line of research.

However, we will pursue a different direction in this thesis.

While local models may eventually give us important insights into both the stan-

dard model and particle physics beyond the standard model, they provide little insight

into one of the great problems of contemporary physics: the unnaturally small value

of the cosmological constant, which is 120 orders of magnitude smaller than would

be predicted by effective field theory [8, 9]. A simple argument, due to Bousso and

Polchinski [10], suggests that knowledge of the entire compactification geometry, or

the “bulk physics,” will be crucial in unravelling this puzzle.

The Bousso-Polchinski argument can be broken into two parts. First, they point

out that scalar potentials derived from string theory tend to have a large number of

discrete parameters – in the cases we study, these will be fluxes. Instantons exist that

permit tunneling from one set of parameters to another. In a universe with positive

cosmological constant (like ours), this is sufficient to drive eternal inflation [11–13].

That is, bubbles with different parameters, and a smaller cosmological constant, will

nucleate inside of patches with larger cosmological constants. Over time, we expect

all values of those discrete parameters to be explored. If the spacing between possible

values of the cosmological constant is relatively uniform and sufficiently small (less

than 10−123 in Planck units), then we expect to generate some bubbles with roughly

the observed value of the cosmological constant. Given a plausible mechanism to

generate bubbles with such a tiny value for the cosmological constant, Weinberg’s

anthropic arguments [14, 15] explain why we must live in such a bubble.

Bousso and Polchinski next argue that sufficiently small spacings could be achieved

just by increasing the number of different cycles (roughly “handles”) on the compact

space, and thus the number of different fluxes. They found that the spacing between
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successive values of the cosmological constant scaled as

δΛ ∼ e−n/2 , (1.2)

where n is the number of cycles. Although it is difficult to say what a “natural”

geometry for the compact space might be, many geometries that have been studied

for other reasons have n ∼ O (100), and so would have sufficiently fine spacing to

generate the observed cosmological constant via eternal inflation.

Unfortunately, this scaling was derived by assuming that the compactification

geometry, not just the compactification topology, was left unchanged by the changes

in the fluxes. No known compactifications have this feature – instead, there is a

strong correlation between the number of moduli, i.e. the number of ways that

the compactification geometry can change, and the number of fluxes. This does

not necessarily work in favor of the Bousso-Polchinski argument – in the examples

considered in this thesis, the moduli always adjust so that the scalar potential is zero

and the cosmological constant does not vary at all between different sets of fluxes. In

other words, the effects of the bulk moduli are not negligible, and must be correctly

understood in order to address the cosmological constant, at least if one is to do so

in the context of eternal inflation. We remain optimistic that in the future we will

be able to extend the flux attractor approach to vacua with a non-zero cosmological

constant

1.2.2 Quantum Corrections and the Dine-Seiberg Problem

Our concern with moduli stabilization by classical effects may seem quaint, given

that moduli are in general not protected by any symmetries and so may have masses

induced entirely by quantum effects. The basic problem, originally noticed by Dine

and Seiberg [16], is that many of the moduli that we study are also control param-
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eters: a scalar known as the dilaton φ controls the string coupling gs = e−φ, the

compactification volume V6 controls the masses of excitations on the compact space,

which we have left out of our 4D theory, and many other moduli control the effects

of instantons. Moreover, the regime where we have good analytic control is where all

of these moduli are large.

Let us consider a single modulus, the dilaton φ. Because the perturbative regime

is φ → ∞, quantum corrections must vanish in this limit. As we move in from

φ → ∞, the potential generated by the leading correction can be either positive

or negative. If it is positive, the potential pushes φ → ∞, where its mass goes to

zero. If the leading term in the potential is negative, it pulls φ in toward zero, where

perturbation theory breaks down. We might hope to construct a potential with a

local minimum by balancing two or three terms at different orders against each other,

but this would imply that higher order corrections were of the same size as lower

order corrections – in other words, that our perturbation series had broken down.

Although this argument is somewhat heuristic, we regard it as good motivation to

focus on stabilization by classical effects.

1.3 Attractor Equations

Our study of moduli stabilization will make use of a new tool: the “flux attractor

equations” [1, 2, 17–20]. They allow us to rewrite the stabilization conditions for the

moduli as a relatively simple set of algebraic equations. These stabilization conditions

are related to those that arise in the study of extremal (i.e. zero temperature) black

holes in 4D, N = 2 supergravity, as we now describe.

The supergravities of interest include three kinds of supermultiplets, whose bosonic

components we now describe. Hypermultiplets include a pair of complex scalars, vec-

tor multiplets contain a vector Ai
µ and a complex scalar zi, and the gravity multiplet

contains the graviton and a single vector, A0
µ. The index i runs from 1 to n, and we
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will introduce an index I = 0, ..., n which runs over all of the vectors. This theory is

“ungauged,” so the gauge group is U (1)n+1 , and there is no potential for the scalars.

Because there is no potential for the scalars in a vacuum, there is also no potential

for them infinitely far away from a black hole, so the scalars can be set to arbitrary

values. However, as one moves in toward the black hole horizon, an effective potential

for the scalars zi is induced1. The change in the values of the scalars between spatial

infinity and the horizon can be formulated as a radial attractor flow, with the scalars

eventually taking values at the horizon (the end of the flow) that are completely

independent of their values at spatial infinity. The horizon values of the scalars are

determined in terms of the electric and magnetic charges of the black hole, eI and

mI , via the attractor equations,

mI = Re
[
CZI

(
zi
)]
, (1.3)

eI = Re
[
CFI

(
zi
)]
. (1.4)

The ZI and FI are holomorphic functions of the scalars zi, and will be discussed more

extensively in chapter II. Together, (1.3) and (1.4) are 2 (n+ 1) real equations for

n + 1 complex variables2, the zi and C. When the 4D theory arises from IIB strings

compactified on a Calabi-Yau manifold, and the black hole is composed of wrapped

D3 branes, we can write the attractor equations in a more compact form:

F3 = Re [CΩ3] , (1.5)

where Ω3 is the holomorphic 3-form of the Calabi-Yau, and F3 describes the world-

volumes of the wrapped D3 branes, and thus the charges of the black hole.
1Note that the scalars are not charged under any of the U (1)’s. The effective potential arises

because the scalars appear in the kinetic terms for the vectors,
∫
MIJ

(
zi
)
gµνgρσF I

µρF
J
νσ, through

the metric MIJ

(
zi
)
.

2In fact, C can only be considered as an independent observable after a Kähler gauge is fixed.
For more details see chapter III.
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While no notion of attractor flow has been developed for flux compactifications,

the VEVs of the moduli are determined by equations which strongly resemble the

black hole attractor equations. In the simplest context there are only twice as many

fluxes as would appear for a corresponding black hole, and the attractor equations

are

mI
h = Re

[
CZI + LI

]
, (1.6)

mI
f = Re

[
τCZI + τLI

]
, (1.7)

eh
I = Re

[
CFI + LJFIJ

]
, (1.8)

ef
I = Re

[
τCFI + τLJFIJ

]
, (1.9)

0 = LI
(
F I − Z

J
FIJ

)
. (1.10)

Again, ZI , FI , and FIJ are holomorphic functions of the zi. The real black hole charges{
mI , eI

}
are replaced by the real fluxes

{
mI

h,m
I
f , e

h
I , e

f
I

}
. An additional complex

scalar, the axio-dilaton τ appears, as do additional mass parameters LI , which can

be thought of as generalizations of the parameter C. As with the black hole attractor

equations, we can rewrite (1.6)-(1.10) in terms of 3-forms,

G3 ≡ F3 − τH3 = CΩ3 + LI∂IΩ3 , (1.11)

0 = LI

∫
(∂IΩ3) ∧ Ω3 , (1.12)

where the components of F3 are the
{
mI

f , e
f
I

}
and the components ofH3 are

{
mI

h, e
h
I

}
.

Altogether, (1.6)-(1.10) constitute 4n+6 real equations for 2n+3 complex param-

eters, so that in general all of the moduli and mass parameters are determined by the

fluxes. Rather than dwell on the context in which these equations appear (explained

in chapter II) or their derivation (performed in chapter III), for now we just point

out the formal similarity between (1.3), (1.4) and (1.6)-(1.9).
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Given that the attractor equations (1.3), (1.4) and (1.6)-(1.9) take similar forms, it

is not entirely surprising that they have similar solutions. As originally noted by [21],

solutions of the black hole attractor equations can be written in terms of a generating

function,

CZI = mI +
i

π

∂

∂eI

SBH

(
eI ,m

I
)
, (1.13)

where the generating function SBH happens to be the entropy of the black hole. As

we will demonstrate in chapter III, solutions of the flux attractor equations can be

written as

CZI =
1

τ − τ

[(
mI

f − τmI
h

)
+

(
∂

∂eh
I

+ τ
∂

∂ef
I

)
G
(
eh

I , e
f
I ,m

I
h,m

I
f

)]
, (1.14)

LI =
1

τ − τ

[(
mI

f − τmI
h

)
−

(
∂

∂eh
I

+ τ
∂

∂ef
I

)
G
(
eh

I , e
f
I ,m

I
h,m

I
f

)]
. (1.15)

In both cases it is quite striking that the solutions can be written in terms of deriva-

tives of a single function.

We know that the black hole entropy does more than encode the near-horizon

properties of the black hole – it also counts the number of microstates that correspond

to a given set of black hole charges. It is tempting to speculate that the generating

function G also counts microstates, which now correspond to a given set of fluxes.

Since string theory is replete with examples of branes “dissolving” into flux, it seems

plausible that a sufficiently complicated collection of fluxes would support as many

microstates as a similarly complicated collection of D-branes. While we will not

pursue this line of inquiry further in this thesis, it is possible that the study of moduli

stabilization will teach us something new about the degrees of freedom in string

theory.

11



1.4 Organization of the Thesis

We begin in chapter II by providing a brief review of moduli and moduli sta-

bilization in Type II compactifications. After providing a general discussion of the

moduli that arise from form fields, we look at the N = 2 theories that arise from

compactifying IIA and IIB strings on Calabi-Yau manifolds. After examining the

consistency conditions for the addition of fluxes to these compactifications, we will

find that an additional ingredient is required: orientifold planes. Because of this we

will compute the spectra of the N = 1 theories that arise from compactifying IIB

strings on Calabi-Yau orientifolds. We then introduce fluxes, and find that they gen-

erate a superpotential in the 4D, N = 1 theory. The primary results of this chapter

are expressions for the Kähler potential and superpotential of the 4D theory in terms

of geometric objects defined on the Calabi-Yau.

In chapter III we carefully analyze the 4D, N = 1 theories introduced in chapter

II. In particular, we will derive a set of flux attractor equations that describe the

stabilized values of the moduli. The basic observation is that the holomorphic 3-form

Ω3 and its derivatives provide a natural, complex basis of cohomology elements on

which to expand the complex flux G3 ≡ F3− τH3. The flux attractor equations arise

from imposing the stabilization conditions on G3 when it is expanded on the complex

basis. We then show that solutions to the attractor equations can be written in terms

of a single generating function, as promised above, and find a general expression for

the generating function:

G =

∫
F3 ∧H3 − 2Vol2m2

3/2 , (1.16)

where the gravitino mass m2
3/2 is considered as a function of the fluxes. After solving

the attractor equations on a simple orbifold T 6/Z2×Z2 with eight distinct fluxes, we

compute the generating function, and verify that its derivatives correctly reproduce
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the moduli VEVs. This chapter was originally published as [1], and is based on

research conducted in collaboration with Finn Larsen.

In chapter IV we will make a first attempt at stabilizing hypermoduli, scalar fields

descended from N = 2 hypermultiplets, with fluxes. Hypermoduli are notoriously

difficult to stabilize with fluxes, both in the standard GKP setup and in IIA compact-

ifications [22]. After analyzing the scalar potential induced by a completely general

set of fluxes, we find that we can add geometric flux to O3/O7 compactifications, sta-

bilize some of the hypermoduli, and still have a well-formed set of attractor equations.

Moreover, we find that the solutions of these attractor equations are intimately re-

lated to the solutions of flux attractor equations without geometric flux. This enables

us to define a more general generating function that depends on the geometric fluxes

in addition to the 3-form fluxes. In order to demonstrate the utility of the attractor

equations, we solve a simple example with 14 distinct fluxes turned on. This chapter

is based on [2], and is based on research conducted in collaboration with Finn Larsen

and Daniel Robbins.
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CHAPTER II

Moduli Stabilization and Fluxes

There is a large literature devoted to the study of flux compactifications, which

investigates a variety of effects (classical and quantum mechanical, perturbative and

non-perturbative) in a variety of contexts (IIB, IIA, or heterotic strings on geometric

and non-geometric backgrounds) using a variety of techniques (worldsheet analysis,

10D supergravity, 4D effective theories). Many authors have produced useful reviews

of the subject [23–29]. In this chapter we provide a very brief review of moduli

stabilization by classical effects in the best studied class of compactifications: IIB

strings on Calabi-Yau O3/O7 orientifolds, with 3-form flux.

We begin by reviewing the compactification of antisymmetric tensor or “form”

fields, a family of fields that includes scalars, vector fields, and higher-dimensional

generalizations of vector fields. Upon compactification, these fields lead to a rich

spectrum of lower-dimensional fields. Compactification also allows us to add a variety

of classical backgrounds, often called “fluxes,” for these fields. We will show that the

spectrum of moduli and allowed fluxes is essentially determined by the cohomology

of the compact space.

Additional moduli are derived from deformations of the compact space itself. To

illustrate this, we study the moduli spaces of Calabi-Yau manifolds, following the

original analysis of [30]. In fact, the moduli space for Calabi-Yau manifolds factorizes
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into a space of Kähler deformations, and a space of complex structure deformations.

Once again, the cohomology of the Calabi-Yau plays an important role, determining

the dimension of these spaces. The detailed structure of each of these spaces is

determined by two functions, known as prepotentials. We will illustrate how these

geometric properties are reflected in the 4D effective theory by determining the spectra

of the N = 2 supergravities that result from compactifying IIA and IIB strings on a

given Calabi-Yau, as well as the metric on moduli space.

While ordinary compactifications of type II strings on Calabi-Yau manifolds have

many beautiful properties, they typically include a large number of unstabilized mod-

uli. These moduli cannot be consistently stabilized by fluxes. In section 2.3 we will

first review the construction of Giddings, Kachru, and Polchinski (GKP), who used

a 10D supergravity analysis to show that one can consistently use fluxes to stabilize

moduli when the compactification includes orientifold planes. We will then review

the 4D, N = 1 theories that are derived from Calabi-Yau orientifolds. The orientifold

projection removes many moduli from the theory. The addition of fluxes then gener-

ates a superpotential that can stabilize both the remaining complex structure moduli

zi and the axio-dilaton τ.

Throughout this chapter I will assume familiarity with differential forms and the

usual operators that act on them: the exterior derivative d, Hodge star ∗, and the

wedge product ∧. Wherever possible I will include qualitative descriptions of the

results as well as explicit calculations, but differential forms are the natural language

in which to discuss flux compactifications. Useful introductions to this formalism can

be found in [31–33].

2.1 Compactification and Form Fields

Before considering the compactification of more complicated fields, let us consider

a 10D, massless scalar field, φ10. We assume that the 10D metric is now a product of
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four extended dimensions and six compact dimensions, and that the 10D Laplacian

splits into a piece associated with the extended dimensions and a piece associated

with the compact directions, ∇2
10 = ∇2

4 + ∇2
6. We can then expand φ10 in terms of

eigenfunctions of ∇2
6,

φ10 = φa
4 (x)ωa (y) , (2.1)

∇2
6ωa (y) = m2

aωa (y) . (2.2)

The 10D equation of motion ∇2
10φ10 = 0 then implies that

(
∇2

4 +m2
a

)
φa

4 = 0.

In other words, a single 10D, massless scalar gives rise to a tower of 4D scalars. The

two eigenvalues of greatest interest are the lowest one, which is zero and corresponds

to a constant function on the 6D space, and the second-lowest one, which is typically

set by the size of the compact space1, m2 ∼ `−2
6 . When the compact space is small

relative to the 4D scale of interest, we can restrict our attention to the zero mode

only, and ignore the effects of the higher modes altogether. The scalar field is just

one example of a larger family of fields, which we will call “form fields.” A similar

story can be developed for this larger family, as we will now demonstrate.

2.1.1 Form Fields in Flat Space

As discussed in the introduction, both type IIA and IIB string theory have, in

their 10D effective actions, terms of the form

∫
Fn ∧ ∗10Fn =

∫
d10x

√
g

n!
gM1N1 · · · gMnNnFM1...MnFN1...Nn . (2.3)

1In warped compactifications the effects of warping can dramatically reduce this mass scale.
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These terms are generalizations of the usual kinetic term for electromagnetism. The

field strength tensor for electromagnetism has two indices, and is antisymmetric in

them. These n−form field strengths have n indices, in which they are also antisym-

metric. These kinetic terms lead to the equation of motion2

d ∗10 Fn = 0 , (2.4)

and the Bianchi identity

dFn = 0 . (2.5)

These are generalizations of the source-free Maxwell equations. In flat space, the

solution of the Bianchi identity is

Fn = dCn−1 , (2.6)

where the potential Cn−1 is a generalization of the photon A = Aµdx
µ. Note that the

gauge transformation

Cn−1 → Cn−1 + dΛn−2 (2.7)

leaves the field strength unchanged, so that potentials that differ by an exact form

are physically equivalent.

2.1.2 Form Fields in Compact Spaces

Let us now consider form fields on a product of four extended dimensions and six

compact dimensions. Several new features will appear, all because compact spaces

typically support a number of non-trivial “harmonic” forms, i.e. forms that satisfy

dω = d ∗6 ω = 0 , (2.8)
2Note that ∗10Fn ∼ F10−n, so that we can take either Fn or F10−n to be the independent field

strength. 5-form fluxes are a special case, and must satisfy the constraint F5 = ∗10F5.
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but cannot be written as ω = dλ or ω = ∗6d ∗6 λ. These harmonic forms are zero-

modes of the 6D Laplacian (for p−forms), and can be thought of as forming a vector

space, and the dimension of the space of harmonic p−forms is the pth Betti number,

bp.

The existence of these harmonic forms implies that we can modify the expansion

(2.6), while still satisfying (2.4) and (2.5), by adding a harmonic term:

Fn = dCn−1 + F fl
n . (2.9)

The harmonic term F fl
n can be expanded on a basis of harmonic forms, and we will

refer to the resulting coefficients as “fluxes.” In theories with gravity one must take

care when adding them, since the gravitational backreaction of the fluxes will alter

the compactification geometry. We will review this backreaction in section 2.3.1.

However, because the number of harmonic forms of a given degree is a topological

invariant, the heuristic analysis given here correctly determines the number of different

fluxes.

We also add harmonic terms to Cn. Because they are not of the form dΛ, they are

not gauge transformations. We can then expand Cn much as we did φ. We keep only

the zero modes, finding

Cn = caµνdx
µ ∧ dxν ∧ h(n−2)

a + cIµdx
µ ∧ h(n−1)

I + cah
a
(n) , (2.10)

where the h(n−2)
a are a basis for the harmonic (n− 2)-forms, the h(n−1)

I are a basis for

the harmonic (n− 1)-forms, and the ha
(n) are a basis for the harmonic n-forms. We

have assumed that n ≥ 2 – when n = 1 the first term does not appear. While the

scalar Laplacian has a unique zero-mode, there are in general many harmonic forms,

so that upon compactification Cn leads to many massless 4D fields. The ca are 4D

scalars, while the cIµ are 4D vectors. The caµν can be dualized to scalars: they enter
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the 4D Lagrangian via 3-form field strengths, which can be dualized to 1-form field

strengths, which are in turn generated by scalar (0-form) fields. The 4D equations

of motion for all of these fields are derived from the equation of motion for the 10D

field strength, d ∗10 Fn = 0.

We emphasize an important distinction between fluxes and moduli. While they

may seem quite similar from the 6D perspective, since they both result from expansion

on harmonic forms, they play quite different roles in the 4D theory. Suppose that

we multiplied the flux contribution F fl
n by a function f (xµ). The Bianchi identity

dFn = 0 would imply that f (xµ) must be constant. In other words, the fluxes cannot

vary as a function of the 4D coordinates, and are not associated with a dynamical 4D

field. Instead, they are fixed input parameters. On the other hand, the moduli are

dynamical, so they will roll to a minimum of the potential determined by the fluxes,

even if they are initially displaced. For this reason, we consider the moduli VEVs to

be outputs, which we compute as functions of the fluxes.

We have seen that harmonic forms play a key role in the analysis of form fields

in flux compactifications. In the following the simple picture we have presented will

be complicated by a number of factors: in addition to the effects of backreaction

mentioned above, the 10D Lagrangians for IIA and IIB strings include Chern-Simons

terms with the p−form potentials, and the effects of fluxes will give masses to fields

which were, in this analysis, massless. All the same, the harmonic forms will continue

to determine the spectrum of light fields and the fluxes that may stabilize them.

2.2 Calabi-Yau Manifolds and N = 2 Compactifications

In addition to the form field moduli discussed in the previous section, most com-

pactifications admit metric moduli: deformations of the compact geometry which

correspond to scalar fields in the 4D theory. In this section we will introduce a rel-

atively simple family of compactification geometries, the Calabi-Yau manifolds, and
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study their associated metric moduli. We will then see how they combine with the

form field moduli of the IIA and IIB theories into 4D N = 2 supermultiplets. While

the number of multiplets will be determined by the number of harmonic 2- and 3-

forms, we will see that the resulting moduli spaces enjoy additional structure, known

as special geometry, which allows the moduli space of a Calabi-Yau manifold to be

expressed in terms of two scalar functions, the prepotentials.

2.2.1 Important Properties of Calabi-Yau Manifolds

We will start from the usual definition of a Calabi-Yau manifold [34].

Definition: A Calabi-Yau n-fold is a compact, Kähler manifold with n complex

dimensions, and vanishing first Chern class.

While the condition on the first Chern class is usually easiest to check when one

is constructing new Calabi-Yaus, it implies several other important results. Let us

review each of them in turn.

2.2.1.1 The Ricci Flat Metric

Each Calabi-Yau manifold admits a unique, Ricci flat metric. Among other things,

this means that the curvature of the Calabi-Yau does not contribute to the 4D cosmo-

logical constant, since its contribution would be
∫
d6y

√
gCYR = 0. Calabi-Yau mani-

folds are therefore naturally associated with compactifications to Minkowski space.

2.2.1.2 Reduced Holonomy and Supersymmetry

One of the most important properties of Calabi-Yau manifolds is that their holon-

omy group is always contained within SU (n) . For example, the holonomy group for

a Calabi-Yau 3-fold is reduced from SO (6) ≈ SU (4) to SU (3) . This implies that

spinors on the Calabi-Yau can be decomposed in representations of SU (n) – in the
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3-fold case, the decomposition3 is simply 4 = 3 + 1. The spinor in the singlet is

globally well-defined and non-vanishing. It is also covariantly constant.

When the Calabi-Yau has full SU (n) holonomy, the covariantly constant spinor

is unique. For compactifications from 10 to 4 dimensions, each 10D supersymmetry

condition then reduces to a single 4D supersymmetry condition, so compactifying

theories with 10D, N = 2 supersymmetry (e.g. Type IIA and IIB strings in 10 flat

dimensions) leads to 4D effective theories with N = 2 supersymmetry. Note that

the total amount of supersymmetry is reduced, since two 10D spinors have more

degrees of freedom than two 4D spinors. Indeed, Type II string theory in 10D has 32

supersymmetries, while N = 2 in 4D corresponds to only 8 supersymmetries.

2.2.1.3 The Hodge Diamond

In section 2.1.2 we discussed the importance of harmonic forms in analyzing gen-

eral compactifications. The set of harmonic forms on a Calabi-Yau is constrained in

a variety of ways. First and foremost, Calabi-Yau manifolds are by definition Kähler,

and so complex. We can use the complex structure to divide the six real coordinates

into three holomorphic coordinates and three anti-holomorphic coordinates. We can

then choose a basis of harmonic forms that have specific numbers of holomorphic and

antiholomorphic indices. For example, the harmonic 2-forms can be split into (2, 0)

forms (two holomorphic indices, no anti-holomorphic indices), (1, 1) forms, and (0, 2)

forms.

We already introduced the Betti numbers, which count the number of independent

harmonic p−forms. We can refine these to count the number of independent (p, q)

forms, defining the Hodge numbers h(p,q). Note that one can recover the Betti numbers
3Calabi-Yau 3-folds whose holonomy is a proper subgroup of SU (3) yield more than one spinor

in a singlet, and compactifications on these 3-folds have N > 2 supersymmetry. These Calabi-Yaus
are products of K3 factors and/or tori. We consider these compactifications to be “exceptions,” since
there are relatively few of them compared to the number of Calabi-Yaus with full SU (3) holonomy,
and they will not be the primary focus of this thesis.
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h(0,0) 1

h(1,0) h(0,1) 0 0

h(2,0) h(1,1) h(2,0) 0 h(1,1) 0

h(3,0) h(2,1) h(1,2) h(0,3) = 1 h(2,1) h(2,1) 1

h(3,1) h(2,2) h(1,3) 0 h(1,1) 0

h(3,2) h(2,3) 0 0

h(3,3) 1

Figure 2.1: The Hodge diamond for a Calabi-Yau 3-fold with full SU (n) holonomy.

from the Hodge numbers via bp =
∑

q h
(p−q,q). Calabi-Yau 3-folds with full SU (3)

holonomy have very few independent Hodge numbers. Complex conjugation tells us

that h(p,q) = h(q,p), while Poincaré duality implies that h(p,q) = h(3−q,3−p). They have a

unique, globally-defined, harmonic, holomorphic 3-form, which implies that h(3,0) = 1.

Full SU (3) holonomy implies that h(1,0) = h(2,0) = 0. Finally, if the Calabi-Yau is

connected then the volume form is unique and h(3,3) = 1. The only free quantities

are then h(1,1) and h(2,1), which will appear frequently in the following. All of these

results about the Hodge numbers are neatly summarized in the “Hodge diamond,”

presented in Figure 2.1.

In the following we will often want to expand various fields on a basis of harmonic

forms. We introduce such a basis of real forms: ωa for the (1, 1)-forms, ω̃a for the

(2, 2)-forms, and
{
αI , β

I
}

for the 3-forms, with a = 1, ..., h(1,1) and I = 0, ..., h(2,1).

We will assume that they satisfy the orthogonality conditions

∫
ωa ∧ ω̃b = δb

a , (2.11)∫
αI ∧ βJ = δJ

I . (2.12)
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We also define the triple intersection numbers,

κabc ≡
∫
ωa ∧ ωb ∧ ωc . (2.13)

2.2.2 Deformations and Metric Moduli

As we mentioned in the introduction, certain deformations of the compact space

correspond to massless 4D scalar fields. On Calabi-Yau manifolds, we look for defor-

mations of the metric and complex structure which leave the metric Ricci flat. We

can use the complex structure to separate these deformations into two types4, δgmn

and δgmn, δgmn, with the former corresponding to deformations of the metric and the

latter corresponding to deformations of the complex structure. It was demonstrated

in [30] that rather than directly studying these deformations of the metric and com-

plex structure, it is equivalent to study the deformations of two geometric objects

defined on the Calabi-Yau: The Kähler (2-)form J and the holomorphic 3-form Ω3.

Metric deformations alter the Kähler form, leading to “Kähler moduli,” while complex

structure deformations alter Ω3, leading to “complex structure moduli.”

Deformations of the complex structure mix holomorphic and antiholomorphic co-

ordinates, and cause the holomorphic 3-form Ω3 to mix with the (2, 1) forms. This

implies that there are h(2,1) complex structure moduli zi, i = 1, ..., h(2,1),and that

∂

∂zi
Ω3 = kiΩ3 + χ

(2,1)
i . (2.14)

The Kähler moduli ta arise by expanding the Kähler form on the basis of (1, 1)-
4While the metric can always be written in terms of real coordinates and indices gcd, we can

write the metric of a Kähler manifold with complex coordinates and indices, gmn. Since the complex
structure is used to convert the real coordinates to complex ones, gmn contains information about
both the real metric and the complex structure. Deformations of the form δgmn correspond to
deformations of the underlying real metric, while deformations of the form δgmn and δgmn correspond
to deformations of the complex structure.
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forms:

J = vaωa . (2.15)

Clearly this yields h(1,1) real Kähler moduli. It is customary to combine these with

the fields that arise in expanding the 2-form B2,

B2 = b0µνdx
µ ∧ dxν + baωa , (2.16)

to yield h(1,1) complexified Kähler moduli,

ta = ba + iva . (2.17)

The additional field b0µν can be dualized to a scalar as well. Since it is clearly associated

with the extended directions and not the Calabi-Yau itself, we will discuss it in the

next section.

2.2.3 Form Fields and N = 2 Multiplets

We have claimed that Calabi-Yau compactifications of IIA and IIB strings lead to

4D N = 2 supergravities. These theories admit three kinds of supermultiplets, which

we describe in terms of their bosonic components. The unique gravity multiplet con-

tains the graviton gµν and a single vector, the graviphoton A0
µ. Vector multiplets

contain a vector and a single complex scalar, while hypermultiplets contain two com-

plex scalars. In this section we will show how the form field moduli and metric moduli

for both IIA and IIB compactifications can be organized into N = 2 multiplets.

There is one subtlety in the analysis of form fields that we have not yet addressed.

While it is true that in the supergravity limit IIA strings include odd form fields

and IIB strings include even form fields, it is not true that all of these fields contain

independent degrees of freedom. Considering once more the usual kinetic term,
∫
Fn∧
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∗10Fn, we see that we can easily exchange the roles of Fn and ∗10Fn ∼ F10−n, in what

is known as an electric-magnetic duality. These field strengths are generated by Cn

and C8−n, which apparently encode the same degrees of freedom. We will treat Cn for

n ≤ 4 as independent, in order to be sure that we do not double count any moduli.

2.2.3.1 IIA Multiplets

In IIA we have two form fields to expand, C1 and C3. Because there are no 1-forms

on a Calabi-Yau (with full SU (3) holonomy), C1 generates a single 4D vector,

C1 = c0µdx
µ . (2.18)

The expansion of C3 is more involved,

C3 = caµωa ∧ dxµ + cIαI − cIβ
I . (2.19)

This contributes h(1,1) vectors caµ and 2
(
h(2,1) + 1

)
real scalars, cI and cI .

It appears that c0µ is the graviphoton, while caµ and the Kähler moduli ta assemble

into h(1,1) vector multiplets. If we take h(2,1) of the pairs {ci, ci} , we can group them

with the complex structure moduli zi to form h(2,1) hypermultiplets. The remaining

pair {c0, c0} combine with the dilaton φ and b0µν to form a final hypermultiplet, for a

total of h(2,1) + 1 hypermultiplets. Although b0µν has two more indices than we might

expect on a scalar field, it enters the 4D Lagrangian via a 3-form field strength h0
µνρ,

which is Poincaré dual to a 1-form field strength, which in turn is just the gradient

of a scalar.

2.2.3.2 IIB Multiplets

The IIB spectrum includes a scalar C0, which leads to one 4D scalar. There is

also a 2-form C2 which is expanded as
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C2 = cµνdx
µ ∧ dxν + caωa , (2.20)

like B2, and the cµν component can be dualized to a scalar, like b0µν .

There is also an RR 4-form C4, which we can expand as

C4 = ua
µνωa ∧ dxµ ∧ dxν + vaω̃

a + AI
µαI ∧ dxµ − ÃµIβ

I ∧ dxµ .

Again, the ua
µν can be dualized to scalars in the same way as b0µν and cµν . While this

appears to give 2h(1,1) scalars and 2
(
h(2,1) + 1

)
vectors, the field strength associated

with C4 is subject to a self-duality constraint:

F5 = ∗F5 . (2.21)

Because of this constraint, only half of the 4D scalars {ua, va} and half of the 4D

vectors
{
AI

µ, AµI

}
are independent, and C4 contributes only h(1,1) scalars and h(2,1)+1

vectors to the 4D theory.

We can combine h(2,1) of the vectors
{
AI

µ, AµI

}
with the complex structure moduli

zi to form h(2,1) N = 2 vector multiplets. The remaining vector enters the gravity

multiplet. We can combine the real ca, the surviving h(1,1) of {ua, va} , and the complex

Kähler moduli ta to form h(1,1) hypermultiplets. Finally, we can combine bµν , cµν , C0

and φ into one more hypermultiplet, for a total of h(1,1) + 1. Note that the spectrum

is identical to that of a IIA compactification, except that h(1,1) and h(2,1) have been

exchanged.

2.2.4 Special Geometry

So far we have determined the spectra of both IIA and IIB Calabi-Yau compact-

ifications, and found that the topological quantities h(1,1) and h(2,1) determine them
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completely. However, two Calabi-Yaus can have the same Hodge numbers, yet lead to

different 4D theories. This happens when the moduli spaces of the two Calabi-Yaus5

have the same dimension, but different structure. In this section we will study the

moduli space of Calabi-Yau manifolds more carefully, following [30]. We will see that

the entire geometry of moduli space can be described with two holomorphic functions,

known as prepotentials.

The geometry of the moduli space is encoded in its metric, so we turn out attention

there. The authors of [30] demonstrated that it can be written as

gij = − ∂

∂zi

∂

∂zj log

[
i

∫
Ω3 ∧ Ω3

]
, (2.22)

gab = − ∂

∂ta
∂

∂t
b
log

[
1

6

∫
J ∧ J ∧ J

]
, (2.23)

with no mixed terms gai. This indicates that the moduli space is the product of two

Kähler manifolds, with Kähler potentials

Kz = − log

[
i

∫
Ω3 ∧ Ω3

]
, (2.24)

Kt = − log

[∫
J ∧ J ∧ J

]
. (2.25)

In fact, these Kähler potentials conceal additional structure not found in generic

Kähler manifolds, in that each real Kähler potential can itself be derived from a

holomorphic prepotential. Manifolds with this property are described as being special

Kähler, or having “special geometry” [35, 36]. We first illustrate how this works for

the complex structure moduli space.
5By the moduli space of the Calabi-Yau, we mean the space of the complexified Kähler moduli

and the complex structure moduli only. This is not to be confused with the full 4D theory described
in section (2.2.3), which includes additional scalars descended from the RR form fields.
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We begin by expanding the holomorphic 3-form on the basis of real 3-forms,

Ω3 = ZIαI − FIβ
I . (2.26)

Note that there are 2
(
h(2,1) + 1

)
complex coefficients ZI and FI , which are holomor-

phic functions of the h(2,1) complex structure moduli zi. An important feature of Ω3

is that we can multiply it by any nowhere vanishing holomorphic function of the com-

plex structure moduli and it will remain holomorphic and harmonic. Because these

transformations are local on moduli space, we will often refer to them as Kähler gauge

transformations. We can think of the ZI as projective coordinates for the zi, with

h(2,1) combinations of them (usually Zi/Z0) corresponding to the zi, and one of them

(usually Z0) determining the Kähler gauge. The FI can then be considered as func-

tions of the ZI , rather than as functions of the zi. Kähler gauge transformations send

ZI → eλ(zi)ZI and FI → eλ(zi)FI , indicating that the FI are homogeneous functions

of the ZI .

We argued above that differentiating Ω3 with respect to the complex structure

moduli returns a sum of (3, 0) and (2, 1) forms. This is also true if we differentiate

with respect to the ZI . It follows that

0 =

∫
Ω3 ∧

∂

∂ZI
Ω3 . (2.27)

If we write this out in terms of components, we find

0 = FI − ZJ ∂

∂ZI
FJ . (2.28)

If we rearrange and differentiate again, we find a “curl free” condition,

∂

∂ZI
FJ =

∂

∂ZJ
FI , (2.29)
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which implies that we can write the FI themselves as the gradient of another function,

FI =
∂

∂ZI
F . (2.30)

This new function F is the prepotential. It is holomorphic and homogeneous of degree

two in the ZI . We can contract (2.30) with ZI and exploit the homogeneity to find

an explicit expression for the prepotential,

F =
1

2
ZIFI . (2.31)

As promised, we can write the Kähler potential (2.24) in terms of the prepotential as

Kz = − log

[
i

(
Z

I ∂

∂ZI
F − ZI ∂

∂Z
I
F

)]
. (2.32)

Because derivatives of F with respect to the ZI will appear frequently, we will indicate

them by appending subscripts only, e.g. FIJ = ∂I∂JF.

We now wish to demonstrate that the Kähler potential Kt can be written in the

same form. This is not readily apparent, given that (2.25) is not written in terms of

complex fields, and does not appear to enjoy a rescaling symmetry. Let us instead

begin with a proposed prepotential, holomorphic and homogeneous of degree two,

and check that it reproduces (2.25). That proposed prepotential is:

G = −1

6

κabct
atbtc

t0
, (2.33)

where the complexified Kähler moduli ta were introduced in (2.17). We have intro-

duced an additional field t0, in analogy with Z0. After differentiating, we will set it
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to 1. We find

G0 ≡ ∂

∂t0
G =

1

6

κabct
atbtc

(t0)2 , (2.34)

Ga ≡ ∂

∂ta
G = −1

2

κabct
btc

t0
. (2.35)

A brief calculation shows that, after setting t0 = 1, we have

t
0
G0 + t

a
Ga − t0G0 − taGa =

4

3
iκabcv

avbvc = 8i

∫
J ∧ J ∧ J . (2.36)

This demonstrates that the Kähler potential for Kähler moduli (2.25) can also be

written in terms of a holomorphic prepotential, homogeneous of degree two in its

arguments, just as can be done for the Kähler potential for the complex structure

moduli (2.24).

2.3 Fluxes, Orientifolds, and N = 1 Compactifications

One undesirable property of Calabi-Yau compactifications of Type II strings is that

they include a preponderance of massless scalar fields, which are clearly excluded by

experiment. One way to induce a potential for the moduli is to turn on n-form field

strengths or “fluxes” around the compact cycles of the Calabi-Yau. Once the field

strength Fn has some background value, the standard 10D kinetic term for the field

strength, ∫
Fn ∧ ∗10Fn =

∫
d10x

√
g

n!
gm1p1 · · · gmnpnFm1...mnFp1...pn , (2.37)

becomes a potential for the moduli in the 4D theory, with the moduli entering through

the Calabi-Yau metric. Unfortunately, fluxes alone tend to destabilize proposed com-

pactifications by driving the compactification volume (a product of the Kähler moduli)

to infinity, as we will now demonstrate. This scaling analysis does not depend on spe-
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cial properties of the Calabi-Yau, so we will only assume that we are compactifying

on a compact six-dimensional space space X.

We would like to study this effect of the fluxes by looking at the potential in the

4D theory. However, if we start from a 10D action and simply integrate over six of

the dimensions, the resulting 4D theory will have non-standard, moduli-dependent

kinetic terms. For example, integrating the Einstein-Hilbert term gives

SEH =

∫
d10x

√
g(10)

e−2φ

`8
R (2.38)

=

∫
d4x

√
g

(4)
s
e−2φ

`2
VXRs , (2.39)

where VX is the volume of the compact space in string units, which clearly depends

on the metric moduli. The metric and Ricci scalar are said to be in “string frame,”

since they were obtained by direct reduction of the 10D action. Analyzing the effects

of the fluxes on the moduli in string frame is difficult, since both the 4D kinetic terms

and the 4D scalar potential are moduli dependent.

We can recover the usual Einstein-Hilbert term from (2.39) by rescaling the metric,

(
g(4)
s

)
µν

=
e2φ

VX

(
g(4)
e

)
µν
, (2.40)

so that the kinetic term becomes

SEH =

∫
d4x

√
g

(4)
e

1

`2
Re . (2.41)

Since this is the standard Einstein-Hilbert term, the action is now considered to be

in “Einstein frame.” With the non-standard moduli dependence removed from the

kinetic terms, we can now direct our attention to the scalar potential alone.

If we turn on a flux Fn on the compact space, its contribution to the Einstein
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frame scalar potential is

VF =
1

`4V 2
X

∫
X

d6x
√
gXg

m1p1

X · · · gmnpn

X Fm1...mnFp1...pn . (2.42)

Note that we have suppressed some possible dependence on the string coupling, since

we are primarily concerned with the volume modulus. Now, consider a rescaling of

the metric of the compact space, gX → λ2gX . Under such a rescaling, √gX and VX

scale as λd, and the inverse metric gmp
X scales as λ−2, so the scalar potential scales

as λ−2p−6. In other words, the scalar potential has a runaway direction, pushing the

size of the compact space to infinity, spoiling any notion of “compactification.” This

indicates that fluxes alone cannot be used to stabilize moduli.

An intuitive understanding of this result is that increasing the volume of the

Calabi-Yau reduces the energy density contributed by the flux, and so is favored. We

might hope that we could add something else to the compactification which would

favor a smaller volume. Branes are a natural choice, as their intrinsic tension might

cause them to prefer small volumes. However, their Einstein frame contribution to

the potential is

VD =
Vn

V 2
X

T , (2.43)

where T is the (positive) brane tension, and Vn is the volume of the n-cycle wrapped

by the brane, again in string units. The factor of V −2
X appeared during the conversion

from string frame to Einstein frame. Under rescalings of the metric on the compact

space, this contribution scales as λn−12. The tension of the D-brane makes the runaway

less severe than it was for the fluxes, but the factor of V −2
X still dominates.

We have two problems: first, none of the contributions we have considered scale

with more than two powers of the volume (in string frame), and second, they are all

positive. Attempts to overcome the first problem led to the no-go theorems of Malda-

cena and Nuñez [37]. In order to overcome the second, we must consider objects with
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negative tension. While these might sound problematic in pure gravity, string theory

provides a consistent description of such objects, known as “orientifold planes.” Their

contribution to the scalar potential is essentially the same as that of a brane (2.43),

but the negative tension allows us to balance them against the positive contributions

from fluxes. Giddings, Kachru, and Polchinski (GKP) first demonstrated how to do

this systematically [38]. We will review the details of their construction, but we can

anticipate many general features from this scaling analysis. 3-form fluxes, which scale

as λ−12, can be balanced against O3 planes that fill the four extended dimensions and

are pointlike on the Calabi-Yau, which also scale as λ−12. A runaway to infinite or

zero volume will only be prevented if these contributions exactly cancel one another,

so stable compactifications must have V = 0. This will leave the volume modulus

(as well as the other Kähler moduli) unstabilized, but will allow us to stabilize the

complex structure moduli.

After discussing the GKP construction, which makes no detailed assumptions

about the compact space, we will study O3/O7 orientifolds of Calabi-Yau compact-

ifications. The resulting theories live in 4D Minkowski space, as is required by the

GKP construction. The orientifold theory can be thought of as a projection of an

N = 2 Calabi-Yau compactification, with the orientifold reducing the amount of su-

persymmetry to N = 1, as well as reducing the spectrum of massless fields. We will

begin by discussing the orientifold theories without fluxes, then we will describe the

superpotential that fluxes produce in the 4D N = 1 theory.

2.3.1 GKP Analysis

The GKP construction begins with an ansatz for the 10D metric:

ds2 = e2A(y)ηµνdx
µdxν + e−2A(y)g̃mndy

mdyn . (2.44)
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Since the scale factor for the 4D Minkowski space depends on our location in the 6D

space, this is referred to as a warped product, and A (y) is referred to as the “warp

factor.” We make no assumptions about the metric g̃mn of the unwarped 6D space,

but instead assume that the four extended directions have the geometry of Minkowski

space, not de Sitter or anti de Sitter space.

We will assume that the 6D space is large compared to the string scale, so that

the IIB supergravity action6

SIIB =
1

2`8

∫
d10x

√
−g
{
R− ∂τ · ∂τ

2Im (τ)2 −
G3 ·G3

12Im (τ)
− F5 · F5

4 · 5!

}
+

1

8i`8

∫
1

Im (τ)
C4 ∧G3 ∧G3 + Sloc , (2.45)

provides a reliable effective description of the 10D massless fields, as well as local

objects such as branes or orientifold planes contained in Sloc. Many of these fields

have been redefined, relative to the conventions of [3], as

ghere
µν = e−φ/2gthere

µν , (2.46)

τ = C0 + ie−φ , (2.47)

G3 = F3 − τH3 , (2.48)

F here
5 = F there

5 − 1

2
Cthere

2 ∧Hthere
3 +

1

2
Bthere

2 ∧ F there
3 . (2.49)

The conventions used here make manifest the SL (2,Z) action of S-duality on this
6Strictly speaking this is not a complete action, since it does not reproduce the constraint F5 =

∗10F5. In fact a complete action does exist for IIB supergravity, as demonstrated in [39, 40], but
the "action" presented here will be sufficient for our analysis.
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action:  C2

B2

 →

 a b

c d


 C2

B2

 , (2.50)

 F3

H3

 →

 a b

c d


 F3

H3

 , (2.51)

τ → aτ + b

cτ + d
, (2.52)

G3 → G3

cτ + d
, (2.53)

where {a, b, c, d} are integers satisfying ad− bc = 1.

As usual, the action (2.45) must be supplemented by a constraint:

F5 = ∗10F5 . (2.54)

The only solution consistent with Poincaré invariance is

F5 = (1 + ∗10) dα (y) ∧ dx0 ∧ dx1 ∧ dx2 ∧ dx3 , (2.55)

for some scalar function α (y) on the compact space.

We begin by studying a subset of the equations of motion for the theory, the

trace-reversed Einstein equations for the four extended dimensions:

Rµν = `8
(
Tµν −

1

8
gµνT

)
, (2.56)

where Tµν is the stress-tensor, and T is its trace. Both receive contributions from the

usual supergravity fields, as well as from as-yet-unspecified localized sources:

T loc
MN = − 2√

−g
δSloc

δgMN
. (2.57)
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We can compute the Ricci tensor from the metric ansatz (2.44), which gives

Rµν = −1

4

[
∇̃2e4A − e−6Agmn

(
∂me

4A
) (
∂ne

4A
)]
, (2.58)

where ∇̃2 is the Laplace-Beltrami operator computed using the unwarped metric g̃mn.

Computing the stress tensor gives

`8
(
Tµν −

1

8
gµνT

)
= −gµν

[
GmnpG

mnp

48Im (τ)
+
e−8A

4
gmn (∂mα) (∂nα)

]
+`8

(
T loc

µν −
1

8
gµνT

loc

)
,

(2.59)

where the contractions of the 3-form are performed with the warped metric gmn.

Substituting (2.58) and (2.59) into (2.56) and tracing gives

∇̃2e4A = e2AGmnpG
mnp

12Im (τ)
+ e−6Agmn

[
(∂mα) (∂nα) +

(
∂me

4A
) (
∂ne

4A
)]

+
`8

2

(
Tm

m − T µ
µ

)
loc
, (2.60)

where again all contractions on the righthand side are performed with the warped

metric.

If we integrate (2.60) over the compact space the lefthand side gives zero, while the

first two terms on the righthand side are positive semi-definite. We therefore conclude

that in the absence of localized sources, fluxes cannot be included and the warp factor

A (y) must be constant. If localized sources are to be included, they must make a

negative semi-definite contribution to the third term. When their contribution is

negative, fluxes and warping are both permitted. As our canonical localized source,

we consider a brane or orientifold plane with tension Tp, filling the four extended

dimensions and wrapping a p − 3 cycle Σ on the compact space. Its contribution to

(2.60) is then (
Tm

m − T µ
µ

)
loc

= (7− p)Tpδ (σ) . (2.61)

36



For p < 7, we see that negative tension objects, such as orientifold-planes, are re-

quired. We can also freely add D7 branes and O7 planes.

Let us now examine the Bianchi identity,

dF5 = H3 ∧ F3 + 2`8T3ρ3 . (2.62)

We see that the Bianchi identity is modified from the usual dF5 = 0. First, the Chern-

Simons term in (2.45) leads to the H3 ∧ F3 term. In the second term we include the

sources of D3 charge, which include both D3 branes and O3 planes, as well as D7

branes and O7 planes, which induce D3 charge when they wrap 4-cycles. Note that ρ3

is product of the volume form of the Calabi-Yau and delta functions which describe

the location of the various sources. If we integrate (2.62) over the compact space, we

find
1

2`8T3

∫
H3 ∧ F3 = −Q3 , (2.63)

a condition known as the “tadpole constraint.” This indicates that the fluxes H3 and

F3 contribute some net D3 charge, which must be cancelled by other sources of D3

charge, most notably O3 planes.

Returning to (2.62), we can rewrite the H3 ∧ F3 in terms of G3 and G3, evaluate

dF5 using the expression for the 5-form field strength (2.55), and find

∇̃2α = ie2AGmnp

(
∗6G3

)mnp

12Im (τ)
+ 2e−6Agmn (∂mα)

(
∂ne

4A
)

+ 2`8e2AT3ρ3 , (2.64)

where we have now divided the volume form out of ρ3, leaving only the delta functions.

If we now subtract this from (2.60), we find an important constraint:

∇̃2
(
e4A − α

)
=

e2A

6Im (τ)
|iG3 − ∗6G3|2 + e−6A

∣∣∂ (e4A − α
)∣∣2

+2`8e2A

[
1

4

(
Tm

m − T µ
µ

)
loc
− T3ρ3

]
. (2.65)
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Once again, the lefthand side gives zero when integrated over the Calabi-Yau, and

the first two terms on the righthand side are positive semi-definite. This means that

when integrated, the last term can give something zero or negative, but not something

positive. When the contribution of the final term is negative, i.e. when

1

4

(
Tm

m − T µ
µ

)
loc
< T3ρ3 , (2.66)

(2.65) can be satisfied by cancellations between all three of the terms on the righthand

side. This situation is rather difficult to analyze, so we will not pursue it further.

We now turn our attention to sources that satisfy

1

4

(
Tm

m − T µ
µ

)
loc

= T3ρ3 , (2.67)

so that the contribution from the third term is zero. Such sources include D3 and

D7 branes, as well as O3 and O7 planes. When only these sources are included,

each term on the righthand side of (2.65) must vanish separately, i.e. we must have

∂mα = ∂me
4A and G3 must be imaginary self-dual (ISD). While the relationship

between the warp factor A (y) and the 5-form (determined by α (y)) can be trivially

imposed, the condition that G3 be ISD is highly non-trivial, since the metric of the

compact space enters through the Hodge star ∗6. Indeed, the axio-dilaton τ and many

of the metric moduli are stabilized by the ISD condition. Analysis of this condition

will occupy a significant fraction of chapters III and IV.

2.3.2 O3/O7 Calabi-Yau Orientifolds and their Spectra

Having learned several general lessons from the GKP analysis, we now introduce

a large family of compactifications that are of GKP type. These are orientifold pro-

jections of Calabi-Yau compactifications with O3 and O7 planes. The construction

begins with an ordinary Calabi-Yau compactification, as described in section (2.2).
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The orientifold projection introduces orientifold planes, reduces the amount of super-

symmetry in the 4D theory from N = 2 to N = 1, and projects many of the moduli

out of the theory altogether. The remaining moduli lie in N = 1 chiral multiplets,

and the moduli space still factorizes into two parts: the “vector moduli,” descended

from N = 2 vector multiplets, and the “hypermoduli” descended from N = 2 hyper-

multiplets. For an extensive discussion of orientifold compactifications, see [24].

We begin by studying the orientifold theories without fluxes, so that the moduli

are all massless7. The orientifold projection removes states which are odd under the

combined action of two separate involutions. The first involves worldsheet operators,

always including worldsheet parity Ωp and, in the O3/O7 case8, also including the

spacetime fermion number in the left-moving sector, (−1)FL . Our usual 10D fields

are all eigenstates of these involutions, with eigenvalues:

Field φ, gµν Bµν C0 C1 C2 C3 C4

Ωp + - - + + - -

(−1)FL + + - - - - -

The eigenvalues of Cn+4 are equal to those of Cn. The second factor is an involution σ

of the spacetime, in this case of the Calabi-Yau only. Orientifold planes arise at fixed

points of σ. In the case of O3/O7 compactifications σ is a holomorphic involution,

acting as

σ∗J = J , (2.68)

σ∗Ω3 = −Ω3 . (2.69)

If we use local coordinates zm, m = 1, 2, 3, such that Ω3 = dz1 ∧ dz2 ∧ dz3, we see
7Note that the tadpole constraint (2.63) can be satisfied by the introduction of D3 branes, so

that the theory without fluxes is well-defined.
8IIB strings also allow orientifolds without the factor of (−1)FL . These lead to compactifications

with O5 and O9 planes. One can also consider orientifolds of IIA strings. These require an anti-
holomorphic involution, and lead to O6 planes. We will not discuss either of these cases explicitly.
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that σ must flip the sign on either one or all of the zm, leading to O7 or O3 planes,

respectively.

In order to discuss the O3/O7 spectrum we will need to refine the basis of co-

homology elements introduced in 2.2.1.3, so that each element of the refined basis is

either odd or even under σ. (2.68) indicates that the Calabi-Yau volume form is even

under the involution, as is the constant function 1. The remaining basis elements are:

The σ-even forms: consisting of the 2-forms µα, their dual 4-forms µ̃α, and the

3-forms AÎ and BÎ . The ranges of the indices are α = 1, ..., h
(1,1)
+ and Î =

1, ..., h
(2,1)
+ .

The σ-odd forms: consisting of the 2-forms ωa, their dual 4-forms ω̃a, and the 3-

forms αI and βI . The ranges of the indices are a = 1, ..., h
(1,1)
− and I = 0, ..., h

(2,1)
− .

Note that by (2.69), the (3, 0) form is σ-odd.

Because the volume form is even, many intersections products of these forms (e.g.∫
AÎ ∧ βJ) automatically vanish. The non-zero intersections are

∫
AÎ ∧ B

Ĵ = δĴ
Î
, (2.70)∫

αI ∧ βJ = δJ
I , (2.71)∫

µα ∧ µ̃β = δβ
α , (2.72)∫

ωa ∧ ω̃b = δb
a , (2.73)

and

∫
µα ∧ µβ ∧ µγ = καβγ , (2.74)∫
µα ∧ ωb ∧ ωc = κ̂αbc . (2.75)

Let us now compute the spectrum of the 4D theory.

40



The 10D scalars C0 and φ are both even under (−1)FL Ωp, and so survive the

orientifold projection. Since the holomorphic 3-form Ω3 is σ-odd, only h(2,1)
− complex

structure moduli zi survive the orientifold projection. The Kähler form is σ-even,

and so it must be expanded on even 2-forms,

J = tαµα , (2.76)

giving rise to h(1,1)
+ real scalars. The RR form field C2 is odd under (−1)FL Ωp, and

so must be expanded on σ-odd forms only:

C2 = caωa , (2.77)

ans so provides h(1,1)
− real scalars. The NS 2-form B2 is also odd under (−1)FL Ωp, so

its expansion is similar to that of C2 :

B2 = uaωa . (2.78)

C4, on the other hand, is even under (−1)FL Ωp, so it must be expanded on σ-even

forms:

C4 = ρα
µνµαdx

µ ∧ dxν + ραµ̃
α + AÎ

µAÎ ∧ dx
µ − AµÎB

Î ∧ dxµ . (2.79)

Once again, the constraint F5 = ∗10F5 halves the number of independent components

of C4, and we will take ρα
µν and AµÎ to be functions of ρα and AÎ

µ. These contribute

h
(1,1)
+ real scalars, and h(2,1)

+ vectors, respectively. We see that the h(2,1) N = 2 vector

multiplets split into h(2,1)
+ N = 1 vector multiplets, with the vectors provided by AÎ

µ,

and h(2,1)
− N = 1 chiral multiplets, with the scalars provided by the zi. The h(1,1) + 1

N = 2 hypermultiplets are reduced to h(1,1) + 1 chiral multiplets, with the scalars

provided by ρα, t
α, ua, ca, C0, and φ.

Having determined the number of light fields, we will describe the correct Kähler
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coordinates and Kähler potentials for these compactifications [24]. This is straight-

forward for the vector moduli, since their N = 2 moduli space was special Kähler.

The zi are already good Kähler coordinates, and the Kähler potential is just what we

might have guessed from the analysis in section (2.2.2):

KV = − log

−i ∫
CY

Ω3 ∧ Ω3

 , (2.80)

where Ω3 is expanded only on the σ−odd 3-cycles.

The analysis of the hypermoduli is more delicate, since the orientifold picks out

a Kähler submanifold of the N = 2 moduli space, which is quaternionic Kähler. We

simply quote the results of [41], that the proper Kähler coordinates are

τ = C0 + ie−φ , (2.81)

Ga = ca − τua , (2.82)

Tα = ρα −
i

2
e−φκαβγv

βvγ − κ̂αbcc
buc +

1

2
τ κ̂αbcu

buc , (2.83)

and the Kähler potential is

KH = − log [−i (τ − τ)]− 2 log

[
1

6
e−3φ/2

∫
J ∧ J ∧ J

]
. (2.84)

The dependence of the Kähler potential on the Kähler coordinates {τ,Ga, Tα} is

implicitly determined by (2.81)-(2.83), but cannot in general be directly determined.

The Kähler metric and its inverse can be explicitly determined, but since the result

is quite involved, and will not be needed until our analysis of compactifications of

geometric fluxes, we postpone their discussion until chapter IV.

The introduction of 3-form fluxes along the Calabi-Yau induces a superpotential
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[42, 43] in the 4D, N = 1 effective theory. It takes the quite simple form

W =

∫
G3 ∧ Ω3 , (2.85)

where G3 is the usual complex flux F3 − τH3. In addition to τ, this superpoten-

tial is also a function of the complex structure moduli zi, which enter through the

holomorphic 3-form. The remaining hypermoduli Ga and Tα do not appear in the

superpotential, and cannot be stabilized (at the classical level) by 3-form fluxes.

While (2.85) can be derived directly by dimensional reduction, it was originally

derived [42] by relating the fluxes F3 and H3 to the wrapped D5 and NS5 branes

that are their magnetic sources. In this construction, the branes wrap 3-cycles on

the Calabi-Yau, and form domain walls in the four extended dimensions. For BPS

configurations, the tension of the domain wall is equal to the superpotential. This

derivation was extended to compactifications that are “non-geometric,” in the sense of

having no 2-cycles in [44]. Recently, this superpotential was derived using worldsheet

methods only [45]. Rather then review each of these derivations, we will demonstrate

in chapter III that this superpotential correctly reproduces the ISD condition on the

flux G3, as discussed in section 2.3.1.
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CHAPTER III

GKP Flux Attractors

3.1 Introduction

The compactification of string theory from 10 to 4 dimensions is a subject of both

formal and phenomenological interest. Many methods of compactification result in

moduli: massless 4D scalar fields which correspond to deformations of the compact-

ification geometry. Given the observed absence of massless scalars, these moduli are

phenomenologically undesirable. As a result, much attention has been focused on the

question of how moduli can be stabilized, i.e. how features can be added to a simple

compactification so that most or all of the 4D scalar fields become massive. We can

consider this question in three different levels of detail:

1. Is the proposed stabilization method consistent? That is, does the stabilized

compactification still solve the 10D equations of motion?

2. Which moduli are stabilized, and what are their VEVs?

3. What are the masses of the moduli?

In this chapter we study compactifications of IIB string theory on Calabi-Yau orien-

tifolds, with RR and NS 3-form flux in the compact directions. The flux attractor

equations [17] describing the stabilization of the moduli strongly resemble black hole

attractor equations, and we will exploit this similarity to address the questions above.
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We will focus our attention on one of the 10D equations of motion. If the (real)

3-form RR flux is F3, the (real) 3-form NS flux is H3, and the complex axio-dilaton

is τ, we define the complex 3-form flux

G3 ≡ F3 − τH3 . (3.1)

For large classes of compactifications to 4D Minkowski space, the 10D equations of

motion require [38, 46] that G3 be imaginary self dual (ISD):

∗6G3 = iG3 . (3.2)

Because ∗6 involves the metric, a non-zero G3 stabilizes some or all of the complex

structure moduli and τ. Specifically, the complex structure of the Calabi-Yau is fixed

so thatG3 has only (0, 3) and/or (2, 1) components. If no such combination of complex

structure and τ exists, the choice of F3 and H3 is not consistent with compactification

to Minkowski space. In order to analyze (3.2) in detail we may expand G3 and the

holomorphic 3-form, Ω3, on a judiciously chosen basis of 3-cycles. This procedure

results in the flux attractor equations, as we review in section 3.2.

The resulting algebraic equations suffer an apparent inconsistency, in that there

are many more equations than moduli. If n = b3/2− 1 is the number of (2, 1) cycles

on the Calabi-Yau, we will find 4n+4 different (real) equations and only 2n+2 (real)

moduli. While this mismatch suggests that the system of equations is overconstrained,

we will show that this is not the case. In section 3.3 we will show that the 4n + 4

attractor equations determine both the VEVs of the moduli and the independent

parameters of their mass matrix, as well as the gravitino mass. All of these outputs

together constitute 4n+ 4 parameters, the same as the number of input fluxes.

Having established that the flux attractor equations determine both the moduli

VEVs and certain mass parameters, in section 3.4 we develop an algorithm to find
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them. We take inspiration from OSV [21], who solved the black hole attractor equa-

tions by introducing a mixed ensemble. Accordingly, we first solve the “magnetic” half

of the attractor equations, writing our 4n+4 parameters in terms of the 2n+2 mag-

netic fluxes and 2n + 2 as-yet-undetermined electric potentials. We then show that

the “electric” attractor equations can be rewritten in terms of a generating function,

and that they can be formally solved by a simple Legendre transform.

The existence of the generating function G is the principal result of this chapter.

If one can determine it as a function of arbitrary fluxes, its derivatives will give back

the moduli VEVs and the mass parameters. Thus G provides a compact summary

of the flux attractor behavior, and this suggests that we study the properties of G

directly. We initiate such a study in section 3.5, where we find a general formula for

G :

G =

∫
F3 ∧H3 − 2Vol2m2

3/2. (3.3)

Here the gravitino mass is considered as a function of arbitrary fluxes.

We proceed in section 3.6 by considering an explicit example. We use the pre-

potential F = Z1Z2Z3/Z0, a setting with sixteen distinct fluxes. For a reduced set

of eight of these fluxes we are able to completely solve the flux attractor equations.

We then argue that the general case can be solved as well, by appealing to duality

transformations.

For the sake of simplicity, we will discuss many of our results in the context of

large-volume, unwarped compactifications. These lead to relatively well-understood

4D theories, and we can easily translate our findings about the 10D geometry into

statements about 4D physics. However, our 10D reasoning applies equally well to

strongly-warped compactifications and some non-geometric compactifications [44].

Since we are analyzing the ISD condition, which is quite robust, we expect our qual-

itative understanding of the flux attractor behavior, such as the existence of a gener-

ating function, to be similarly robust. On the other hand the detailed mass spectrum
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depends on the Kähler potential, and is therefore less robust.

As we have mentioned above, the solution of the flux attractor equations is con-

trolled by a single generating function, which depends on the fluxes alone. In the

case of the black hole attractor, the analogous function turned out to be the equi-

librium value of the black hole entropy. It is tempting to speculate that the flux

attractor equations also describe a thermodynamic system. Ultimately, the underly-

ing statistical system may be related to a classical measure on this patch of the string

theory landscape. We conclude in section 3.7 by summarizing the issues that must

be resolved in order to make this interpretation sound.

3.2 From the ISD Condition to Attractor Equations

In this section we review some basic aspects of special geometry and flux com-

pactifications. We then provide a simple derivation of the flux attractor equations.

3.2.1 Special Geometry

Most of the objects we are interested in, including F3, H3, and Ω3, are 3-forms

on the compact space. It is useful to expand these 3-forms on a real basis
{
αI , β

I
}
,

I = 0, ..., n, satisfying

∫
αI ∧ βJ = δJ

I , (3.4)∫
αI ∧ αJ =

∫
βI ∧ βJ = 0 . (3.5)

We specify the NS fluxes H3 and RR fluxes F3 with respect to this basis as

H3 = mI
hαI − eh

Iβ
I , (3.6)

F3 = mI
fαI − ef

Iβ
I . (3.7)
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There is an Sp (2n+ 2,R) symmetry1 that corresponds to a change in the basis{
αI , β

I
}
. The fluxes

{
mI

h, e
h
I

}
and

{
mI

f , e
f
I

}
transform in the fundamental of Sp (2n+ 2,R) ,

and objects with an index I, J,K... transform in the fundamental of SO (n+ 1,R) ⊂

Sp (2n+ 2,R) .

We can also expand the holomorphic 3-form with respect to the real basis,

Ω3 = ZIαI − FIβ
I . (3.8)

The combination
{
ZI , FI

}
is called a symplectic section [35], and also transforms in

the fundamental of Sp (2n+ 2,R). While the fluxes eh,f
I andmI

h,f were all independent

parameters, the FI and ZI are holomorphic functions of the complex structure moduli.

For our purposes, it is sufficient to treat the FI as functions that are holomorphic

and homogeneous of degree 1 in the ZI . The functional form of the FI is the only

information about the Calabi-Yau geometry that we will use.

The holomorphic 3-form is only defined up to a holomorphic rescaling,

Ω3 → f
(
ZI
)
Ω3 . (3.9)

These are the Kähler transformations. If, under Kähler transformations, an operator

is simply multiplied by h powers of f
(
ZI
)

and h powers of f (ZI), we will say that

it is Kähler covariant with weight
(
h, h
)
. For example, Ω3 has weight (1, 0) .

Physical moduli must be invariant under Kähler transformations. For example,

on a patch where Z0 6= 0 we may use the ratios

zi ≡ Zi

Z0
, (3.10)

where i = 1, ..., n. The zi are clearly Kähler invariant. Unfortunately, this breaks

1Dirac quantization conditions require the magnetic fluxes mI
h,f and electric fluxes eh,f

I to take
integer values, breaking Sp (2n + 2, R) to a discrete subgroup.
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the SO (n+ 1) symmetry enjoyed by the ZI , so we will sometimes use an alternative

approach to formulating Kähler invariant quantities. We will utilize a coefficient C

which has weight (−1, 0) , so that the products CZI are Kähler invariant.

Because Kähler transformations are local, ordinary derivatives of Kähler covari-

ant functions do not give new Kähler covariant functions. We introduce the Kähler

potential

Kz = − log i

∫
Ω3 ∧ Ω3 , (3.11)

which generates the metric on moduli space,

gij = ∂i∂jKz . (3.12)

By construction, eKz has weight (−1,−1) . This motivates the definition of the Kähler

covariant derivative of an operator of weight
(
h, h
)
,

DiO(h,h) ≡ e−hKz∂i

(
ehKzO(hh)

)
= ∂iO

(
h, h
)

+ hO(h,h)∂iKz . (3.13)

We note that since the Kähler potential is real, the Kähler covariant derivative of a

holomorphic object is not itself holomorphic.

It is especially interesting to consider derivatives of the holomorphic 3-form. An

ordinary derivative with respect to the complex structure moduli gives a sum of (3, 0)

and (2, 1) forms,

∂iΩ3 = kiΩ3 + χi . (3.14)

If we instead use a Kähler covariant derivative, the Kähler potential is constructed

so that the (3, 0) piece cancels and we are left with only a (2, 1) form,

DiΩ3 = χi . (3.15)
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This establishes a convenient complex basis for 3-forms on the Calabi-Yau, {Ω3, DiΩ3,

DiΩ3, Ω3} [30]. The intimate connection between the complex structure of a Calabi-

Yau and its cohomology will be the primary tool that we use to analyze the ISD

condition (3.2).

3.2.2 S-Duality

In addition to Kähler transformations, S-duality helps organize the flux attractor

equations. Type IIB supergravity has an SL (2,R) symmetry2, under which

τ → aτ + b

cτ + d
, (3.16) F3

H3

 →

 a b

c d


 F3

H3

 , (3.17)

with the constraint

ad− bc = 1 . (3.18)

The transformation of the complex flux G3 under S-duality can be deduced from the

transformations of F3, H3, and τ :

G3 →
G3

cτ + d
. (3.19)

We will frequently encounter Im (τ) , which transforms as

Im (τ) → Im (τ)

|cτ + d|2
. (3.20)

2Quantum effects break this to SL (2, Z) , but the distinction between the two groups will not be
relevant to our analysis.
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3.2.3 4D Physics of Large Volume Compactifications

The flux attractor equations are simply a rephrasing of the ISD condition (3.2).

We could discuss the ISD condition entirely from the 10D point of view, but we find

it useful to make reference to the resulting 4D effective theory. As long as the volume

of the Calabi-Yau is large relative to the string scale, and regions of strong warping

are all string scale, the result is a 4D, N = 1 theory with the GVW superpotential

[42, 43],

W =

∫
CY

G3 ∧ Ω3 , (3.21)

and Kähler potential3,

K = Kz +Kτ +Kt (3.22)

= − log

i ∫
CY

Ω3 ∧ Ω3

− log [2Im (τ)]− 2 log [Vol] . (3.23)

These compactifications are reviewed in e.g. [23, 25, 27, 29]. While both the su-

perpotential and Kähler potential receive a variety of phenomenologically interesting

corrections [47–49], we will not consider their effects here. Note that the 4D Käh-

ler potential contains the Kähler potential (3.11) that we introduced earlier for the

Calabi-Yau. This relationship between the 4D kinetic terms and the Calabi-Yau ge-

ometry is a special characteristic of the large-volume limit, and breaks down in the

presence of significant warping (see e.g. [50–55]).

In addition to the complex structure moduli zi and τ, the 4D theory also contains

a number of Kähler moduli ta. Rather than depending on the holomorphic volumes

of three-cycles, these measure the actual volumes of two- and four-cycles. Since the
3The volume of the Calabi-Yau is determined by the Kähler moduli, which are not stabilized by

3-form fluxes. We have little to say about the factors of the volume that appear, but include them
for completeness.
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Kähler moduli do not appear in the superpotential, their F-terms are just

Fa = DaW = W∂aKt . (3.24)

When summed up they give
∑

a |Fa|2 = 3 |W |2 , so the standard expression for the

scalar potential simplifies to

V = eK

[ ∑
A=i,τ,a

|DAW |2 − 3 |W |2
]

(3.25)

= eK

(∑
i

|DiW |2 + |DτW |2
)
. (3.26)

When W 6= 0 the F-terms for the Kähler moduli (3.24) are non-vanishing, so SUSY is

broken. However, the potential (3.25) is positive definite and has a global minimum

when Fi = DiW = 0 and Fτ = DτW = 0. Because of this, we require that Fi = Fτ =

0, regardless of whether SUSY is broken.

The simple form of the Kähler potential gives the Fi = Fτ = 0 conditions simple

geometric interpretations. For the complex structure moduli we find

DiW =

∫
CY

G3 ∧DiΩ3 =

∫
CY

G3 ∧ χi , (3.27)

so that setting Fi = 0 is equivalent to requiring that G3 have no (1, 2) component. In

addition one can verify that

Dτ

∫
G3 ∧ Ω3 = − 1

τ − τ

∫
G3 ∧ Ω3 , (3.28)

so setting Fτ = 0 is equivalent to requiring that G3 have no (3, 0) component. Thus

we have found that minimizing the potential (3.25) is equivalent to imposing the ISD
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condition (3.2). This is one of the reasons that the GVW superpotential is believed

to accurately describe large-volume compactifications.

3.2.4 Flux Attractor Equations

The flux attractor equations were originally derived in [17] by considering F-theory

compactified on CY3 × T 2. For the sake of variety, we present a slightly different

derivation which does not involve an explicit embedding in F-theory.

Our goal is to make the implications of the ISD condition (3.2) more explicit.

Since an ISD 3-form can have only (0, 3) and (2, 1) pieces, we can expand it with

respect to the complex basis introduced at the end of section (3.2.1) as:

G3 = −iIm (τ)
[
CΩ3 + CiDiΩ3

]
. (3.29)

The overall factor of −iIm (τ) is included for convenience. Note that C and Ci both

have weight (−1, 0) under Kähler transformations, and transform under S-duality as

C → (cτ + d)C , (3.30)

Ci → (cτ + d)Ci . (3.31)

In order to make (3.29) completely explicit we must specify the symplectic section{
ZI , FI

}
, as this determines how Ω3 depends on the complex structure moduli. We

can then compute the Kähler covariant derivatives DiΩ3, so that (3.29) becomes an

algebraic equation for the complex structure moduli and the axio-dilaton.

One undesirable aspect of (3.29) is that the LHS contains both the real fluxes F3

and H3, which we think of us “inputs,” and the axio-dilaton τ, which we think of as
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an “output.” This is rectified by writing

 G3

G3

 =

 1 −τ

1 −τ


 F3

H3

 = −iIm (τ)

 CΩ3 + CiDiΩ3

−CΩ3 − C
i
DiΩ3

 , (3.32)

which we can easily invert:

 F3

H3

 = −1

2

 −τ τ

−1 1


 CΩ3 + CiDiΩ3

−CΩ3 − C
i
DiΩ3

 (3.33)

=

 Re
[
τ
(
CΩ3 + C

i
DiΩ3

)]
Re
[
CΩ3 + C

i
DiΩ3

]
 . (3.34)

Now the LHS of the attractor equations consists entirely of quantities that define the

vacuum (fluxes), while the RHS depends on the moduli and the symplectic section

(choice of
{
ZI , FI

}
).

The equations in (3.34) are equations for 3-forms, rather than for ordinary num-

bers. While this makes their geometric implications clear, if we want to actually solve

the equations it will be helpful to integrate them against a real basis of 3-forms. We

have already introduced the required notation in (3.6)-(3.8), so we simply quote the

result,

mI
f = Re

[
τ
(
CZI + C

i
DiZI

)]
, (3.35)

mI
h = Re

[
CZI + C

i
DiZI

]
, (3.36)

ef
I = Re

[
τ
(
CFI + C

i
DiFI

)]
, (3.37)

eh
I = Re

[
CFI + C

i
DiFI

]
. (3.38)

One benefit to writing the attractor equations in this form is that there is manifestly

one real equation for each real flux, for a total of 4n + 4 real equations. We will
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compare this to the number of moduli and other parameters quite carefully in the

next section.

One may wonder to what extent it makes sense to call (3.35)-(3.38) “attractor

equations.” The word “attractor” implies some sort of flow along which all informa-

tion about a set of initial conditions is lost, but we have not introduced any notion

of attractor flow. We note that in the study of extremal black holes, there is a use-

ful distinction between the entire attractor flow, which takes place between spatial

infinity and the horizon, and the attractor equations, which describe how the moduli

are stabilized at the horizon. Because (3.35)-(3.38) are closely analogous to the black

hole attractor equations, we consider calling them “attractor equations” to be only a

minor abuse of the term.

3.3 Attractor Equations and Mass Matrices

In expanding out the flux attractor equations, we found 4n + 4 real equations4

(3.35)-(3.38). This is many more than the 2n + 2 real moduli VEVs we want to fix,

the zi and τ. The origin of this mismatch is that there are additional “outputs” of the

attractor equations, namely the coefficients C and Ci. Including these outputs gives

4n + 4 real variables, equal to the number of attractor equations. We will see that

these coefficients determine the mass spectrum of the 4D theory.

3.3.1 Black Hole Attractor Equations and the Entropy

While the Ci are a new feature of the flux attractor equations, the coefficient C

also appears in the more familiar context of BPS black hole attractor equations. We

begin by discussing the role it plays there. Suppose we have constructed a 4D BPS

Reissner-Nordström black hole by wrapping D3 branes on the 3-cycles of a Calabi-

Yau manifold. The charges of the black hole can be described by a 3-form, F3. We
4n = b3/2− 1, so that n + 1 is the number of N = 1 vector multiplets in the 4D theory.
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can expand a general real 3-form either against a real basis, or against the complex

basis introduced in section 3.2.1:

F3 = pIαI − qIβ
I (3.39)

= Re
[
CΩ3 + CiDiΩ3

]
. (3.40)

The expression for the spacetime central charge of the black hole is

WBH =

∫
F3 ∧ Ω3 , (3.41)

and the BPS conditions are DiWBH = 0. Since F3 does not depend on the moduli,

the BPS conditions reduce to

∫
F3 ∧DiΩ3 = 0 , (3.42)

i.e. they require that the (1, 2) piece of F vanishes. This simplifies the general

expansion (3.40) to

F3 = 2Re [CΩ3] . (3.43)

This is the standard black hole attractor equation, originally derived in [56–58] and

reviewed in [18, 59, 60].

If we expand (3.43) on the real basis
{
αI , β

I
}

we will find a counting problem.

Although there are 2n + 2 real equations, there are only 2n real physical moduli,

the zi. In order to understand the mismatch, we first note that the righthand side

of (3.43) contains 2n + 4 real parameters,
{
C,ZI

}
. Since both C and ZI transform

under Kähler transformations we can eliminate one complex parameter, leaving 2n+2

Kähler invariant parameters. For example, if we assume that Z0 6= 0, we can take the

Kähler invariant parameters to be {CZ0, zi = Zi/Z0} . More generally, the number

of Kähler invariant parameters is equal to the number of attractor equations. The
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non-trivial feature is that, in addition to determining the values of the moduli zi, the

black hole attractor equations fix the Kähler invariant quantity CZ0.

It is natural to ask what the physical significance of the additional parameter is.

One important place where it appears is in the black hole entropy,

S

π
= eKz |WBH |2 (3.44)

=
e−Kz

|Z0|2
·
∣∣CZ0

∣∣2 , (3.45)

since (3.41) and (3.43) imply that WBH = −iCe−Kz . In the final expression we have

written the black hole entropy as the product of two Kähler-invariant factors, with

the first factor depending only on the moduli zi. We see that a change in CZ0 leads

to a change in the entropy, with the moduli held fixed.

It is sometimes stated that solving the attractor equations is equivalent to mini-

mizing an effective potential. Our analysis shows that, in fact, the attractor equations

simultaneously determine both the values of the moduli and the value of the effective

potential. Simply minimizing the effective potential with respect to the moduli would

have given us 2n real equations, rather than 2n+ 2, and we would have had to insert

the solutions for the moduli back into the effective potential to find its value at the

minimum.

3.3.2 Fermion Masses

Let us now return to the flux attractor equations. (3.35)-(3.38) constitute 4n+ 4

real equations, while the moduli zi and τ constitute 2n+2 real parameters. Our anal-

ysis of the black hole attractor equations revealed that CZ0 contributes two more real

independent parameters, but we are still left with 2n more equations than parameters.

The new features in the flux attractor are the coefficients Ci, first introduced in (3.29).

Including these in our set of Kähler-invariant parameters as {τ, zi, CZ0, CiZ0} , we
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have accounted for everything that appears on the righthand side of (3.34), for a

grand total of 4n + 4 parameters. Just as in the black hole case we found that dif-

ferent choices of charges could lead to the same moduli but different entropies, here

different choices of the fluxes can lead to the same moduli, but different values of

CZ0 and CiZ0.

In large-volume compactifications, the role of the black hole entropy is played by

the gravitino mass:

m2
3/2 = eK |W |2 , (3.46)

Indeed, if we substitute in the expressions (3.21) for the superpotential and (3.23) for

the Kähler potential, we find

m2
3/2 =

e−KzIm (τ)

2 |Z0|2 Vol2
·
∣∣CZ0

∣∣2 . (3.47)

Just as CZ0 determined the entropy of the black hole attractor, it determines the

gravitino mass for the flux attractor.

While we understand well enough what it means to solve for the VEVs of zi and

τ, and we know that C is related to the gravitino mass, we need to develop a physical

interpretation of the Ci. We’ll first observe that the Ci appear when we consider the

second derivatives of the superpotential:

DiDjW =

∫
G3 ∧DiDjΩ3 (3.48)

=

∫
G3 ∧

(
Fijkχ

k
)

(3.49)

= Im(τ)e−KzFijkC
k , (3.50)

where [61]

Fijk = ieKz

∫
Ω3 ∧ ∂i∂j∂kΩ3 (3.51)

58



depends on both the moduli and the symplectic section5. We also need the mixed

derivatives,

DτDiW = −
∫
G3 ∧ χi

τ − τ
(3.52)

= −1

2

∫ (
CΩ3 + Cjχj

)
∧ χi (3.53)

=
i

2
C

j
gije

−Kz . (3.54)

Here we used (3.27) and (3.28). Also, in the last step we used the relationship between

the metric on complex structure moduli space (3.12) and the (2, 1) forms (3.14),

gij = −
∫
χi ∧ χj∫
Ω3 ∧ Ω3

. (3.55)

The remaining second derivative vanishes,

DτDτW =
2

(τ − τ)2

∫
G3 ∧ Ω3 (3.56)

= 0 , (3.57)

since G3 has no (0, 3) piece.

The second derivatives of the superpotential generically determine the masses of

the components of chiral multiplets. The standard expression [62] for the spinor mass

matrix in 4D N = 1 supergravity is

mαβ =

(
DαDβW − 2

3
(DαW ) (DβW )− Γc

αβDcW

)
m3/2

W
. (3.58)

Since the Kähler moduli are not stabilized, we will only consider α = i, τ. The moduli

space factorizes, so the connection ΓA
BC will have no mixed components, Γa

αβ = 0.

Imposing the global minimum condition DiW = DτW = 0 reduces the mass matrix

5For cubic prepotentials and physical moduli zi = Zi/Z0,
∫

Ω3 ∧ ∂i∂j∂kΩ3 =
(
Z0
)2

Cijk.
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to

mαβ = eK/2

√
W

W
DαDβW . (3.59)

Note that the overall phase
√
W/W could be absorbed into the definition of the

fermions, though we will not do so here. Substituting in the second derivatives com-

puted above, the fermion mass matrix simplifies to

 mij miτ

mτi mττ

 =
m3/2

C

 FijkC
k − 1

2iIm(τ)
gijC

j

− 1
2iIm(τ)

gijC
j

0

 . (3.60)

Here we used (3.59) and (3.46), substituted in the second derivatives (3.50), (3.54),

and (3.57), then simplified using (3.11), (3.21), (3.29), and (3.55). This demonstrates

how, in the large volume scenario, the Ci determine the structure of the fermion mass

matrix. These masses remain finite even in the limit m3/2 ∼ |C| → 0, since the ratio

m3/2/C approaches a finite value.

A few comments are in order. First, the fermion mass matrix has 2n + 2 real

eigenvalues, two more than there are parameters Ci. This indicates that we cannot

independently determine the masses of all of the moduli – for example, we could

consider choosing the masses of the zi, but then the mass of τ would be determined.

It is also interesting that the form of mij suggests a generalized Higgs mechanism.

If we think of the Fijk as Yukawa couplings, than Ck appears to play the role of a

Higgs vacuum expectation value. While the Ck do not correspond to the expectation

values of any dynamical scalars, it is possible that they can be interpreted as the

expectation values of auxiliary fields. Finally, if we can make Im (τ) = 1/gs large,

then the smallest fermion mass will be roughly m3/2g
2
s . It would be interesting to see

if such a light mode is of phenomenological interest, perhaps at an intermediate scale.
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3.3.3 Scalar Masses

In supersymmetric vacua, the masses of scalar fields should match the masses of

their fermionic partners. However, the no-scale vacua that we consider generically

break supersymmetry. While the F-terms for the complex structure moduli and axio-

dilaton vanish, DiW = DτW = 0, the F-terms for the Kähler moduli only vanish

when W = 0, as shown in (3.24). In this case, the scalar mass-squared matrix takes

the following form:

M2 =

 Mαβ Mαβ

Mαβ Mαβ

 , (3.61)

M2
αβ = eKW (DαDβW +DβDαW ) , (3.62)

M2
αβ

= eK
[
gγδDαDγWDβDδW + |W |2 gαβ

]
. (3.63)

While (3.62) and (3.63) would be standard expressions for a theory with only the

complex structure moduli and axio-dilaton, we verify in appendix A that they also

hold when Kähler moduli are included, and supersymmetry is broken in that sector.

Note that when W = 0, i.e. when supersymmetry is preserved, M2
αβ vanishes and

M2
αβ

= gγδmαγmδβ, as expected. When W 6= 0, the scalar masses are lifted above the

fermion masses, and the splitting of the masses-squared is of order m2
3/2 = eK |W |2 ∼

|CZ0|2 .

3.4 A Generating Function for the Flux Attractor Equations

In this section we develop an algorithm which, in principle, solves the flux at-

tractor equations. To do so we adapt the OSV solution of the black hole attractor

equations [21]. We begin with a change of variables designed to automatically solve

the magnetic half of the attractor equations. Next, we rewrite the electric half of

the attractor equations as derivatives of a generating function. Finally, a Legendre

61



transform provides a formal solution of the attractor equations.

The generating function itself is quite interesting. In [21], the generating function

governing the black hole attractor turned out to be the free energy of the black hole.

Our interest in the generating function is not restricted to this section, rather we will

discuss some of its general properties in section 3.5.

3.4.1 An Alternative Formulation of the Attractor Equations

The flux attractor equations (3.35)-(3.38) contain Kähler covariant derivatives,

which we find much less convenient than ordinary derivatives. We therefore consider

a modified version of (3.29) that does not have this problem:

G3 = −iIm (τ)
[
CΩ3 + LI∂IΩ3

]
, (3.64)

where C and the LI are coefficients. Note that we differentiate with respect to the

ZI , not the zi.

The ISD condition (3.2) allows only (2, 1) and (0, 3) pieces in the complex flux

G3. While the ansatz (3.64) does not contain a (1, 2) piece, equation (3.14) shows

that the ∂IΩ3 term includes a (3, 0) piece. Since the ISD condition (3.2) forbids such

a term, we must choose the LI so that it is projected out. The appropriate condition

on the LI is

LI∂IKz = 0 . (3.65)

After imposing this condition, the resulting G3 has only (0, 3) and (2, 1) pieces. We

thus conclude that (3.64) and (3.65) together are equivalent to (3.29), with

Ci =
∂zi

∂ZI
LI . (3.66)

If we think of the Ci as given, then this fixes n of the n + 1 components of LI , and
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(3.65) fixes the final component.

As in section 3.2.4, we can expand (3.64) and find a set of real attractor equations.

This is equivalent to replacing CiDi → LI∂I in (3.35)-(3.38) and adding the constraint

(3.65). The resulting attractor equations are:

mI
h = Re

[
CZI + LI

]
, (3.67)

mI
f = Re

[
τCZI + τLI

]
, (3.68)

eh
I = Re

[
CFI + LJFIJ

]
, (3.69)

ef
I = Re

[
τCFI + τLJFIJ

]
, (3.70)

0 = LI
(
F I − Z

J
FIJ

)
, (3.71)

where we have introduced FIJ ≡ ∂IFJ , and used (3.8) to make the constraint (3.65)

more explicit. The magnetic attractor equations (3.67) and (3.68) are simpler than

their counterparts (3.35) and (3.36), in that the CiDiZ
I term reduces to LI . Similarly,

the electric attractor equations (3.69) and (3.70) are simpler than (3.37) and (3.38)

since the Kähler covariant derivatives have been replaced with ordinary derivatives.

Another benefit of these reformulated attractor equations is that the LI transform

in the n + 1 of SO (n+ 1) , just like the ZI and the fluxes, and in contrast to the

Ci. This suggests solving (3.67)-(3.70) for CZI and LI , treating the LI on an equal

footing with the CZI , then solving (3.71) for τ. This procedure is more practical than

solving (3.35)-(3.38) for the n+1 vector CZI , n vector Ci, and scalar τ, even though

the results are equivalent. We will demonstrate this by completely solving an explicit

example in section 3.6.

3.4.2 Magnetic Attractor Equations and the Mixed Ensemble

We now solve the flux attractor equations by adapting the OSV procedure for solv-

ing the black hole attractor equations [21]. We treat τ as a fixed variable while solving
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(3.67)-(3.70), then determine it at the very end by solving (3.71). The two sets of vari-

ables we have seen so far,
{
CZI , LI , τ

}
and

{
mI

h,m
I
f , e

h
I , e

f
I , τ
}
, describe two different

ensembles. Following OSV, we introduce a “mixed ensemble,”
{
mI

h,m
I
f , φ

I
h, φ

I
f , τ
}
,

where φI
h,f are potentials conjugate to the electric fluxes. When introducing these

potentials, we require that:

1. The expressions for CZI and LI in terms of
{
mI

h,m
I
f , φ

I
h, φ

I
f , τ
}

automatically

solve the “magnetic” attractor equations, (3.67) and (3.68).

2. The potentials
{
φI

h, φ
I
f

}
transform like

{
mI

h,m
I
f

}
under S-duality.

3. The relationship between
{
CZI , LI , τ

}
and

{
mI

h,m
I
f , φ

I
h, φ

I
f , τ
}

is covariant un-

der S-duality.

These conditions determine the relationship between
{
CZI , LI , τ

}
and

{
mI

h,m
I
f , φ

I
h, φ

I
f , τ
}

to be

CZI =
1

τ − τ

(
mI

f − τmI
h

)
+

1

τ − τ

(
φI

f − τφI
h

)
, (3.72)

LI = − 1

τ − τ

(
mI

f − τmI
h

)
+

1

τ − τ

(
φI

f − τφI
h

)
. (3.73)

We will also want to know how derivatives with respect to ZI and LI are mapped

into derivatives with respect to fluxes and the potentials. Here it is important to note

that both sets of variables we are considering,
{
CZI , LI , τ

}
and

{
mI

h,m
I
f , φ

I
h, φ

I
f , τ
}
,

include τ as an independent variable. The derivatives are therefore related by

1

C

∂

∂ZI
=

1

2

[(
∂

∂mI
h

+ τ
∂

∂mI
f

)
+

(
∂

∂φI
h

+ τ
∂

∂φI
f

)]
, (3.74)

∂

∂LI
=

1

2

[(
∂

∂mI
h

+ τ
∂

∂mI
f

)
−

(
∂

∂φI
h

+ τ
∂

∂φI
f

)]
, (3.75)

where all derivatives are taken with τ held fixed.
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3.4.3 Electric Attractor Equations and the Generating Function

In the previous section we solved the magnetic attractor equations, (3.67) and

(3.68). We now introduce an auxiliary function,

V = 2Im (τ)CFIL
I , (3.76)

that simplifies the electric attractor equations, (3.69) and (3.70). This new function

plays a role analogous to that of the prepotential in the solution of the black hole

attractor equations. It enjoys the following properties:

1. Derivatives of V with respect to LI give CFI , one of the terms that appears in

the electric attractor equations:

1

2Im (τ)

∂V
∂LI

= CFI . (3.77)

2. Derivatives with respect to ZI give LJFIJ , the other term that appears in the

electric attractor equations:

1

2CIm (τ)

∂V
∂ZI

= LJFIJ . (3.78)

3. The factor of C in (3.76)makes V invariant under Kähler transformations.

4. By (3.30), (3.31), and (3.20), the factor of Im (τ) in (3.76) makes V invariant

under S-duality.

5. V is holomorphic in LI and ZI .

The first two properties will allow us to replace the FI and LJFIJ terms in the electric

attractor equations, (3.69) and (3.70), with derivatives of V . This is analogous to the

role played by the prepotential in the solution of the electric black hole equations.
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The invariance of V under Kähler transformations and S-duality (properties 3 and

4) will allow us to interpret it in terms of a physical quantity. Finally, we will make

extensive use of holomorphy in the following manipulations.

As described above, we can rewrite the electric attractor equations (3.69) and

(3.70) in terms of derivatives of V ,

eh
I =

1

2Im (τ)
Re

[
∂V
∂LI

∣∣∣∣
ZJ ,LJ 6=I ,τ

+
1

C

∂V
∂ZI

∣∣∣∣
ZJ 6=I ,LJ ,τ

]
, (3.79)

ef
I =

1

2Im (τ)
Re

[
τ
∂V
∂LI

∣∣∣∣
ZJ ,LJ 6=I ,τ

+ τ
1

C

∂V
∂ZI

∣∣∣∣
ZJ 6=I ,LJ ,τ

]
. (3.80)

We then use holomorphy of V to find

eh
I =

i

2Im (τ)

(
∂

∂LI
+

1

C
· ∂

∂ZI
− ∂

∂L
I
− 1

C

∂

∂Z
I

)
Im (V) , (3.81)

ef
I =

i

2Im (τ)

{
τ

(
∂

∂LI
− 1

C
· ∂

∂Z
I

)
− τ

(
∂

∂L
I
− 1

C

∂

∂ZI

)}
Im (V) . (3.82)

Finally, we introduce derivatives with respect to the potentials using (3.74) and (3.75),

eh
I = −

[
∂

∂φI
f

Im (V)

]
φJ 6=I

h ,φJ
f ,mJ

h ,mJ
f ,τ

, (3.83)

ef
I =

[
∂

∂φI
h

Im (V)

]
φJ

h ,φJ 6=I
f ,mJ

h ,mJ
f ,τ

, (3.84)

Though we initially defined V in terms of LI and ZI , in this last step we simply

substitute in (3.72) and (3.73) to make it a function of the magnetic fluxes and

electric potentials.

It is remarkable that the electric attractor equations, which appear rather complex,

reduce to derivatives of a single generating function! This is one of the principal results

of this chapter.
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Since we have made a rather long chain of substitutions and redefinitions, we

briefly summarize our procedure for solving the flux attractor equations:

1. Take as inputs the fluxes
{
mI

f ,m
I
h, e

f
I , e

h
I

}
and the symplectic section

{
ZI , FI

}
.

2. Insert the expressions for the FI as functions of the ZI into (3.76), giving

V
(
LI , CZI , τ

)
.

3. Substitute the expressions (3.72) and (3.73) into V
(
LI , CZI , τ

)
to get V

(
φI

h, φ
I
f ,m

I
h,m

I
f , τ
)
.

4. Invert (3.83) and (3.84) to get expressions for φI
f and φI

h in terms of mI
h, m

I
f ,

eh
I , e

f
I , and τ.

5. Rewrite the constraint (3.71) in terms of mI
h, m

I
f , e

h
I , e

f
I , and τ. Do this by

substituting (3.72) and (3.73) into (3.71), then inserting the solutions for φI
f

and φI
h in terms of mI

h, m
I
f , e

h
I , e

f
I , and τ.

6. Solve the constraint (3.71) for τ as a function of the fluxes only. Substitute this

back into the expressions for φI
f,h to get expressions for the potentials in terms

of the fluxes only, and then insert τ and the potentials into the expressions

(3.72) and (3.73) to get expressions for CZI and LI in terms of the fluxes only.

The most difficult part of this procedure is step 4, which requires that we invert a

system of 2n + 2 equations. Even in simple cases, these result in polynomials of

impractically high order.

The electric attractor equations (3.83) and (3.84) take the form of thermodynamic

relations, indicating that the potentials φI
f,h are conjugate to the fluxes ef,h

I . This

suggests the Legendre transformation

G = Im (V) + eh
Iφ

I
f − ef

Iφ
I
h , (3.85)
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so that the electric attractor equations become

φI
h = −

[
∂G
∂ef

I

]
eh
J ,ef

J 6=I ,mJ
h ,mJ

f ,τ

, (3.86)

φI
f =

[
∂G
∂eh

I

]
eh
J 6=I ,ef

J ,mJ
h ,mJ

f ,τ

. (3.87)

This means that we only need to know a single function, G, which is in principle

determined by steps 1-4 above.

In practice, this may not be the best way to proceed. The analogue of G for the

black hole attractor equations is the entropy S, which can be computed by many

different methods. For example, the requirement that S be invariant under duality

transformations severely constrains, and sometimes completely determines, its func-

tional form [63].

3.4.4 The Constraint and the Generating Function

So far, we have demonstrated that the electric attractor equations (3.69) and (3.70)

can be recast in terms of derivatives of a generating function. Indeed, we designed

the generating function G specifically for this purpose. Next, we demonstrate a more

surprising result: the constraint (3.71) can also be written in terms of derivatives of

the same generating function.

We first compute τ−derivatives of CZI and LI in the
{
mI

h,m
I
f , φ

I
h, φ

I
f , τ
}

ensem-

ble, using (3.72) and (3.75):

∂ZI

∂τ

∣∣∣∣
mI

h,mI
f ,φI

h,φI
f

= − ZI

τ − τ
,

∂Z
I

∂τ

∣∣∣∣∣
mI

h,mI
f ,φI

h,φI
f

=
ZI

τ − τ
, (3.88)

∂LI

∂τ

∣∣∣∣
mI

h,mI
f ,φI

h,φI
f

=
L

I

τ − τ
,

∂L
I

∂τ

∣∣∣∣∣
mI

h,mI
f ,φI

h,φI
f

= − L
I

τ − τ
. (3.89)
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Using these preliminary results, we find:

∂

∂τ
[Im (V)]m,φ =

∂

∂τ

[
2Im (τ) Im

(
LIFI

)]
m,φ

(3.90)

= −iIm
(
LIFI

)
− iIm (τ)

[
L

I

τ − τ
FI +

L
I

τ − τ
F I

]

−iIm (τ)

[
−LIFIJ

ZJ

τ − τ
− L

I
F IJ

ZJ

τ − τ

]
(3.91)

=
1

2

[
−LIFI − L

I
FI + LIFIJZ

J + L
J
F IJZ

J
]

(3.92)

= −1

2
L

I [
FI − F IJZ

J
]
, (3.93)

using the homogeneity property FIJZ
J = FI . The last line is proportional to the

complex conjugate of the constraint (3.71). Setting ∂Im (V) /∂τ = 0 is thus equivalent

to imposing (3.71). Notice that the overall factor of Im (τ) included in V , originally

introduced to make V invariant under S-duality, is exactly what is required to recover

the constraint (3.71) from ∂Im (V) /∂τ.

The Legendre transform that takes us from the
{
φI

h, φ
I
f ,m

I
h,m

I
f , τ
}

ensemble to

the
{
eh

I , e
f
I ,m

I
h,m

I
f , τ
}

ensemble does not change the equilibrium condition associated

with τ. In the latter ensemble, the constraint (3.71) is equivalent to

∂G
∂τ

∣∣∣∣
eh
I ,ef

I ,mI
h,mI

f

= 0. (3.94)

This completes our demonstration that the flux attractor equations can be interpreted

as equilibrium conditions for a thermodynamic system. From the thermodynamic

point of view, (3.93) indicates that τ is conjugate to the constraint (3.71).

While studying G in the
{
eh

I , e
f
I ,m

I
h,m

I
f , τ
}

ensemble may be conceptually clearer,

there is a useful consequence of (3.94). Suppose we take derivatives of G without
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holding τ fixed. The result is:

∂G
∂eh

I

∣∣∣∣
eh
J 6=I ,ef

J ,mJ
h ,mJ

f

=
∂G
∂eh

I

∣∣∣∣
eh
J 6=I ,ef

J ,mJ
h ,mJ

f ,τ

+
∂G
∂τ

∣∣∣∣
eh
I ,ef

I ,mI
h,mI

f

∂τ

∂eh
I

∣∣∣∣
eh
J 6=I ,ef

J ,mJ
h ,mJ

f

(3.95)

=
∂G
∂eh

I

∣∣∣∣
eh
J 6=I ,ef

J ,mJ
h ,mJ

f ,τ

. (3.96)

In other words, if we substitute the attractor value for τ into G we can simplify (3.86)

and (3.87) to:

φI
h = −

[
∂G
∂ef

I

]
eh
J ,ef

J 6=I ,mJ
h ,mJ

f

, (3.97)

φI
f =

[
∂G
∂eh

I

]
eh
J 6=I ,ef

J ,mJ
h ,mJ

f

. (3.98)

If one can determine G as a function of arbitrary fluxes, then (3.97) and (3.98) deter-

mine the potentials φI
h,f , (3.72) and (3.73) then determine the moduli ZI and mass

parameters LI , and finally (3.71) determines the axio-dilaton τ. In this way the single

function G determines the vacuum expectation values and masses of the moduli.

3.5 General Properties of the Generating Function

The generating function G introduced in (3.85) is the function that controls the

flux attractor, giving attractor values for scalars and other physical quantities upon

differentiation. In this section we initiate a general study of the generating function

by demonstrating a simple relationship between G and the gravitino mass:

G =

∫
F3 ∧H3 − 2Vol2m2

3/2 . (3.99)

Note that the gravitino mass is to be considered a function of arbitrary fluxes. We

first introduce a condensed, complex notation for the fluxes and potentials. We then
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exploit the homogeneity properties of G to prove the relationship (3.99).

3.5.1 Complex Fluxes and Potentials

One of the results of section 3.4 is that we can solve the electric and magnetic

attractor equations (3.67)-(3.70) treating τ as a constant, then determine τ by solving

(3.71). This justifies the introduction of the following complex fluxes and potentials:

mI ≡ mI
f − τmI

h , (3.100)

eI ≡ ef
I − τeh

I , (3.101)

ϕI ≡ φI
f − τφI

h . (3.102)

We can then use (3.100) and (3.102) to rewrite (3.72) and (3.73) as

CZI =
1

2iIm (τ)

[
mI + ϕI

]
, (3.103)

LI =
1

2iIm (τ)

[
−mI + ϕI

]
. (3.104)

We also define derivatives with respect to the complex electric fluxes as

∂

∂eI

≡ i

2Im (τ)

(
∂

∂eh
I

+ τ
∂

∂ef
I

)
, (3.105)

where the normalization is chosen so that ∂eI/∂eJ = δJ
I . Definitions for ∂/∂mI and

∂/∂ϕI are completely analogous. We can then rewrite the electric attractor equations

(3.97) and (3.98) as

ϕI = 2iIm (τ)
∂G
∂eI

, (3.106)
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and the expressions for CZI and LI as

CZI =
1

2iIm (τ)

[
mI − 2iIm (τ)

∂

∂eI

G
]
, (3.107)

LI =
1

2iIm (τ)

[
−mI + 2iIm (τ)

∂

∂eI

G
]
. (3.108)

While (3.107) and (3.108) present a fairly compact version of the results of section

(3.4), they treat the electric and magnetic fluxes quite differently. The generating

function G is not homogeneous in either the electric or the magnetic fluxes alone, so

a symplectic invariant version of (3.107) and (3.108) will be helpful. We formulate

this by first introducing a new operator:

∂ ≡ αI
∂

∂eI

+ βI ∂

∂mI
, (3.109)

which maps scalar functions of the fluxes to 3-forms. We then examine (3.67)-(3.70),

and see that symplectic invariance requires

CΩ3 =
1

2iIm (τ)

[
G3 − 2iIm (τ) ∂G

]
, (3.110)

LI∂IΩ3 =
1

2iIm (τ)

[
−G3 + 2iIm (τ) ∂G

]
. (3.111)

These are equivalent to the electric attractor equations, so they must be supplemented

by the constraint (3.71). This amounts to some flexibility in our treatment of G. We

can either use G
(
eI ,m

I , τ
)

and take all derivatives with τ held fixed, as in (3.86) and

(3.87), or substitute in the attractor value of τ to find G
(
eI ,m

I
)

and differentiate as

in (3.97) and (3.98).
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3.5.2 General Expression for the Generating Function

We now show that the relationship between the generating function G and the

gravitino mass (3.99) holds for general compactifications. Our argument turns on

a homogeneity property of the attractor equations that is evident from examining

(3.67)-(3.71). These attractor equations are invariant under a uniform rescaling of

the fluxes,

mI
h,f → eλmI

h,f , (3.112)

eh,f
I → eλeh,f

I , (3.113)

provided that we simultaneously rescale

CZI → eλCZI , (3.114)

LI → eλLI . (3.115)

If we then turn our attention to the expressions for the CZI and LI in terms of fluxes

and potentials,(3.72) and (3.73), we see that the potentials must transform as

φI
h,f → eλφI

h,f . (3.116)

Equations (3.97) and (3.98) then indicate that if the potentials are to be homogeneous

of degree one in the fluxes, then G must be homogeneous of degree two in the fluxes.

If we use the complex fluxes introduced in (3.100) and (3.101), we find that G is

homogeneous of degree one in the complex fluxes and degree one in their conjugates.

This homogeneity implies that

∫
G3 ∧ ∂G =

[
mI ∂

∂mI
+ eI

∂

∂eI

]
G = G, (3.117)
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where we used the orthogonality relations (3.4) and (3.5) and expansions (3.6) and

(3.7) to compute the integral. We will now use this result to compute the superpo-

tential and Kähler potential at the attractor point, and finally the gravitino mass.

We begin with the superpotential (3.21), then substitute in (3.110):

CW =

∫
G3 ∧ CΩ3 (3.118)

=
1

2iIm (τ)

[∫
G3 ∧G3 − 2iIm (τ)

∫
G3 ∧ ∂G

]
(3.119)

=

∫
F3 ∧H3 − G. (3.120)

In order to determine the Kähler potential we need to compute

|C|2
∫

Ω3 ∧ Ω3 =
1

4Im (τ)2

∫ (
G3 − 2iIm (τ) ∂G

)
∧
(
G3 + 2iIm (τ) ∂G

)
(3.121)

=
1

4Im (τ)2

[
−
∫
G3 ∧G3 + 2iIm (τ)

(∫
G3 ∧ ∂G +

∫
G3 ∧ ∂G

)
+4Im (τ)2

∫
∂G ∧ ∂G

]
(3.122)

= − i

Im (τ)

[∫
F3 ∧H3 − G

]
. (3.123)

In the last step we used (3.117) and

4Im (τ)2

∫
∂G ∧ ∂G = −

∫
G3 ∧G3 , (3.124)

which we prove as follows. LI∂IΩ3 contains only (3, 0) and (2, 1) pieces, so if we
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integrate it against Ω3 the result must vanish:

0 =

∫
CΩ3 ∧ LI∂IΩ3 (3.125)

= − 1

4Im (τ)2

∫ (
G3 − 2iIm (τ) ∂G

)
∧
(
−G3 + 2iIm (τ) ∂G

)
(3.126)

= − 1

4Im (τ)2

[∫
G3 ∧G3 + 2iIm (τ)

(∫
G3 ∧ ∂G −

∫
G3 ∧ ∂G

)
+4Im (τ)2

∫
∂G ∧ ∂G

]
(3.127)

= − 1

4Im (τ)2

[∫
G3 ∧G3 + 4Im (τ)2

∫
∂G ∧ ∂G

]
, (3.128)

which implies (3.124).

We now write out the gravitino mass (3.46) with the full Kähler potential (3.23):

Vol2m2
3/2 =

|CW |2

2iIm (τ) |C|2
∫

Ω3 ∧ Ω3

(3.129)

=
1

2

[∫
F3 ∧H3 − G

]
. (3.130)

Reorganizing this we find the generating function,

G =

∫
F3 ∧H3 − 2Vol2m2

3/2 , (3.131)

as we wanted to show. We also point out a curious relationship:

Vol2m2
3/2 =

1

2
CW , (3.132)

where both quantities are evaluated at the attractor point. One could have imagined

that other duality-invariant quantities, e.g. eigenvalues of the mass matrix, would

appear in one or more of these expressions, but they do not. We also point out

that the combination Vol2m2
3/2 is independent of the Kähler moduli, which cannot be

stabilized by turning on 3-form fluxes.
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As a side product of our derivation, we find another interesting identity. While

one combination of (3.110) and (3.111) gives (3.29), another combination appears

more novel:

∂G =
1

2

[
LI∂IΩ3 − CΩ3

]
. (3.133)

The operator introduced in (3.109) is nilpotent,

∫
∂ ∧ ∂ =

∂

∂eI

∂

∂mI
− ∂

∂mI

∂

∂eI

= 0 , (3.134)

so we find that ∫
∂ ∧

[
LI∂IΩ3 − CΩ3

]
= 0 , (3.135)

in other words LI∂IΩ3−CΩ3 is ∂−closed. Indeed, according to (3.133) it is ∂−exact.

This observation may motivate the introduction of the generating function G even in

cases where the FI are not globally well-defined.

3.6 An Explicit Solution of the Attractor Equations

In this section we find an explicit solution to the attractor equations for a partic-

ular prepotential:

F =
Z1Z2Z3

Z0
. (3.136)

This prepotential appears frequently in the supergravity literature as the STU model

[64–67], while in the flux compactification literature it appears as the untwisted sector

of a T 6/Z2×Z2 ≈ T 2×T 2×T 2 orbifold [26, 68]. Because it is a truncation of N = 8

supergravity it has a number of useful symmetries. On the other hand, it shares many

features with more generic prepotentials, and so is of broader interest than the pure

N = 8 model.

We first write down the attractor equations explicitly for an arbitrary set of fluxes.

For a subset of all possible fluxes, we are able to solve the attractor equations, finding
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explicit expressions for the complex structure moduli and τ. We then compute the

generating function G and the gravitino mass, and verify that the proposed relation-

ship between them (3.99) holds in this case. We conclude with a discussion of the

U-duality group for this model, and describe how to generalize the solution for our

subset of fluxes to a solution for general fluxes.

3.6.1 Symplectic Section and Electric Attractor Equations

In order to make the attractor equations (3.67)-(3.71) completely explicit, we

need to specify the symplectic section
{
ZI , FI

}
. In the present case the FI are just

derivatives of the prepotential (3.136):

FI =
∂F

∂ZI
, (3.137)

with I = 0, 1, 2, 3. We substitute (3.137) into (3.76) to find the generating function

in the mixed ensemble:

V
(
mI , ϕI , τ

)
= 2Im (τ)C

[
−L0Z

1Z2Z3

(Z0)2 + L1Z
2Z3

Z0
+ L2Z

3Z1

Z0
+ L3Z

1Z2

Z0

]
. (3.138)

=
1

2Im (τ) (m0 + ϕ0)

{
−m0 + ϕ0

m0 + ϕ0

[
m1 + ϕ1

] [
m2 + ϕ2

] [
m3 + ϕ3

]
−
[
−m1 + ϕ1

] [
m2 + ϕ2

] [
m3 + ϕ3

]
−
[
m1 + ϕ1

] [
−m2 + ϕ2

] [
m3 + ϕ3

]
−
[
m1 + ϕ1

] [
m2 + ϕ2

] [
−m3 + ϕ3

]}
. (3.139)

Since V is a function of magnetic charges and electric potentials, we substituted in

(3.103) and (3.104) for the ZI and LI . The electric attractor equations (3.83) and
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(3.84) require that we differentiate6 Im (V):

e0 = −2iIm (τ)
∂

∂ϕ0

V − V
2i

(3.140)

= − 1

2 (m0 + ϕ0)
2

[
m1 + ϕ1

] [
m2 + ϕ2

] [
m3 + ϕ3

]
− 1

2 (m0 + ϕ0)2

{
2
−m0 + ϕ0

m0 + ϕ0

[
m1 + ϕ1

] [
m2 + ϕ2

] [
m3 + ϕ3

]
−
[
−m1 + ϕ1

] [
m2 + ϕ2

] [
m3 + ϕ3

]
−
[
m1 + ϕ1

] [
−m2 + ϕ2

] [
m3 + ϕ3

]
−
[
m1 + ϕ1

] [
m2 + ϕ2

] [
−m3 + ϕ3

]}
, (3.141)

e1 = −2iIm (τ)
∂

∂ϕ1

V − V
2i

(3.142)

=
1

2 (m0 + ϕ0)

[
m2 + ϕ2

] [
m3 + ϕ3

]
+

1

2 (m0 + ϕ0)

{
−m0 + ϕ0

m0 + ϕ0

[
m2 + ϕ2

] [
m3 + ϕ3

]
−
[
−m2 + ϕ2

] [
m3 + ϕ3

]
−
[
m2 + ϕ2

] [
−m3 + ϕ3

]}
, (3.143)

where the ϕI−derivatives are defined analogous to eI−derivatives (3.105). The equa-

tions for e2 and e3 are cyclic permutations of (3.143), so we have a system of four

complex equations.

We also need to make the constraint (3.71) explicit. For the prepotential (3.136),
6We could also have substituted our FI directly into the electric attractor equations (3.69) and

(3.70), then made the change of variables (3.72) and (3.73). This gives an identical result, indicating
that our Im (V) correctly generates the electric attractor equations.
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it reduces to

0 = LIF I − LIFIJZ
J (3.144)

= −L0Z
1
Z

2
Z

3(
Z

0
)2 +

[
L1Z

2
Z

3

Z
0 + cyc.

]
− 2L0Z

1Z2Z3

(Z0)3 Z
0
+

[
L0Z

1Z2

(Z0)2Z
3
+ cyc.

]

+

[
L1Z

2Z3

(Z0)2Z
0
+ cyc.

]
−
[
L1Z

2

Z0
Z

3
+ L1Z

3

Z0
Z

2
+ cyc.

]
. (3.145)

After we substitute in (3.72) and (3.73) this expands out to

0 = −
(
−m0 + ϕ0

) (m1 + ϕ1) (m2 + ϕ2) (m3 + ϕ3)

(m0 + ϕ0)2

+

[(
−m1 + ϕ1

) (m2 + ϕ2) (m3 + ϕ3)

m0 + ϕ0
+ cyc.

]
−2
(
−m0 + ϕ0

) (m1 + ϕ1) (m2 + ϕ2) (m3 + ϕ3)

(m0 + ϕ0)
3

(
m0 + ϕ0

)
+

[(
−m0 + ϕ0

) (m1 + ϕ1) (m2 + ϕ2)

(m0 + ϕ0)
2

(
m3 + ϕ3

)
+ cyc.

]

+

[(
−m1 + ϕ1

) (m2 + ϕ2) (m3 + ϕ3)

(m0 + ϕ0)
2

(
m0 + ϕ0

)
+ cyc.

]
(3.146)

−
[(
−m1 + ϕ1

) m2 + ϕ2

m0 + ϕ0

(
m3 + ϕ3

)
+
(
−m1 + ϕ1

) m3 + ϕ3

m0 + ϕ0

(
m2 + ϕ2

)
+ cyc.

]
.

This appears to be another high-order polynomial equation in many variables.

We need to invert (3.141), (3.143), and (3.146) and find both the electric poten-

tials ϕI and τ as functions of the electric and magnetic fluxes. Doing this by brute

force would be quite challenging, as each equation is at least cubic in the potentials.

Although we have written the attractor equations in terms of complex potentials and

fluxes they are clearly not holomorphic in the potentials, so even counting the num-

ber of distinct solutions (sometimes called “area codes” [59, 69–72]) for general fluxes

appears difficult. In the following we will find a solution to these equations using the

ideas developed in section (3.4).
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3.6.2 Reduction to Eight Fluxes

Much of the difficulty in solving (3.141), (3.143), and (3.146) arises from their

dependence on both mI , ϕI , and mI , ϕI . Things simplify quite a bit if we set m0
h =

mi
f = ef

0 = eh
i = 0, and make the ansatz that Re (τ) = φ0

h = φI
f = 0, so that the

complex fluxes and potentials become:

m0 = m0
f , (3.147)

mi = −iIm (τ)mi
h , (3.148)

e0 = −iIm (τ) eh
0 , (3.149)

ei = ef
i , (3.150)

ϕ0 = φ0
f , (3.151)

ϕi = −iIm (τ)φi
h . (3.152)

This makes it easy to take the complex conjugate of a flux or potential: m0 = m0,

ei = ei, ϕ
0 = ϕ0, mi = −mi, e0 = −e0, and ϕi = −ϕi.

If we apply these restrictions to (3.141), (3.143), and (3.146) we find:

e0 = −(m1 + ϕ1) (m2 + ϕ2) (m3 + ϕ3)

2 (m0 + ϕ0)2

{
1− 2

−m0 + ϕ0

m0 + ϕ0
− −m1 + ϕ1

m1 + ϕ1

−−m
2 + ϕ2

m2 + ϕ2
− −m3 + ϕ3

m3 + ϕ3

}
, (3.153)

e1 =
(m2 + ϕ2) (m3 + ϕ3)

2 (m0 + ϕ0)

{
1 +

−m0 + ϕ0

m0 + ϕ0
+
−m2 + ϕ2

m2 + ϕ2
+
−m3 + ϕ3

m3 + ϕ3

}
,(3.154)

0 =
(m1 + ϕ1) (m2 + ϕ2) (m3 + ϕ3)

2 (m0 + ϕ0)2

[
−m0 + ϕ0

m0 + ϕ0
+
−m1 + ϕ1

m1 + ϕ1

+
−m2 + ϕ2

m2 + ϕ2
+
−m3 + ϕ3

m3 + ϕ3

]
. (3.155)

Note that the same prefactor appears in (3.153) and (3.155). So long as e0 6= 0, we

conclude that the factor in square brackets in (3.155) must vanish. We can apply this
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to (3.153) and (3.154) to arrive at a simpler set of equations:

e0 = −(m1 + ϕ1) (m2 + ϕ2) (m3 + ϕ3)

(m0 + ϕ0)3 m0 , (3.156)

e1 =
(m2 + ϕ2) (m3 + ϕ3)

(m0 + ϕ0) (m1 + ϕ1)
m1 , (3.157)

0 =
−m0 + ϕ0

m0 + ϕ0
+
−m1 + ϕ1

m1 + ϕ1
+
−m2 + ϕ2

m2 + ϕ2
+
−m3 + ϕ3

m3 + ϕ3
. (3.158)

As usual, expressions for e2 and e3 arise from cyclic permutations of (3.157). In the

next section we will explicitly invert these equations.

3.6.3 Moduli, Potentials, and Mass Parameters (Reduced Fluxes)

We begin by solving for the physical complex structure moduli,

zi ≡ Zi

Z0
=
mi + ϕi

m0 + ϕ0 = −mi + ϕi

m0 + ϕ0
. (3.159)

The ratio of (3.156) and (3.157) can be solved for the zi :

ei

e0
= −

(
m0 + ϕ0

mi + ϕi

)2
mi

m0
= − 1

(zi)2

mi

m0
. (3.160)

In order to avoid awkward branch cuts when we take the square root, we will carefully

analyze the signs on the charges. If we insert the real charges and potentials into the

previous expression,
ef

i

eh
0

= −m
i
h

m0
f

(
m0

f + φ0
f

mi
h + φi

h

)2

, (3.161)

we find that ef
im

0
f/e

h
0m

i
h < 0, and thus that eim

0/e0m
i > 0. We must also consider

the Kähler potential (3.11) with the prepotential (3.136). Evaluating it, we find

Kz = − log
∣∣Z0
∣∣2 − log

[
−8Im

(
z1
)
Im
(
z2
)
Im
(
z3
)]
. (3.162)
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The condition that the volume of each of the underlying T 2’s is positive requires

Im (zi) < 0, which in turn implies that Kz is real. This determines the expression for

the modulus:

zi = −i

√
e0mi

m0ei

= −iIm (τ)

√
−e

h
0m

i
h

m0
fe

f
i

. (3.163)

In order to make this completely explicit we must solve for Im (τ) , so we will do that

next.

We can use (3.163) to simplify (3.156):

e0 = z1z2z3m0 = i

√
(e0)

3m1m2m3

(m0)3 e1e2e3
m0 . (3.164)

All dependence on the potentials has been eliminated, so this is a single equation that

determines Im (τ) . Substituting in real quantities, we find

1 = −sgn
(
m0

fe
h
0

)√
−Im (τ)4 e

h
0m

1
hm

2
hm

3
h

m0
fe

f
1e

f
2e

f
3

. (3.165)

Note that the sgn
(
m0

fe
h
0

)
appeared when we pulled the factor of m0

f/e
h
0 under the

square root. We now find that

Im (τ) =

(
−
m0

fe
f
1e

f
2e

f
3

eh
0m

1
hm

2
hm

3
h

)1/4

, (3.166)

where the physical condition Im (τ) = e−φ dictates that we use the real, positive

branch, and implies that Kτ (3.23) is real7.

Equation (3.165) also implies that sgn
(
m0

fe
h
0

)
= −1.We can combine this with our

7It is somewhat awkward that our Kähler potential requires Im (τ) > 0 but Im
(
zi
)

< 0, espe-
cially if we want to consider this model as a compactification of F-theory. On the other hand, our
conventions are self-consistent, and chosen to agree with the bulk of the literature on flux compact-
ifications.
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earlier result that sgn
(
m0

fe
h
0m

i
he

f
i

)
= −1 to find a complete set of sign restrictions:

−sgn
(
m0

fe
h
0

)
= sgn

(
m1

he
f
1

)
= sgn

(
m2

he
f
2

)
= sgn

(
m3

he
f
3

)
= +1. (3.167)

Only 1/16 of the possible fluxes satisfy the physical conditions we have imposed. It

is interesting to consider what might happen if we relaxed these sign restrictions.

Suppose we chose signs that violated some of the conditions in (3.167), but satisfied

the product of those conditions. The Kähler potential (3.23) would still be real, so

we would still have solutions to the ISD condition, at least formally. The caveat is

that the complex structures of some of the T 2’s would no longer be in the upper half-

plane and/or the sign of the string coupling would be negative. At a minimum, then,

we would have to give up the conventional geometrical interpretation of the moduli.

Going even further, we can consider signs such that the product of the conditions in

(3.167) are violated. Then the Kähler potential (3.23) would not be real and it is

not clear that the proposed solution would, in fact, be a solution. Indeed, for such

flux assignments there may not be any solutions to the ISD conditions at all. In the

following we will analyze only the clearly physical solutions that satisfy (3.167).

We can compare our restrictions with a more familiar one [27]. If we assume that

the attractor equations can be satisfied, i.e. (3.29), then

∫
F3 ∧H3 =

1

2iIm (τ)

∫
G3 ∧G3 (3.168)

=
e−Kz

2Im (τ)

[
|C|2 +

∣∣Ci
∣∣2] , (3.169)

and thus
∫
F3 ∧H3 is positive. The sign restrictions (3.167) are consistent with this,

but stronger. If we evaluate
∫
F3 ∧H3 for our reduced fluxes,

∫
F3 ∧H3 = −eh

0m
0
f + ef

im
i
h , (3.170)
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we see that the sign restrictions require that each term be positive.

Having determined Im (τ) and the sign restrictions on the various fluxes, (3.163)

gives explicit expressions for the complex structure moduli:

z1 = −i

[(
− eh

0

m0
f

)(
m1

h

ef
1

)(
ef
2

m2
h

)(
ef
3

m3
h

)]1/4

, (3.171)

and cyclic permutations. These explicit expressions for the physical moduli, along

with the dilaton (3.166) and the restrictions on the fluxes (3.167), are some of the

principal results of this example.

Up to this point we have solved for the moduli and derived a set of restrictions

on the fluxes, but we haven’t yet solved for the potentials. The only equation that

we haven’t solved is the constraint (3.158), so let’s turn our attention there. We can

rewrite that equation as

m0 + ϕ0 =
m0

2

{
1 +

m1

m0

m0 + ϕ0

m1 + ϕ1
+
m2

m0

m0 + ϕ0

m2 + ϕ2
+
m3

m0

m0 + ϕ0

m3 + ϕ3

}
. (3.172)

Combining (3.159) and (3.163), we find

m0 + ϕ0 =
m0

2

{
1− i

m1

m0

√
m0e1
e0m1

− i
m2

m0

√
m0e2
e0m2

− i
m3

m0

√
m0e3
e0m3

}
. (3.173)

We now rewrite this in terms of real quantities:

φ0
f =

m0
f

2

{
−1− sgn

(
m0

fm
1
h

)√
−m

1
he

f
1

eh
0m

0
f

− sgn
(
m0

fm
2
h

)√
−m

2
he

f
2

eh
0m

0
f

−sgn
(
m0

fm
3
h

)√
−m

3
he

f
3

eh
0m

0
f

}
. (3.174)

If we again use the relation betweenm0+ϕ0 andm1+ϕ1, (3.159), we find the following
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expression for φ1
h :

φ1
h =

m1
h

2

{
−1− sgn

(
m1

hm
0
f

)√
−
m0

fe
h
0

m1
he

f
1

+ sgn
(
m1

hm
2
h

)√m2
he

f
2

m1
he

f
1

+sgn
(
m1

hm
3
h

)√m3
he

f
3

m1
he

f
1

}
. (3.175)

This completes our inversion of (3.156), (3.157), and (3.158).

We emphasized earlier in this chapter that the attractor equations include the

mass parameters Ci on equal terms with the moduli zi. With (3.174) and (3.175) in

hand, it is straightforward to compute the Ci. We first insert our zi = Zi/Z0 into

(3.66) to make the relationship between the Ci and LI explicit:

CiZ0 = −ziL0 + Li . (3.176)

Note that the combination CiZ0 is Kähler-invariant, while Ci alone is not. If we
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substitute (3.73) and (3.163) into (3.176), we find

C1Z0 =

√
−e

h
0m

1
h

m0
fe

f
1

1

2

(
−m0

f + φ0
f

)
− 1

2

(
−m1

h + φ1
h

)
(3.177)

=
1

2

[
sgn

(
m0

fm
1
h

) m1
h

m0
f

√
−
m0

fe
h
0

m1
he

f
1

(
−m0

f + φ0
f

)
−
(
−m1

h + φ1
h

)]
(3.178)

=
m1

h

4
sgn

(
m0

fm
1
h

)√
−
m0

fe
h
0

m1
he

f
1

[
−3−

3∑
i=1

sgn
(
m0

fm
i
h

)√
−m

i
he

f
i

eh
0m

0
f

]

−m
1
h

4

[
−3− sgn

(
m1

hm
0
f

)√
−
m0

fe
h
0

m1
he

f
1

+ sgn
(
m1

hm
2
h

)√m2
he

f
2

m1
he

f
1

+ sgn
(
m1

hm
3
h

)√m3
he

f
3

m1
he

f
1

]

=
m1

h

4

[
−3sgn

(
m0

fm
1
h

)√
−
m0

fe
h
0

m1
he

f
1

− 1− sgn
(
m1

hm
2
h

)√m2
he

f
2

m1
he

f
1

− sgn
(
m1

hm
3
h

)√m3
he

f
3

m1
he

f
1

]

−m
1
h

4

[
−3− sgn

(
m1

hm
0
f

)√
−
m0

fe
h
0

m1
he

f
1

+ sgn
(
m1

hm
2
h

)√m2
he

f
2

m1
he

f
1

+ sgn
(
m1

hm
3
h

)√m3
he

f
3

m1
he

f
1

]

=
m1

h

2

[
1− sgn

(
m0

fm
1
h

)√
−
m0

fe
h
0

m1
he

f
1

− sgn
(
m1

hm
2
h

)√m2
he

f
2

m1
he

f
1

− sgn
(
m1

hm
3
h

)√m3
he

f
3

m1
he

f
1

]
.(3.179)

If one wishes to compute the fermion and scalar mass matrices explicitly, these ex-

pressions can be substituted into (3.60), (3.62), and (3.63).

3.6.4 Generating Functions (Reduced Fluxes)

One of the principal results of this chapter is that the attractor behavior of these

flux compactifications is governed by a single function G. In this section we compute

this function for our reduced fluxes. We will then verify the simple relationship

between G and the gravitino mass.

We begin with Im (V) . If we substitute our FI into (3.76), we find
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Im (V) = 2Im (τ) Im
{
C
Z1Z2Z3

Z0

[
−L

0

Z0
+
L1

Z1
+
L2

Z2
+
L3

Z3

]}
(3.180)

= 2Im (τ) Im
{
−C2Z

1Z2Z3

Z0

[
−m0 + ϕ0

m0 + ϕ0
+
−m1 + ϕ1

m1 + ϕ1

+
−m2 + ϕ2

m2 + ϕ2
+
−m3 + ϕ3

m3 + ϕ3

]}
. (3.181)

The term in square brackets is just the constraint (3.158) so Im (V) = 0. If we sub-

stitute this into (3.85), we find for our reduced fluxes

G = eh
0φ

0
f − ef

i φ
i
h . (3.182)

We compute each term separately:

eh
0φ

0
f =

1

2

{
−eh

0m
0
f + sgn

(
m0

fm
1
h

)√
−eh

0m
0
f

√
m1

he
f
1

+sgn
(
m0

fm
2
h

)√
−eh

0m
0
f

√
m2

he
f
2 + sgn

(
m0

fm
3
h

)√
−eh

0m
0
f

√
m3

he
f
3

}
,(3.183)

ef
1φ

1
h =

1

2

{
−ef

1m
1
h − sgn
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Putting this together yields
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The term in square brackets is just
∫
F3 ∧ H3 (3.170), while the remainder is less

familiar. It is precisely what is required so that ∂G/∂eh
0 = φ0

f and ∂G/∂ef
i = −φi

h, as
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can be readily verified. It is also closely related to the gravitino mass, as we will now

see.

In order to compute the gravitino mass we substitute (3.162), (3.166), (3.171),

and (3.174) into (3.47) and simplify

Vol2m2
3/2 = −8Im (τ) Im (z1) Im (z2) Im (z3)

2

(
1

2Im (τ)

)2 (
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If we compare this with our expression for G (3.186), we see that they are related by

G =

∫
F3 ∧H3 − 2Vol2m2

3/2 , (3.190)

in accord with the general relationship (3.99).

3.6.5 U−Invariants for F = Z1Z2Z3/Z0

The model we are considering enjoys a large set of duality symmetries. We have

not made explicit use of these dualities so far, but in this section we will show how

they may be used to generalize our solution with only eight fluxes to a solution for

the full set of sixteen fluxes. We take inspiration here from the STU black hole,
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where consideration of duality-invariant combinations of the black hole charges led

to a simple expression for the generating function of the potentials [63, 65].

One part of the duality group is easily identified if we think of our prepotential

as arising from compactification on T 2 × T 2 × T 2. We can interpret each zi as the

modular parameter of the ith torus, and consider modular transformations on each

torus. Since the tori and their associated modular transformations factorize, their

contribution to the U-duality group is just SL (2)3 . This is the symmetry group of

the STU black hole [65], whose charges transform8 in the (2, 2, 2) of SL (2)3 .

IIB theories also enjoy an SL (2) S-duality, independent of the SL (2)3 that we

have already discussed. This does not factor into discussions of the STU black hole in

the IIB picture9, as the D3-branes that one uses to construct the black hole (see section

(3.3.1)) are invariant under S-duality. The fluxes H3 and F3, however, transform

under S-duality, so we must consider the larger duality group SL (2)4 , under which

our fluxes transform as (2, 2, 2, 2) .

The discussion of STU black holes in terms of SL (2)3 invariants is relatively

straightforward because there is a single SL (2)3-invariant that one can construct

from the charges [63]. This essentially determines the black hole entropy, which in

turn is the generating function for the electric and magnetic potentials. On the other

hand, one can construct four invariants10 from the (2, 2, 2, 2) of SL (2)4 [74]. The

quadratic I2 =
∫
F3 ∧H3 appears in most studies of IIB flux compactifications, while

the other three are less familiar. Considered as polynomials in the fluxes, there are

also two quartics, I(1)
4 and I(2)

4 , and a sextic, I6.

8For details of the action of SL (2)3 on the charges, see e.g. [73].
9One can also discuss this entirely in the language of N = 2 supergravity. In the STU black

hole all of the hypermultiplets, including the universal hypermultiplet, decouple from the attractor
flow. On the other hand the axio-dilaton, which descends from the universal hypermultiplet, does
not decouple from the flux attractor.

10More precisely, one can construct exactly four invariants from the (2, 2, 2, 2) of SL (2, C)4 .

These are also invariants of SL (2, R)4 but additional invariants might arise when we restrict to
the subgroup. Possible examples include sgn

(
m0

fmi
h

)
. We also expect some number of discrete

invariants to appear upon further restriction to SL (2, Z)4 .
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In section 3.6.2 we chose a reduced set of fluxes that allowed us to explicitly

solve the attractor equations. One of our motivations in choosing these particular

fluxes was to choose a combination that left all four SL (2)4 invariants non-zero and

independent. While the general expressions for these invariants are quite complicated

(see [74] for details), they simplify considerably for our reduced fluxes:

I2 =

∫
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Note that given the sign restrictions in (3.167), each term in parentheses is positive-

definite. Also, note that exactly four distinct products of pairs of fluxes appear in the

expressions for the invariants. Duality orbits of our reduced fluxes therefore sweep

out a codimension 0 volume in the full space of fluxes. It is more difficult to say

whether pairs of fluxes satisfying the sign constraints (3.167) span the physically

allowed values of the invariants (3.191)-(3.194).

The explicit form (3.186) of the generating function G raises an interesting ques-

tion. Three independent signs appear, sgn
(
m0

fm
1
h

)
, sgn

(
m0

fm
2
h

)
, and sgn

(
m0

fm
3
h

)
.
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One can readily verify that duality transformations that leave the subspace of reduced

fluxes invariant also leave these signs, and only these signs, invariant. Although we

are not certain that these signs lift to invariants of the full SL (2)4 , it is possible that

they label different octants of the full space of fluxes, with distinct expressions for

e.g. the gravitino mass in each octant.

We can use these facts to generalize our solution of the F = Z1Z2Z3/Z0 model

with eight fluxes to a solution with all sixteen fluxes. We propose the following

procedure:

1. Consider (3.191)-(3.194) to be a set of implicit functions for each pair of fluxes

in terms of I2 =
∫
F3 ∧H3, I

(1,2)
4 , and I6.

2. Substitute these functions into (3.186) to get G as a function of the invariants.

3. Substitute the full expressions for I2 =
∫
F3 ∧H3, I

(1,2)
4 , and I6 into G to get an

expression for G as a function of general fluxes.

4. Derivatives of G with respect to the fluxes will then give the potentials, and in

turn the values of the complex structure moduli and mass parameters.

5. Solve (3.71) to determine the value of τ.

This procedure will certainly work if the eight additional fluxes are small. As they

become large, global properties of the space of fluxes may present an obstruction, for

example one of sgn
(
m0

fm
1
h

)
, sgn

(
m0

fm
2
h

)
, or sgn

(
m0

fm
3
h

)
might effectively flip. It is

also possible that there are other branches of solutions that we have not identified.

Though considerations of duality-invariance have not yet led us to a complete so-

lution of the flux attractor equations with F = Z1Z2Z3/Z0, we hope that future work

will make our understanding of flux compactifications on this geometry as detailed

as the modern understanding of the STU black hole.
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3.7 Thermodynamics, Stability, and the Landscape

One of the goals of this chapter was to determine how much of the analysis of flux

compactifications could be done directly on the space of input fluxes. We demon-

strated that local properties of the compactification are completely determined by a

single generating function G defined on the space of fluxes. Although we have been

conservative in describing G as a “generating function,” we hope that future analysis

will reveal that it is a proper thermodynamic function, and that we can think of the

fluxes themselves as the parameters of an underlying thermodynamic system. At the

same time, we might worry that our success in constructing G hinged only on the

Kähler structure of the moduli space, and that no thermodynamic interpretation ex-

ists. We now outline some of the principal challenges surrounding a thermodynamic

interpretation of flux attractors.

Is G a Thermodynamic Function? Equations (3.97) and (3.98) look like equilib-

rium relations between the fluxes and their thermodynamic conjugates. In ad-

dition to equilibrium relations, thermodynamic functions also obey a set of

stability conditions. For a sensible thermodynamic interpretation, we would

require that stable and unstable thermodynamic equilibria correspond to stable

and unstable minima of the traditional spacetime potential (3.25). Here we find

an apparent mismatch between the two Hessians. While the field-theoretic mass

matrix has 2n+ 2 eigenvalues, the matrix of second derivatives of G has 4n+ 4

eigenvalues. For guidance we might study the analogous issue in the black hole

attractor. There, the Hessian of the effective potential has 2n eigenvalues, while

the second derivatives of the entropy lead to 2n+ 2 eigenvalues.

What Kind of Thermodynamic Function is G? In thermodynamic problems, the

energy and the entropy are treated rather differently. In particular, energies are

minimized at stable equilibria, while entropies are maximized. In other ensem-
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bles the energy is mapped to a free energy and the entropy to a generalized

Massieu function, but free energies are still minimized and Massieu functions

are still maximized. The interpretation of G hinges on whether it is minimized,

in which case it might be interpreted as the tension of a dual domain wall [75],

or maximized, in which case it could be interpreted as an entropy. Determining

this requires that we fix the overall sign of G. Doing this might be as simple

as requiring that G be positive for stable configurations, but it could be more

subtle.

What Does This Imply for the Landscape? If we can establish that G is an en-

tropy, it becomes quite natural to propose eG as a classical measure on the string

theory landscape. Presumably such a measure would be related to the number

of microscopic realizations of a given set of fluxes. We can go on to ask if there

are any geometries for which this measure becomes strongly peaked, or whether

consistency conditions (such as the tadpole constraint) require that G be O (1) .

Clearly many potential obstacles lie between the generating function introduced in

this chapter and a predictive measure on the landscape. However the prospect of such

a measure is quite exciting, and so worthy of some attention.
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CHAPTER IV

Flux Attractors and Geometric Fluxes

4.1 Introduction

Many closed-string backgrounds with 4D N = 1 supersymmetry descend from

backgrounds with 4D N = 2 supersymmetry. The chiral multiplets in the N = 1

theories then arise from projections of either N = 2 vector multiplets or N = 2

hypermultiplets. While it is well-understood how to use fluxes to stabilize the vector

moduli in both IIB and IIA compactifications [1, 22, 38] (for review see [25, 27, 29]),

it has been less clear how to stabilize the hypermoduli. In this chapter we introduce

a general scheme for understanding how specific geometric and non-geometric fluxes

can stabilize many more of the hypermoduli. As an example of this scheme, we

will study in detail the addition of geometric fluxes to O3/O7 compactifications with

3-form flux.

Our starting point is fairly general. We make only two modest assumptions about

how the hypermultiplet moduli enter into the 4D scalar potential:

• Homogeneity : the Kähler potential is assumed homogeneous of degree four

in the imaginary parts of the hypermoduli. This is satisfied by Calabi-Yau

orientifolds, as well as for more general compactifications with SU (3)× SU (3)

structure.
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• Linearity : the hypermultiplet moduli should only appear linearly in the super-

potential. This is the case for compactifications with generalized fluxes, our

main example.

We show that under these assumptions the scalar potential can be rewritten as a

sum of universal, positive semi-definite terms, and a term governed by a metric that

generally has indefinite signature. For some choices of fluxes, this final term is also

positive semi-definite, so that we can find absolute minima of the scalar potential

by setting each term separately to zero. The resulting Minkowski vacua are natural

generalizations of the familiar no-scale vacua introduced by GKP [38].

Our primary example of this new class of Minkowski vacua is IIB O3/O7 com-

pactifications with 3-form fluxes (as usual) and geometric fluxes (the new ingredient).

Minimization of the scalar potential for this entire class of vacua is equivalent to an

ISD condition with additional constraints. The ISD condition can be recast as a set

of flux attractor equations [1, 17–20, 76] which stabilize the vector moduli zi in the

manner previously studied for O3/O7 compactifications with 3-form fluxes alone. The

hypermoduli τ (the axio-dilaton) and Ga (additional 2-form moduli) enter as fixed

background parameters for the purpose of vector moduli stabilization. However, as

we mentioned already, the ISD condition is supplemented by additional constraints.

It is those that control the stabilization of the hypermoduli.

An important ingredient in the analysis is the manner in which the vector moduli

are stabilized: as shown in chapter III, solutions to the flux attractor equations can

be presented as derivatives of a scalar generating function, whether or not there

are geometric fluxes present. The hypermoduli enter this generating function as

parameters that are arbitrary a priori. However, the constraints that control the

stabilization of hypermoduli turn out to be equivalent to an extremization principle

on the generating function over hypermoduli space. For the purpose of hypermoduli

stabilization the generating function thus plays a role similar to that of a conventional
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potential.

In favorable circumstances the extremization over hypermoduli space may yield

hypermoduli that are all stabilized at finite values. However, it may also give either

runaway behavior, or flat directions. We will see choices of fluxes which realize each

of these possibilities. An obvious general rule is that vacua with many fluxes turned

on have fewer unstabilized moduli. More surprisingly, we find that the number of

hypermoduli that can be stabilized is apparently limited by the number of vector

moduli.

One of the motivations for this work is to develop the generating function for-

malism for flux compactifications. Certainly the generating function provides a con-

venient way to summarize the VEVs and the masses of the scalar fields stabilized

by fluxes. Additionally, it is intriguing that the role it plays in the flux attractor

equations is analogous to that played by the black hole entropy in black hole attrac-

tor equations. This analogy suggests a deep relation to counting of vacua which is

obscured by the usual geometric treatment of the fluxes. It would be interesting to

develop this relation further.

This chapter is organized as follows. In section 2 we review a few features of

no-scale vacua, as they appear in the standard GKP context. We then generalize

those constructions to the generic setup of interest here. In section 3 we provide a

brief introduction to generalized fluxes and the manner in which they appear in the

low energy theory. Combining with the results from section 2, we find the attractor

equations for no-scale vacua with geometric fluxes. In section 4 we introduce the

generating function and show that it both solves the attractor equations for vector

moduli and also provides an extremization principle on hypermoduli space. In section

5 we give several explicit examples that illustrate our methods. A few technical details

have been collected in appendix A.
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4.2 A General Class of no-scale Vacua

In this section we seek to present the scalar potential of Type II flux compactifica-

tions as a BPS-like sum of positive semi-definite terms, thus finding Minkowski vacua

when each of those terms vanish separately. The resulting minimization conditions

underlie the attractor equations.

We first review the standard GKP flux vacua with just one hypermodulus, the

axio-dilaton τ , and then generalize to situations with many hypermoduli. We main-

tain a rather general setting, albeit with assumptions on the theory motivated by

subsequent applications to situations with generalized fluxes.

4.2.1 GKP Compactifications

To get started we review the simplest and most widely studied class of flux vacua

[38, 46]: O3/O7 orientifold vacua in type IIB theory, with F3 and H3 fluxes turned

on1. We refer to these vacua as “GKP compactifications.”

In these theories the vector moduli (descended from N = 2 vector multiplets)

are the complex structure moduli zi. The hypermoduli (descended from N = 2

hypermultiplets) are the axio-dilaton τ and the Kähler moduli Tα.

At large volume and weak coupling, the Kähler potential factorizes into

K = Kz

(
zi
)
− log [−i (τ − τ)] +KT (Tα) , (4.1)

and enjoys a homogeneity property

Kαβ(∂αK)(∂βK) = 3 , (4.2)

where Kαβ is the Tα block of the inverse Kähler metric. This homogeneity property

1We also assume h
(1,1)
− = 0, since we want to describe the simplest situation.
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is proven in Appendix B, as is a more general version. The 3-form RR and NS fluxes

F3 and H3 give rise to the GVW superpotential [42, 43]

W =

∫
G3 ∧ Ω3 , (4.3)

where

G3 ≡ F3 − τH3 . (4.4)

The superpotential in this situation is linear in τ, and independent of Tα.

The scalar potential is

e−KV =
∑

X,Y =i,τ,α

KXYDXWDYW − 3 |W |2 , (4.5)

with the Kähler derivative defined as

DXW = ∂XW +W∂XK . (4.6)

Because the superpotential is independent of the Tα, and because the Kähler potential

(4.1) factorizes, the 4D scalar potential (4.5) reduces to

e−KV = KijDiWDjW +KττDτWDτW +
[
Kαβ (∂αK) (∂βK)− 3

]
|W |2 (4.7)

= KijDiWDjW +KττDτWDτW . (4.8)

The quantity in square brackets vanishes by virtue of the homogeneity relation (4.2).

The inverse Kähler metric Kij has positive eigenvalues, and Kττ = 4Im (τ)2 is pos-

itive, so this potential is positive semi-definite, with an absolute minimum when

DiW = 0 and DτW = 0. Since DαW = W∂αK is generically non-zero, supersym-

metry is broken. The combination of supersymmetry breaking and vanishing scalar
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potential are the defining features of a no-scale vacuum.

The linearity of the superpotential in τ allows us to write the DτW = 0 condition

in a more illuminating manner:

DτW = −
∫
H3 ∧ Ω3 −

1

τ − τ

∫
G3 ∧ Ω3 (4.9)

= − 1

τ − τ

∫
G3 ∧ Ω3 = 0 . (4.10)

If we combine this with

DiW =

∫
G3 ∧DiΩ3 = 0 , (4.11)

we see that the (3, 0) and (1, 2) pieces of the complex flux G3 must vanish. This is

equivalent to the condition thatG3 must be imaginary self-dual (ISD). In the following

we will find that analogues of (4.10) and (4.11), and the resulting ISD conditions,

arise quite generically.

4.2.2 General Type II, N = 1 Compactifications

The GKP compactifications are very special, but the homogeneity and linearity

properties we used above apply to virtually all Type II N = 1 flux compactifications,

at least in the limit of large volume and small coupling. In the general setting we will

assume that the moduli split into three groups:

Vector moduli: these are descended from N = 2 vector multiplets, and denoted by

zi.

Stabilizable hypermoduli: these appear linearly in the superpotential, and are

descended from N = 2 hypermultiplets. We denote them by tâ.

Unstabilizable hypermoduli: these do not appear in the superpotential, and are

descended from N = 2 hypermultiplets. We denote them tα̂.
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We will denote all of the hypermoduli together as tA, with the A index running over

both â and α̂. The split of the tA into tâ and tα̂ will depend on which fluxes we

have turned on. In the simple GKP example we turned on F3 and H3, making the

superpotential linear in τ . In this context τ is a stabilizable hypermodulus while

the Tα, which did not appear in the superpotential, are unstabilizable hypermoduli.

Later, we will introduce h(1,1)
− moduli denoted Ga which will appear linearly in the

superpotential due to a coupling to geometric fluxes. Then τ,Ga will all be stabilizable

hypermoduli in the terminology used here.

The most generic superpotential linear in the tâ and independent of the tα̂ can be

written as:

W = F (z)− t̂aHâ (z) . (4.12)

Both F (z) and Hâ (z) are holomorphic functions of the vector moduli zi and inde-

pendent of the hypermoduli tA. They can be thought of as generalizations of
∫
F3∧Ω3

and
∫
H3 ∧ Ω3.

In the general setting we assume that the Kähler potential decomposes into a term

for the vector moduli zi and another term for all the hypermoduli tA, and enjoys the

homogeneity relation:

KAB (∂AK) (∂BK) = 4 , (4.13)

KAB (∂BK) = t
A − tA ≡ −2iηA . (4.14)

In the simple GKP example the Kähler potential (4.1) had independent terms for

τ and for the Tα, but generally it does not decompose so neatly. In that example

Kττ (∂τK) (∂τK) = 1, so (4.2) is consistent with the homogeneity (4.13). We discuss

how these homogeneity relations arise in different kinds of Type II compactifications

in Appendix B.
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We include a brief aside on how corrections may affect our assumptions. String

theory corrections are generally governed by two expansion parameters, the string

coupling gs, and the string tension α′, and quantities can receive corrections both

perturbative and non-perturbative in these parameters. For our models, the linearity

of the superpotential in the hypermoduli will hold perturbatively to all orders, but can

and will receive non-perturbative corrections (in both gs and α′) which we will neglect.

The Kähler potential receives perturbative corrections in both parameters which will

generically ruin our homogeneity and no-scale properties. However, if we stay at tree

level in the string coupling gs, the α′ corrections to the Kähler potential still preserve

the homogeneity property (4.13); for instance, the first correction, calculated in [77]

simply adds a term to e−K which is quartic in ητ = Im(τ). The first gs correction,

however, not only ruins the homogeneity property, but in fact mixes scalars coming

from hypermultiplets with those coming from vector multiplets. However, these gs

corrections are also typically accompanied by α′ corrections (see for example [49]).

The no-scale cancellation in the previous subsection involved the DαW terms in

the scalar potential and the −3 |W |2 term. We are interested in similar cancellations

in a more general context, so we focus our attention on the DAW and −3 |W |2 terms.

We can use the homogeneity relations (4.13) and (4.14) to simplify them:

KABDAWDBW − 3 |W |2 = K âb̂DâWDb̂W +K α̂β̂ (∂α̂K)
(
∂

β̂
K
)
|W |2 − 3 |W |2

+
[
K âα̂ (∂α̂K)WDâW + c.c.

]
(4.15)

= K âb̂
[
DâWDb̂W − (∂âK)

(
∂

b̂
K
)
|W |2

]
+ |W |2

+
[
K âα̂ (∂α̂K)W∂âW + c.c.

]
(4.16)

= K âb̂∂âW∂b̂W + |W |2 +
[
K âA (∂AK)W∂âW + c.c.

]
(4.17)

= K âb̂∂âW∂b̂W + |W |2 − 2iηâ
[
W∂âW − c.c.

]
. (4.18)
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In the second step we used (4.13). We then expanded out the K âb̂DâWDb̂W term and

rearranged terms so that we could apply (4.14). Recall that ηâ is just the imaginary

part of tâ.

We can evaluate the derivatives in (4.18) by virtue of the linearity of the super-

potential,

∂âW = −Hâ (z) . (4.19)

The remaining terms in (4.18) simplify when written in terms of

W̃ ≡ F (z)− t
â
Hâ (z) = W + 2iηâHâ (z) , (4.20)

the natural generalization of
∫
G3 ∧ Ω3 from the previous example. Adding in the

remaining terms in the scalar potential, we now find

e−KV = KijDiWDjW +
∣∣∣W̃ ∣∣∣2 +

[
K âb̂ − 4ηâηb̂

]
Hâ (z)H b̂ (z) . (4.21)

This is the natural generalization of the no-scale potential (4.8).

While the DiW and W̃ terms in (4.21) are closely related to the ISD conditions

in the O3/O7 example, the final set of terms is new. They will make a positive or

negative contribution to the potential depending on the eigenvalues of

hâb̂ ≡ K âb̂ − 4ηâηb̂ . (4.22)

The eigenvalues of hâb̂ are in general functions of the hypermoduli. When hâb̂ has one

or more negative eigenvalues, the scalar potential (4.21) may admit AdS minima; we

have little to say about such minima at this time. However, when the eigenvalues of
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hâb̂ are positive semi-definite functions of the hypermoduli, Minkowski vacua arise if

DiW = 0 , (4.23)

W̃ = 0 , (4.24)

Hâ (z) = 0 , (4.25)

where the â index runs over the non-zero eigenvalues of hâb̂ only. Whenever W is

non-vanishing supersymmetry is broken because

DâW = Hâ (z) + (∂âK)W = (∂âK)W 6= 0. (4.26)

Thus our solutions are generally no-scale vacua.

Before performing a detailed analysis of (4.23)-(4.25), we can ask when they are

likely to have solutions. Trouble can arise if (4.23)-(4.25) together constitute more

equations than we have moduli. This occurs in two cases:

• If hâb̂ has more positive eigenvalues than there are vector moduli zi, we will not

in general be able to solve the relevant Hâ (z) = 0 conditions. This is because

the Hâ (z) are functions of the zi only, not of the hypermoduli.

• If hâb̂ has strictly positive eigenvalues, then the number of fields zi and tâ is

equal to the number of conditions in DiW = 0 and Hâ (z) = 0. Because of the

additional W̃ = 0 condition, we do not in general expect to be able to reach the

Minkowski vacuum. Instead, we expect the overall factor of eK in the potential

to lead to runaway vacua.

We therefore expect Minkowski vacua to arise when hâb̂ has at least one zero eigen-

value, no negative eigenvalues, and the number of positive eigenvalues is not greater

than the number of zi. The previous O3/O7 example falls into this category, since

Kττ = 4Im (τ)2 , and thus the only eigenvalue of hâb̂ is hττ = 0. When hâb̂ is positive
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semi-definite but does not satisfy these properties, we expect the overall factor of eK

in the scalar potential to lead to runaway vacua.

In order to illustrate the utility of our simplified form for the scalar potential

(4.21), we will present a new set of Minkowski vacua in the next section. We will

arrive at these by adding geometric flux to the O3/O7 compactifications described at

the beginning of this section. The geometric flux will allow us to stabilize additional

hypermoduli, which cannot be stabilized with 3-form flux alone. It also appears to

lead to an infinite series of distinct vacua, as well as the ability to tune the string

coupling to be arbitrarily small. We will present the full hAB matrix for O3/O7

compactifications, and show that the conditions (4.23)-(4.25) can easily be converted

into flux attractor equations.

4.3 Attractor Equations and Geometric Flux

The axio-dilaton τ is the only hypermodulus that enters the perturbative type

IIB superpotential in the presence of RR fluxes and the 3-form NS flux H3. There

are several options for the addition of extra ingredients that give rise to dependence

on more hypermoduli. Vacua with generalized NS fluxes are appealing because T-

duality establishes their existence in simple cases, while mirror symmetry suggests

their existence in more complicated cases. These duality considerations also largely

determine how these fluxes must appear in the N = 1 superpotential. In this section

we derive stabilization conditions for the hypermoduli in this context, with emphasis

on geometric fluxes (sometimes called metric fluxes).

4.3.1 Superpotential with Generalized Flux

For a long time it has been known that in a background with H-flux that lies

parallel to a circle (i.e. if the circle isometry contracted with H is non-zero), a T-

duality along the circle will generate a new solution in which some components of
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H-flux have been exchanged for some non-constant components of the metric [78].

The effect of these new metric components can be thought of as a twisting of the

circle over the rest of the geometry, encoded in the Cartan equation

dei = f i
jke

j ∧ ek . (4.27)

The coefficients f i
jk serve as analogs of Hijk, the components of the original H-flux.

Indeed, upon reduction to four dimensions, these components appear as parameters

of the low-energy theory in much the same way as Hijk do [79–81].

If there are more circle isometries, one might be able to perform a further T-

duality, converting some of the f i
jk into new objects Qij

k known as non-geometric

fluxes. In the presence of non-geometric fluxes, the string background no longer has

the structure of a geometric manifold, but can still be understood as torus fibers

varying over a base, where the transition functions between patches include string

dualities [82, 83]. From a low-energy perspective, the non-geometric nature of the

background isn’t relevant, and the components Qij
k appear in a natural way in the

superpotential. In fact, from the low energy perspective, one is also tempted to

include objects Rijk, which would correspond to T-dualizing all three legs of some

H-flux. From a ten-dimensional perspective, it’s not clear whether these latter fluxes

can in fact be constructed (indeed it is not clear whether all possible configurations of

the other geometric and non-geometric fluxes can be engineered), but the manner in

which they would appear in the effective theory is essentially determined by symmetry

considerations. For a more detailed discussion see the review [28] and references

therein.

For the purposes of studying the superpotential and the tadpole constraints, it will

be useful to introduce a slightly different organizational scheme for generalized fluxes.

In order to present this scheme, we must first give a basis for the cohomology of the
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underlying Calabi-Yau orientifold where each element has definite parity under the

orientifold involution. For the remainder of this section we will specialize to O3/O7

compactifications of type IIB string theory and take the basis for even forms:

• The constant function 1 and the volume form ϕ, both even under the orientifold

involution.

• The 2-forms µα and their dual 4-forms µ̃α. All are even under the orientifold

(so α = 1, . . . , h1,1
+ ).

• The 2-forms ωa and their dual 4-forms ω̃a. All are odd under the orientifold (so

a = 1, . . . , h1,1
− ).

We will also introduce symplectic bases for the 3-forms where each element has definite

parity under the orientifold involution:

• (AÎ ,BÎ) are even (so Î = 1, . . . , h2,1
+ ).

• (αI , β
I) are odd (so I = 0, . . . , h2,1

− ). The extra index value is because the (3, 0)

and (0, 3) forms are odd.

Now, in compactifications with H-flux, it is often very useful to replace the local

expressions Hijk for the components of H3 with a global expansion

H3 = mI
hαI − eh

Iβ
I , (4.28)

where mI
h and eh

I are the magnetic and electric components of the 3-form flux. To

obtain the analogous expansions for the geometric and non-geometric fluxes, one

should recast the H-flux not just as a 3-form, but as a linear operator which maps

p-forms to (p + 3)-forms (by wedging with H3). The geometric fluxes f i
jk similarly

define a map from p-forms to (p + 1)-forms, while the non-geometric fluxes Qij
k and

Rijk give maps from p-forms to (p− 1)- and (p− 3)-forms, respectively. Altogether,
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we can combine these linear maps into an operator D [84, 85], which we can view as

an operator of odd degree on the basis forms of the underlying space. In particular

we can write expansions of D acting on the even forms

−D · 1 = H3 = mI
hαI − eh

Iβ
I , (4.29)

−Dµα = r̂α = r̂Î
αAÎ − r̂αÎB

Î , (4.30)

−Dωa = ra = rI
aαI − raIβ

I , (4.31)

−Dµ̃α = q̂α = q̂αIαI − q̂α
I β

I , (4.32)

−Dω̃a = qa = qaÎAÎ − qa
Î
BÎ , (4.33)

−Dϕ = s = sÎAÎ − sÎB
Î . (4.34)

The point here is just that H3 and Qij
k reverse the parity of forms under the orientifold

projection, while f i
jk and Rijk preserve it. We will not need the detailed map between

the component fluxes f i
jk, Q

ij
k , R

ijk and the 3-forms H3, r̂α, ra, q̂
α, qa, s (given in [86])

because we will use only the latter terminology from here on. For completeness, we

note that there is of course also an action analogous to (4.29)-(4.34) on the odd degree

cohomology, but again we do not need the details.

Now, it turns out that the H-flux, the geometric fluxes labeled ra, and the non-

geometric fluxes labeled q̂α all contribute to the superpotential, while the geometric

fluxes r̂α and the non-geometric fluxes qa and s contribute to D-terms [87]. For the

rest of this chapter, we will focus on only the fluxes that enter the superpotential,

and set the latter group of fluxes to zero.

The operator D can be viewed as a generalization of the twisted exterior derivative

dH = d−H3∧ , which is the natural differential operator on forms in the presence of

H3-flux. For generalized fluxes, we would replace this with D and, when acting on d-

closed forms, we are left with just the linear action (4.29)-(4.34) of D. For consistency,

the operator D must be nilpotent, D2 = 0, like the usual exterior derivative [84, 86].
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This constraint implies that the set of 3-forms H3, ra, and q̂α are all symplectically

orthogonal2, i.e. that [87]

∫
H3 ∧ ra =

∫
H3 ∧ q̂α =

∫
ra ∧ rb =

∫
ra ∧ q̂α =

∫
q̂α ∧ q̂β = 0 , (4.35)

for all a, b, α, β. Another perspective on these constraints is to view them as NS

source tadpole equations. For instance,
∫
H3∧ ra contributes to the tadpole equation

of NS5-branes wrapping the two-cycle labeled by a, while
∫
ra ∧ rb represents KK-

monopole charge, , and other combinations correspond to more exotic sources [88].

Our models will not include any of these NS sources, so the condition of symplectic

orthogonality stands.

Let us now briefly describe the hypermoduli, and the manner in which they de-

scend from N = 2 hypermultiplets [41]. For a type IIB O3/O7 compactification they

are:

• τ = C0 + ie−φ, the axio-dilaton.

• Ga, a = 1, . . . , h1,1
− . These arise from the complexified 2-form potential C2 −

τB2 = (ca − τua)ωa = Gaωa. There is one of these for each 2-form ωa which is

odd under the orientifold involution.

• Tα, α = 1, . . . , h1,1
+ . These are obtained by expanding a certain 4-form built out

of the RR potential C4 = ραµ̃
α as well as the Kähler form J = vαµα.

In fact, all of these hypermoduli can be conveniently and succinctly obtained by

expansion of a formal sum of even degree forms [89],
2In the case at hand, where only H3, ra, q̂α are nonzero, demanding that D2 = 0 on the coho-

mology of the underlying space is equivalent to the condition that the 3-forms form a symplectically
orthogonal set. However, we actually need to demand that D2 = 0 on locally defined closed forms,
and this requirement can be slightly more stringent. In this chapter we shall only make use of
the symplectic orthogonality conditions, with the understanding that our generalized fluxes may be
somewhat more constrained.
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Φc = e−B ∧ CRR + ie−φ
(
e−B+iJ

)
= τ +Gaωa + Tαµ̃

α , (4.36)

where CRR = C0 + C2 + C4 is a formal sum of RR potentials.

We can now write down the perturbative superpotential in the presence of the

generalized fluxes. It takes exactly the same form as the familiar GVW superpotential

[42]:

W =

∫
G3 ∧ Ω3 , (4.37)

where

Ω3 = ZIαI − FIβ
I , (4.38)

is the usual holomorphic 3-form. We generalize from G3 = F3 − τH3 in the GVW

case to

G3 = F3 +DΦc = F3 − τH3 −Gara − Tαq̂
α , (4.39)

when all the hypermoduli are taken into account. It is often useful to present this

complex flux in terms of components. Generalizing (4.28) we expand the complex

flux on basis 3-forms,

G3 = mIαI − eIβ
I , (4.40)

where now the complex flux components are

mI = mI
f − τmI

h −GarI
a − Tαq̂

αI , (4.41)

eI = ef
I − τeh

I −GaraI − Tαq̂
α
I . (4.42)

The complex flux G3 is a combination of the fluxes, F3, H3, ra, q̂
α that we consider

“inputs,” parts of the definition of the vacuum, and then the hypermoduli τ,Ga, Tα

which constitute dynamical fields.
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The superpotential in component form is

W = eIZ
I −mIFI . (4.43)

It is worth emphasizing that the superpotential depends on vector moduli (complex

structure moduli) and hypermoduli (Kähler moduli) in quite different ways:

• Vector moduli: enter through the symplectic section (ZI , FI) in the familiar

manner, described by special geometry and a holomorphic prepotential F with

derivative FI . The physical moduli can (in one patch) be taken as the ratios

zi = Zi/Z0, i = 1, . . . , h
(2,1)
− .

• Hypermoduli: enter linearly through the generalized complex flux (4.39). It

is this property that we assumed from the outset in the general discussion in

section 4.2.2.

4.3.2 Spacetime Potential with Geometric Flux

We next compute the spacetime potential (4.21) from the superpotential (4.43).

For this we need the Kähler potential for the hypermoduli which, at large volume, is

essentially the volume of the compactification manifold

KH = − log[−i(τ − τ̄)4 (V6)
2] . (4.44)

The Calabi-Yau volume V6 (equal to (κv3)/6 in the notation below) depends implicitly

on the hypermoduli τ,Ga, Tα, so it requires some effort to carry out differentiations

with respect to these scalar fields and obtain the Kähler metric. The final result for
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the inverse Kähler metric becomes [41]

Kτ τ̄ = − (τ − τ̄)2 , (4.45)

Kτ ā = (τ − τ̄)2 ua , (4.46)

Kτ
ᾱ = −1

2
(τ − τ̄)2 (κ̂u2

)
α
, (4.47)

Kab̄ = (τ − τ̄)2

[
1

6

(
κv3
)
(κ̂v)−1 ab − uaub

]
, (4.48)

Ka
ᾱ = (τ − τ̄)2

[
−1

6

(
κv3
) [

(κ̂u) (κ̂v)−1]a
α

+
1

2
ua
(
κ̂u2
)

α

]
, (4.49)

Kαβ̄ = (τ − τ̄)2

[
1

6

(
κv3
)
(κv)αβ −

1

4

(
κv2
)

α

(
κv2
)

β

+
1

6

(
κv3
) [

(κ̂u) (κ̂v)−1 (κ̂u)
]
αβ
− 1

4

(
κ̂u2
)

α

(
κ̂u2
)

β

]
. (4.50)

Here we have introduced intersection numbers

∫
µα ∧ µβ ∧ µγ = καβγ ,

∫
µα ∧ ωa ∧ ωb = κ̂α ab , (4.51)

and used a shorthand notation for contractions

(
κv3
)

= καβγv
αvβvγ , (κ̂v)ab = κ̂α abv

α , etc. (4.52)

The spacetime potential (4.21) depends on the matrix hAB̄ introduced in (4.22), which

is essentially the the inverse Kähler metric. The fields ηA are the imaginary part of

the hypermoduli, here

2iητ = τ − τ̄ = 2ie−φ , (4.53)

2iηa = −(τ − τ)ua , (4.54)

2iηα =
τ − τ

2

[(
κ̂u2
)

α
−
(
κv2
)

α

]
. (4.55)

With this information, we easily find the matrix (4.22):
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hτ τ̄ = 0 , (4.56)

hτ ā = 0 , (4.57)

hτ
ᾱ = 2e−2φ

(
κv2
)

α
, (4.58)

hab̄ = −2

3
e−2φ

(
κv3
)
(κ̂v)−1 ab , (4.59)

ha
ᾱ =

2

3
e−2φ

(
κv3
) [

(κ̂u) (κ̂v)−1]a
α
− 2e−2φua

(
κv2
)

α
, (4.60)

hαβ̄ = e−2φ

{
−2

3

(
κv3
)
(κv)αβ −

2

3

(
κv3
) [

(κ̂u) (κ̂v)−1 (κ̂u)
]
αβ

+
(
κv2
)

α

(
κ̂u2
)

β
+
(
κ̂u2
)

α

(
κv2
)

β

}
. (4.61)

The vanishing of the components hτ τ̄ = hτ ā = 0 is significant. It means that, if we

consider just the τ and Ga hypermoduli then hAB̄ has one zero eigenvalue. Moreover,

its remaining eigenvalues are positive, since (κ̂v)ab is a negative-definite symmetric

matrix inside the Kähler cone3. According to the general criteria at the end of section

4.2.2 this means that all of τ and the Ga would be stabilized. We are primarily

interested in this setup, and will develop it further.

With the fluxes included in (4.39), Tα is also a stabilizable modulus. However,

both ha
ᾱ and hαβ have ambiguous signs, so including all of the fluxes from (4.39) will

generically lead to AdS vacua. Since we are well-equipped to study Minkowski vacua,

we will set q̂α = 0 for the remainder of the chapter. This reduces the complex flux

G3 from (4.39) to

G3 = F3 − τH3 −Gara , (4.62)
3This follows from the fact that the inverse Kähler metric above must be positive definite at all

points in the Kähler cone, and in particular when ua = 0.
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reduces the components of G3 from (4.41) and (4.42) to

mI = mI
f − τmI

h −GarI
a , (4.63)

eI = ef
I − τeh

I −GaraI , (4.64)

and renders Tα unstabilizable.

For specific orientifold examples there can be other suitable truncations which

can include some of the Tα. For instance, in a background with h1,1
− = 0 and some

particular even 2-form µ1 satisfying µ1 ∧ µ1 = 0 (for instance one can construct

suitable examples as certain complete intersections in products of projective spaces),

then h(1,1)
− = 0 and so we could truncate to T1 alone (no τ). However, such solutions

are not generic.

4.3.3 Attractor Equations from ISD Conditions

We are now ready to derive the attractor equations that describe moduli stabiliza-

tion of O3/O7 compactifications with geometric flux as well as conventional 3-form

fluxes.

The starting point is a subset (4.23)-(4.24) of the conditions for Minkowski vacua

DiW =

∫
G3 ∧DiΩ3 = 0 , (4.65)

W̃ =

∫
G3 ∧ Ω3 = 0 . (4.66)

The geometric flux ra and the hypermoduli Ga just enter through the complex flux G3

(4.62). The form of the conditions (4.65)-(4.66) is therefore the same as when there is

no geometric flux. Indeed, these equations agree with the ISD conditions (4.10) and

(4.11) for O3/O7 compactifications with 3-form flux alone. As we will make explicit,

this means we can proceed as if there were no geometric fluxes, and then determine
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the hypermoduli from the constraints (4.24) and (4.25) at the end.

In the absence of geometric fluxes, it is known that (4.65) and (4.66) are best

analyzed in the complex basis
{
Ω3, DiΩ3, DiΩ3,Ω3

}
for the 3-form cohomology. Sym-

plectic orthogonality then determines the complex flux G3 as

G3 = CΩ3 + CiDiΩ3 , (4.67)

with equality in the sense of cohomology. Since the complex basis consists of eigen-

forms of the Hodge star (∗ = +i on Ω3, DiΩ3 and ∗ = −i on Ω3, DjΩ3), it is manifest

that G3 is a generic ISD flux. The expansion coefficients4.

Fluxes can be interpreted as a twisting of the exterior derivative d → D, as we

have reviewed in section 4.3.1. The complex basis
{
Ω3, DiΩ3, DiΩ3,Ω3

}
is certainly

a good basis for the 3-form cohomology of the underlying Calabi-Yau [30], but rel-

atively little is known about the corresponding twisted cohomology. We can justify

the continued use of the complex basis by observing that the fluxes we consider pre-

serve SU(3) structure, even though they generally spoil the SU(3) holonomy. The

basis elements Ω3, DiΩ3 transform in representations of SU(3); the SU (3) structure

ensures that they satisfy the usual orthogonality relations, and that they retain their

eigenvalues under the Hodge star [90, 91]. We can therefore apply (4.67) also after the

introduction of geometric fluxes, with the equality holding up to terms that vanish in

the integral.

The covariant derivative with respect to the zi that appears in (4.67) is awkward

(because it obscures symplectic invariance) and also presents challenges in practical

computations (because the Kähler potential enters). It is advantageous to replace it

with an ordinary derivative with respect to the ZI , i.e.
4The normalization of these is changed compared with chapter III: Chere = iIm (τ) Cthere, Ci

here =
−iIm (τ)Ci

there, and LI
here = −iIm (τ) LI

there.
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G3 = CΩ3 + LI∂IΩ3 . (4.68)

In doing so we must be conscious of the fact that ordinary derivatives of Ω3 contain

a term proportional to Ω3:

∂IΩ3 = (∂IK) Ω3 + . . . . (4.69)

The G3 (4.67) cannot contain a term proportional to Ω3 so we must impose an addi-

tional constraint:

LI∂IK = 0 , (4.70)

on the LI . There is indeed one more complex parameter among the LI than there is

among the Ci, which is consistent with the addition of one complex constraint. Our

result (4.68) is the attractor equation, written as a relation between 3-forms.

The attractor equations are perhaps more transparent when written in terms of

the real basis (αI , β
I) of odd 3-forms introduced in section 4.3.1. Then the moduli

are encoded in the symplectic section (ZI , FI) introduced in (4.38) and the flux com-

ponents take the form (4.41)-(4.42). The component form of the attractor equation

(4.68) becomes:

mI = CZ
I
+ LI , (4.71)

eI = CF I + LJFIJ . (4.72)

We consider CZI and LI to be the independent variables in the attractor equations.

The CZI determine the physical moduli zi as well as an additional parameter, CZ0,

which only appears in the scalar mass matrix. The LI are all mass parameters. CFI

and FIJ are functions of the CZI – the specific functional forms are determined by
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the symplectic section of the Calabi-Yau. Since the number of attractor equations in

(4.71),(4.72) is equal to the number of variables in CZI , LI , solving (4.71) and (4.72)

should give CZI and LI as functions of the complex fluxes mI and eI . This is true

whether or not there are any geometric fluxes.

Now, this type of solution does not yet determine CZI and LI as functions of

the real, physical fluxes, because the complex fluxes (mI , eI) are themselves functions

of the hypermoduli. This dependence on the hypermoduli is governed by several

constraints. There is both the universal constraint (4.70), written in components as

0 = CF IL
I − CZ

I
LJFIJ , (4.73)

and generally also the constraints (4.25). When only geometric fluxes have been

included, these latter constraints are the conditions:

Ha (z) =

∫
Ω3 ∧ ra = 0 , (4.74)

which we can write in terms of components as

0 = rIaCZ
I − rI

aCFI . (4.75)

We emphasize that we have not set DaW = 0, but instead that DaW = W∂aK leads

to supersymmetry breaking when W 6= 0. This stands in contrast to the flux attrac-

tor equations for SU (3) × SU (3) structure compactifications developed in [19, 76].

These attractor equations only described supersymmetric (W = 0) Minkowski vacua,

while the attractor equations presented here describe non-supersymmetric (W 6= 0)

Minkowski vacua as well.

Let us summarize the procedure we propose. We first solve the attractor equations

(4.71) and (4.72) for CZI , LI . The result will be in terms of the complex fluxes
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(mI , eI) that depend on both τ and Ga. In the next step we use the constraints

(4.73) and (4.75) together to determine τ and the Ga. The procedure is particularly

simple in the standard GKP case where there is no geometric flux, and so the complex

fluxes depend only on τ . Then there is just a single constraint (4.73) to solve. In

the remainder of the chapter we will study the more general case including geometric

fluxes.

There is one subtlety: although the constraints (4.73), (4.75) appear to determine

all of τ , Ga, in fact the number of τ , Ga that we can stabilize is limited by the

number h(2,1)
− of physical moduli zi = Zi/Z0. If we divide (4.75) by CZ0 and use the

homogeneity properties of the FI , we see that the hypermoduli enter into (4.75) only

via the zi, so only h
(2,1)
− distinct combinations of the hypermoduli are constrained.

When h
(1,1)
− > h

(2,1)
− , either h(1,1)

− − h
(2,1)
− hypermoduli will remain unstabilized, or

there will be no solutions to (4.75) and we are forced into a runaway vacuum.

The situation is ameliorated somewhat by that fact that not all of the constraints

(4.75) can be independent. The geometric fluxes ra are 3-forms that must be symplec-

tically orthogonal due to the tadpole conditions (4.35). There are at most h(2,1)
− + 1

such three-forms, so only h(2,1)
− +1 of the constraints (4.75) can be independent. This

is still one more than h
(2,1)
− , the number of zi’s and thus the number of indepen-

dent equations we can solve, according to the argument in the previous paragraph.

For generic geometric fluxes and h
(1,1)
− > h

(2,1)
− we will therefore find no solutions to

(4.75), but for a co-dimension one subspace of the space of possible geometric fluxes,

we expect to be effective at stabilizing hypermoduli.

Summary of this section: The principal results are the attractor equations,

(4.71) and (4.72), and the constraints (4.73) and (4.75). These equations illuminate

how particular fluxes stabilize particular moduli. In the following sections we will

show that solutions to these attractor equations can be succinctly summarized by a

single generating function, as was the case without geometric fluxes. We will also
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solve several examples where as many moduli as possible are stabilized.

4.4 Generating Functions with Geometric Flux

While the flux attractor equations (4.71), (4.72) and constraints (4.73), (4.75), are

considerably simpler than the equations that would arise from direct minimization of

the potential, they cannot be solved explicitly for a generic Calabi-Yau. Nevertheless,

we can establish several general properties of the solutions. First of all, the solutions

for all of the moduli and mass parameters can be presented as derivatives of a single

generating function. We demonstrated this in chapter III for the standard GKP setup,

and here we extend the result to include geometric fluxes.

We will present two versions of the generating function, which give rise to two

different stabilization procedures. The first version depends on both the complex

fluxes and the hypermoduli, with the stabilized values of the hypermoduli determined

by extremizing the generating function with respect to the hypermoduli. The second

version employs a reduced generating function that depends on the real fluxes only.

In both cases the stabilization of the vector moduli is treated separately from the

stabilization of the hypermoduli.

4.4.1 Explicit Expression for the Generating Function

We begin by rewriting the electric and magnetic attractor equations, (4.71) and

(4.72) as:

CZ
I

=
1

2

(
mI + φI

)
, (4.76)

LI =
1

2

(
mI − φI

)
, (4.77)

CF I =
1

2
(eI + θI) , (4.78)

LJFIJ =
1

2
(eI − θI) , (4.79)
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where the φI and θI are (typically non-holomorphic) functions of the complex fluxes

mI and eI . Although it may appear that arbitrary φI and θI solve (4.71) and (4.72),

leading to essentially arbitrary solutions for CZI and LI , the solutions for φI and θI

are in fact related to one another in a nonlinear fashion. This is because FI and FIJ

are not independent parameters, but are fixed functions of the ZI , with the specific

functional form determined by the symplectic section of the Calabi-Yau. In order to

solve (4.76)-(4.79), we must substitute the expressions for CZI and LI in terms of mI

and φI into (4.78) and (4.79), then solve for φI and θI . Doing this directly is difficult

even for relatively simple Calabi-Yaus.

Considered as equations that determine the potentials φI and θI in terms of the

complex fluxes mI and eI , (4.76)-(4.79) are exactly the same whether or not we have

introduced geometric fluxes. We can therefore use a result proven in chapter III,

namely that all solutions for the φI and θI can be written as derivatives of a real

generating function5 G :

φI = (τ − τ)
∂G
∂eI

, (4.80)

θI = − (τ − τ)
∂G
∂mI

. (4.81)

Although the additional minus sign in (4.81) may look awkward, it is necessary be-

cause
(
∂/∂eI ,−∂/∂mI

)
is a good symplectic vector, while

(
∂/∂eI , ∂/∂m

I
)

is not.

The derivatives of G are taken with the other complex fluxes, as well as τ and the

Ga, held fixed. If we consider G as a thermodynamic function, (4.80) and (4.81) iden-

tify φI and θI as the potentials conjugate to eI and mI , respectively, and so we will

frequently refer to them as “the potentials.”

Another result of chapter III that still holds after the introduction of geometric
5Strictly speaking, we can arrive at a whole family of generating functions by changing the

normalizing factor of (τ − τ) to various other functions of the hypermoduli. In section (4.4.2) we
will see that the choice of (τ − τ) is preferred, even after we have introduced geometric fluxes.
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flux is that G is homogeneous of degree (1, 1) in the complex fluxes. In other words,

G
(
λmJ , λeJ , λ̃m

J , λ̃eJ , τ, G
a
)

= λλ̃G
(
mJ , eJ ,m

J , eJ , τ, G
a
)
, (4.82)

for any λ, λ̃ ∈ C. This implies that the potentials φI and θI are homogeneous of degree

(1, 0) . It also allows us to write an explicit expression for G :

G = eI
∂G
∂eI

+mI ∂G
∂mI

(4.83)

= − 1

τ − τ

{
eIφ

I −mIθI

}
. (4.84)

The first line follows from the homogeneity of G, while the second follows by sub-

stituting in (4.80) and (4.81). Given an explicit solution of (4.76)-(4.79), we can

compute φI and θI , then use (4.84) to compute G. We also see that whenever the flux

attractor equations have multiple sets of solutions, each solution will correspond to a

different generating function.

4.4.2 Stabilizing the Hypermoduli

Once the potentials have been determined, we have solved the attractor equations

(4.71) and (4.72) for the unknowns CZI and LI , with the hypermoduli treated as

given parameters. To find the stabilized values of the hypermoduli we can substitute

our solutions for CZI and LI into the constraints (4.73) and (4.75) and solve. In this

section we will present an alternate procedure: simply extremize G with respect to

the hypermoduli.

We first present the universal constraint in a simplified form. If we substitute

(4.76)-(4.79) into (4.73), we find

0 = CF IL
I − CZ

I
LJFIJ = −1

2

(
φIeI − θIm

I
)
. (4.85)
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In order to recover the universal constraint and the constraints (4.75) from our new

procedure, we need the derivatives of G with the real fluxes, rather than the complex

fluxes, held fixed.

We begin by writing the τ−derivative of G with the real fluxes held fixed6 :

∂G
∂τ

∣∣∣∣
R

=
∂G
∂τ

∣∣∣∣
C

+
∂G
∂eI

∂eI

∂τ
+

∂G
∂mI

∂mI

∂τ
(4.86)

=
1

(τ − τ)2

{
φ

I
eI − θIm

I
}

+
1

τ − τ

{
φ

I
eh

I − θIm
I
h

}
. (4.87)

In the first line we used R and C as a shorthand to indicate that the real fluxes and

complex fluxes, respectively, are held fixed. The second line follows by application of

(4.84), (4.80)-(4.81), (4.63), and (4.64). In the standard GKP setup, this expression

reduces to

∂G
∂τ

∣∣∣∣
R

=
1

(τ − τ)2

{
φ

I
[
ef

I − τeh
I + (τ − τ) eh

I

]
− θ

I [
mI

f − τmI
h + (τ − τ)mI

h

]}
(4.88)

=
1

(τ − τ)2

{
φ

I
eI − θIm

I
}
. (4.89)

Comparing (4.89) with (4.85), we see that extremizing G with respect to τ, while

holding the real fluxes fixed, reproduces (4.73) in the standard GKP setup.

After adding geometric fluxes, (4.87) reduces to

∂G
∂τ

∣∣∣∣
R

=
1

(τ − τ)2

{
φ

I
[
ef

I − τeh
I −GarIa

]
− θ

I [
mI

f − τmI
h −GarI

a

]}
, (4.90)

so a τ−derivative alone is insufficient to reproduce (4.85). However, we can combine

6The specific form of ∂G
∂τ

∣∣
C was ultimately determined by the introduction of (τ − τ) , rather

than some other function of the hypermoduli, in (4.80) and (4.81). Using (τ − τ) we will find simple
conditions on ∂G

∂τ

∣∣
R and ∂G

∂Ga

∣∣
R , while using other functions of the hypermoduli would lead to much

more awkward conditions.
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(4.90) with

∂G
∂Ga

∣∣∣∣
R

=
∂G
∂Ga

∣∣∣∣
C

+
∂G
∂eI

∂eI

∂Ga
+

∂G
∂mI

∂mI

∂Ga
(4.91)

=
1

τ − τ

{
φ

I
rIa − θIr

I
a

}
, (4.92)

to find

(τ − τ)
∂G
∂τ

∣∣∣∣
R

+
(
Ga −G

a) ∂G
∂Ga

∣∣∣∣
R

=
1

τ − τ

{
φ

I
eI − θIm

I
}
. (4.93)

Setting this linear combination of derivatives of G to zero thus reproduces (4.73), even

when geometric fluxes are included.

We also need to recover the remaining constraint (4.75) from derivatives of G.

This is straightforward, because the tadpole constraints (4.35) imply that

mIrIa − eIr
I
a = 0 , (4.94)

and so allow us to rewrite (4.92) as

∂G
∂Ga

∣∣∣∣
R

=
1

τ − τ

{(
mI + φ

I
)
rIa −

(
eI + θI

)
rI
a

}
(4.95)

=
1

τ − τ

{
CZIrIa − CFIr

I
a

}
. (4.96)

Comparing this with (4.75), we see that extremizing G with respect to the Ga, while

holding the real fluxes fixed, reproduces the Ha (z) = 0 attractor equations. Combin-

ing this with (4.93), we find that we must extremize over τ as well. It is somewhat

surprising that the tadpole constraints play a crucial role here, given that they do

not appear anywhere else in our study of the flux attractor equations.

Let us summarize our results about G so far. Suppose that we have somehow

determined G as a function of the complex fluxes and the hypermoduli. (4.80) and

(4.81) then determine the potentials φI and θI as functions of the complex fluxes
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and τ, and (4.76) and (4.77) in turn determine the stabilized values of the vector

moduli and mass parameters. The remaining dependence of these quantities on the

hypermoduli, through the complex fluxes, is fixed by extremizing G with respect to

the hypermoduli, while holding the real fluxes fixed. Upon substituting the values of

the hypermoduli into the expressions for φI and θI , we have determined the values of

all the moduli, as well as the values of the mass parameters CZ0 and LI .

4.4.3 Reduced Generating Function

One peculiar aspect of the generating function described so far is that the fluxes

and hypermoduli appear in G on roughly equal footing, but are treated very differently

when we solve for the various moduli. We will now show how the moduli zi and mass

parameters CZ0 and LI can be determined from a reduced generating function, G̃,

which depends on the real fluxes only. Formally, G̃ is constructed by substituting the

stabilized values of the hypermoduli into G.

We first address a preliminary issue concerning the map between real and complex

fluxes. While we have already recorded the expressions for the complex fluxes in terms

of the real fluxes (4.41)-(4.42), we will also need to know how derivatives with respect

to the complex fluxes are related to derivatives with respect to the real fluxes, and this

relationship is slightly subtle. When discussing the real fluxes we always explicitly

include the full set
{
mI

h,m
I
f , e

h
I , e

f
I , r

I
a, raI

}
, but when discussing the complex fluxes

we tend to include only mI , eI , and their complex conjugates. In fact the complete

set consists of
{
mI ,mI , eI , eI , r

I
a, raI

}
. This implies that the relationship between the

real and complex derivatives is:

∂

∂mI
= − 1

τ − τ

(
τ

∂

∂mI
f

+
∂

∂mI
h

)
, (4.97)

∂

∂eI

= − 1

τ − τ

(
τ
∂

∂ef
I

+
∂

∂eh
I

)
. (4.98)
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We might have expected derivatives with respect to rI
a or raI to appear here as well,

but the complex derivatives must give zero when acting on rI
a and raI , so such terms

cannot appear.

The decomposition of (4.97) and (4.98) into derivatives with respect to real fluxes

suggests that we define a set of real potentials,

φI
f =

∂G
∂eh

I

, φI
h = − ∂G

∂ef
I

, (4.99)

θf
I = − ∂G

∂mI
h

, θh
I =

∂G
∂mI

f

. (4.100)

related to the complex potentials via

φI = φI
f − τφI

h , (4.101)

θI = θf
I − τθh

I . (4.102)

Note that the derivatives with respect to the real fluxes are taken with the hyper-

moduli held fixed.

We now define G̃ as G with all hypermoduli replaced by their stabilized values,

written as functions of the real fluxes. While this is the natural way to turn G into

a function of the fluxes alone, we would like to know how G̃ relates to the attractor

equations. A simple calculation shows that

∂G̃
∂eh

I

=
∂G
∂eh

I

+
∂G
∂τ

∂τ

∂eh
I

+
∂G
∂Ga

∂Ga

∂eh
I

(4.103)

= φI
f . (4.104)

The second and third terms vanish because the hypermoduli are determined by ex-

tremizing G with respect to τ and Ga. We see that derivatives of G̃ return the real

potentials, and therefore determine the complex potentials φI and θI as functions of
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τ.

The procedure we follow to determine the values of the moduli and mass pa-

rameters if we know the reduced generating function G̃ is slightly different from the

procedure we follow if we have G. We first differentiate G̃ to determine the real po-

tentials. This gives us the moduli and mass parameters as functions of the real fluxes

and the hypermoduli:

CZ
I

=
1

2

[(
mI

f − τmI
h −GarI

a

)
+

(
∂G̃
∂eh

I

+ τ
∂G̃
∂ef

I

)]
, (4.105)

LI =
1

2

[(
mI

f − τmI
h −GarI

a

)
−

(
∂G̃
∂eh

I

+ τ
∂G̃
∂ef

I

)]
. (4.106)

We then substitute these expressions into (4.73) and (4.75) and solve to find τ and

the Ga.

We believe that G̃ is a conceptually simpler object to study than G since it is a

function of the fluxes alone, rather than a function of fluxes and hypermoduli. We

will also see an example below where we cannot determine a closed form for G, but

are able to compute G̃.

4.5 Examples

In order to establish the utility of the flux attractor equations and the generating

function formalism, we will now analyze two compactifications that admit both 3-form

fluxes and geometric fluxes. We will solve the attractor equations (4.71) and (4.72)

and the constraints (4.73) and (4.75) directly, then use the results to reconstruct the

generating function.

One important input for the flux attractor equations is the prepotential, which
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determines the FI and FIJ via

FI = ∂IF , FIJ = ∂I∂JF .

In our first example we will study a particular Z4 orbifold of T 6, which gives rise to

a prepotential

FT 6/Z4
= −iZ0Z1 . (4.107)

In the second example, we will use the STU prepotential,

FSTU =
Z1Z2Z3

Z0
. (4.108)

The simplicity of the T 6/Z4 example makes it easy to demonstrate the logic of both

the flux attractor equations and the generating function. While the STU example is

more involved, we believe it is representative of what one would find when studying

the large class of cubic prepotentials.

An interesting property of the attractor equations (4.71), (4.72) and constraints

(4.73), (4.75), is that they do not include or require detailed information about the

space of hypermoduli. While we might have imagined that e.g. the triple intersection

numbers would play an important role, at least in the Ha = 0 equations, they do

not. Rather, we only need to know h
(1,1)
− , which determines the number of different

geometric fluxes ra that can induce new F-terms, and thus stabilize additional moduli.

In the following we will carefully establish that there are constructions that give rise

to these prepotentials that also have h(1,1)
− 6= 0.

4.5.1 T 6/Z4

In this example, a relatively simple prepotential will allow us to compute the

generating function G for generic fluxes. After describing the orbifold construction
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that gives rise to (4.107), we will solve the attractor equations (4.71) and (4.72). This

gives the potentials φI and θI as functions of the complex fluxes, which we will then

use to write the generating function G. We will also write the system of equations

that determines the values of the stabilized moduli as functions of the real fluxes, and

see that two hypermoduli can be stabilized.

4.5.1.1 Orbifold Construction

Let us consider an N = 2 supersymmetric orbifold T 6/Z4, where the action of Z4

on the complex coordinates is generated by

Θ · (z1, z2, z3) = (iz1, iz2,−z3) . (4.109)

The untwisted sector of this orbifold gives rise to 5 (1, 1)-forms and one (2, 1)-form.

The twisted sector content depends on which T 6 lattice we are acting. To be con-

crete, let us pick the A2
3 lattice (the root lattice of SU(4) × SU(4)). For this choice

the twisted sectors contribute 20 (1, 1)-forms but no 3-forms (see, e.g. [92]), so the

only complex structure moduli will come from the untwisted sector, and we do not

need to perform any truncations when computing the prepotential or, eventually, the

generating function.

Now let us construct an N = 1 supersymmetric orientifold by combining the

involution

σ · (z1, z2, z3) = (z1,−z2, z3) , (4.110)

with Ω(−1)FL , where Ω here represents a worldsheet parity transformation and FL is

the left-moving fermion number on the worldsheet. The involutions σ and Θ2σ each

give rise to sets of untwisted sector O7-planes, while the involutions Θσ and Θ3σ

give rise to twisted sector O7-planes which wrap exceptional divisors at the θ2 fixed

points. There are no O3-planes in this model.
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Under this orientifold involution, three of the untwisted sector (1, 1)-forms are

invariant, while the other two change sign (all of the twisted sector (1, 1)-forms are

invariant), giving h(1,1)
− = 2 and h(1,1)

+ = 23. All of the 3-forms change sign, so h(2,1)
− = 1

and h(2,1)
+ = 0. Thus, in principle we can turn on geometric fluxes r1 and r2 as well as

H3 and F3, and each of these 3-forms has four components.

For a certain choice of symplectic basis, the coefficients of the holomorphic three

form (4.38) correspond to a prepotential

F = −iZ0Z1. (4.111)

With this information we can turn to a computation of the generating function.

4.5.1.2 Solutions for Potentials and G

Using (4.76)-(4.79) and the prepotential (4.111), we can solve for eI and θI in

terms of mI and φI .

e0 = CF0 + LJF0J = i
(
CZ1 − L1

)
= iφ1, (4.112)

e1 = CF1 + LJF1J = i
(
CZ0 − L0

)
= iφ0, (4.113)

which inverts to

φ0 = −ie1, φ1 = −ie0. (4.114)

Similarly, we have

θ0 = im1, θ1 = im0. (4.115)

Inserting these results into the expression (4.84) we find

G = − i

τ − τ̄

(
e0e1 + e1e0 +m0m1 +m1m0

)
. (4.116)

128



4.5.1.3 Solutions for Hypermoduli and G̃

We can now derive the constraints. From the complex conjugate of (4.92) we find

∂G
∂Ga

∣∣∣∣
R

=
i

τ − τ̄

(
ra1e0 + ra0e1 + r1

am
0 + r0

am
1
)

= 0 , (4.117)

and after imposing this constraint we can write the complex conjugate of (4.93) as

∂G
∂τ̄

∣∣∣∣
R

= − 2i

(τ − τ̄)2

(
e0e1 +m0m1

)
= 0 . (4.118)

Setting these expressions to zero will stabilize some of our hypermoduli. Now all

three of H3, r1, and r2 must be symplectically orthogonal by the tadpole conditions

(4.35), but in our model a symplectically orthogonal set of 3-forms is at most two-

dimensional. Because of this, we can only hope to fix at most two linear combinations

of the three moduli τ , G1, and G2. More explicitly, if the two independent orthogonal

three-forms are denoted ξ1 and ξ2, and we write H3 = Aτξ1 +Bτξ2, ra = Aaξ1 +Baξ2,

then the complex flux is given by G3 = F3−x1ξ1−x2ξ2, where x1 = Aττ +AaG
a and

x2 = Bττ + BaG
a. Since the minimization procedure depends on the hypermoduli

only via the complex flux, we can only hope to stabilize the linear combinations x1

and x2, leaving a third linear combination unfixed.

4.5.2 The STU Model

With this example we add geometric fluxes to a compactification with an STU

prepotential. This example was studied carefully in the absence of geometric fluxes

in [1, 64–67]. Substituting the symplectic section determined by (4.108) into (4.72),
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the electric attractor equations become

e0 = −CZ
1
CZ

2
CZ

3(
CZ

0
)2 + 2L0CZ

1CZ2CZ3

(CZ0)3 −
(
L1CZ

2CZ3

(CZ0)2 + cyc.

)
, (4.119)

e1 = −CZ
2
CZ

3

CZ
0 − L0CZ

2CZ3

(CZ0)2 + L2CZ
3

CZ0
+ L3CZ

2

CZ0
. (4.120)

Cyclic permutations of (4.120) give the remaining two electric attractor equations.

Since we can use (4.71) to rewrite the LI in terms of mI and CZI , these are four

complex, non-holomorphic, non-linear equations for the CZI . By using (4.76) we

could recast (4.119) and (4.120) as equations for the φI rather than the CZI . Rather

than solve directly for the CZI or the potentials, we will find it most useful to use

zi = Zi/Z0, so that (4.119) and (4.120) are considered as equations for the zi and

CZ0.

While black hole attractor equations with the STU prepotential can be solved

explicitly for arbitrary black hole charges, the attractor equations (4.119) and (4.120)

do not admit an explicit solution for general fluxes. Since we are interested in finding

explicit solutions that illuminate the results of sections (4.3) and (4.4), we will only

turn on four components of F3, four components of H3, and six geometric fluxes.

These 14 real flux components will allow us to explicitly stabilize the three complex

vector moduli, zi, and four complex hypermoduli, τ and three of the Ga. While it is

not possible to compute explicitly the generating function G for these fluxes, we will

compute the reduced generating function G̃, with the result given in equation (4.176).

An issue that will arise at several points in our analysis is the role of the tadpole

constraints (4.35). Once we are analyzing equations involving real fluxes, imposing

the tadpole constraints will consistently lead to significantly simpler expressions for

the stabilized values of the moduli, the mass parameters, and the generating function.

While simplifying with the tadpole constraints will not alter the algebraic relation-
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ships between these quantities, they do affect their derivatives. Since one of our goals

is to illustrate how derivatives of the generating function reproduce the moduli and

mass parameters, the primary results of sections 4.5.2.3-4.5.2.5 will be presented both

with and without the tadpole constraints (4.35) imposed.

4.5.2.1 The Enriques Calabi-Yau and the STU Prepotential

We saw in section (4.3.2) that geometric fluxes could only induce new F-terms

when h
(1,1)
− 6= 0. Unfortunately, the standard orbifold construction that leads to the

STU prepotential, T 6/Z2 × Z2, has h(1,1)
− = 0. Another construction that leads to

the STU prepotential, but which has h(1,1)
− = 8 is an orientifold of the Enriques

Calabi-Yau.

The construction of the Enriques Calabi-Yau [93] begins with K3× T 2. The K3

factor admits the freely-acting Enriques involution, θ1, under which the holomorphic

2-form is odd. Orbifolding K3 by θ1 would give the Enriques surface, but we will

instead orbifold K3×T 2 by θ1θ2, where θ2 takes the torus coordinate z3 to −z3. The

resulting surface is a self-mirror Calabi-Yau with h(1,1) = h(2,1) = 11. In the orbifold

limit of the underlying K3 factor, the untwisted sector contributes h(1,1) = h(2,1) = 3,

while the twisted sector contributes h(1,1) = h(2,1) = 8. The prepotential is governed

by the triple intersection numbers

κ123 = 1 , (4.121)

κ3ab = Cab , (4.122)

where Cab is the Cartan matrix of E8, and a, b = 4, ..., 11. Type II compactifications

on the Enriques Calabi-Yau have N = 2 supersymmetry.

The final step in the construction is the orientifold projection [94], which reduces

the amount of supersymmetry toN = 1. This employs a second involution which gives
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−1 when acting on the 2-forms ωa, +1 when acting on ω1 and ω2, and inverts the T 2.

This splits the 2-form cohomology such that h(1,1)
− = 8 and h(1,1)

+ = 3. Because the 3-

forms are constructed by wedging together 2-forms on the underlyingK3 with 1-forms

on the underlying T 2, the 3-form cohomology splits with h(2,1)
− = 3 and h(2,1)

+ = 8. The

triple intersection numbers (4.121) determine that three surviving complex structure

moduli will be governed by the STU prepotential.

4.5.2.2 Complex Fluxes and the Vector Moduli

Since we cannot explicitly solve the attractor equations (4.119) and (4.120) with

generic fluxes, we impose the following reality conditions on the complex fluxes:

m0 = m0 , (4.123)

mi = −mi , (4.124)

e0 = −e0 , (4.125)

ei = ei . (4.126)

We also make a complementary ansatz for the potentials:

φ
0

= φ0 , (4.127)

φ
i

= −φi , (4.128)

θ0 = −θ0 , (4.129)

θi = θi . (4.130)

This reduction was previously utilized in chapter III, where it was found to be a useful

compromise between completely general fluxes (where (4.119) and (4.120) cannot be

solved explicitly) and solubility (since overly simple fluxes do not stabilize all of the

moduli).
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An important feature of the attractor equations (4.71) and (4.72) is that the fluxes

enter only via the complex fluxes mI and eI . This means that they lead to the same

solutions for the moduli and mass parameters as functions of the complex fluxes, with

or without geometric fluxes. Since (4.119) and (4.120) were already solved in chapter

III, we simply quote the solutions:

CZ0 =
1

4

(
m0 − i

∑
i

mi

√
m0ei

e0mi

)
, (4.131)

zi = −i

√
e0mi

m0ei

, (4.132)

with no summation over i in (4.132). The requirement that the metric on moduli

space remain positive, which in turn requires Im (zi) < 0 and Im (τ) > 0, implies a

condition on the complex fluxes:

i
mI

eI

> 0 , (4.133)

with no summation over I. This implies that the quantities under the square roots

in (4.131) and (4.132) are real and positive, and we will ensure for the remainder of

this section that only real, positive quantities appear under square roots. We will

also take the positive branch of all square roots.

The universal constraint (4.73) is also written in terms of the complex fluxes alone,

and so is the same with or without geometric fluxes. Generically, it takes the form

of a condition that the complex fluxes must satisfy. We again quote the result from

chapter III:
e0m

1m2m3

m0e1e2e3
= −1 . (4.134)

In fact this condition was used in the derivation of (4.131) and (4.132), where it

helped to find compact and explicit solutions. Because of this, (4.131) and (4.132)

actually satisfy (4.119) and (4.120) only up to terms that vanish after the application

of (4.134).
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For completeness, we also record the potentials φI and θI . These are determined

by substituting the solutions (4.131) and (4.132) into (4.76) and (4.78), which gives:

φ0 = −1

2

(
m0 + i

∑
i

mi

√
m0ei

e0mi

)
, (4.135)

φ1 =
1

2

(
−m1 + i

√
e0m1

m0e1
m0 +

√
e2m1

m2e1
m2 +

√
e3m1

m3e1
m3

)
, (4.136)

θ0 =
1

2

(
e0 − i

e0
m0

∑
i

mi

√
m0ei

e0mi

)
, (4.137)

θ1 =
1

2

(
ie0

√
m0e1
e0m1

− e1 + im2

√
− e2e1
m2m1

+ im3

√
− e1e3
m1m3

)
. (4.138)

The expressions for φ2, φ3, θ2, and θ3 follow from cyclic permutations of (4.136) and

(4.138). This completes our discussion of the attractor equations in terms of complex

fluxes. In order to proceed further, we will need to specify precisely which real fluxes

we are turning on.

4.5.2.3 Stabilization of the Vector Moduli

We now choose specific real fluxes consistent with the reality conditions (4.123)-

(4.126). This will allow us to compute the quantities associated with the vector moduli

in terms of real fluxes alone. We will also translate the sign restrictions (4.133) into

restrictions on the real fluxes.

For m0 and ei, which must be real, we turn on only m0
f and ef

i . For the purely

imaginary fluxes e0 and mi,we turn on eh
0 and mi

h, as well as several geometric fluxes.

In accord with the argument in section 4.2.2, we turn on only three of the eight

possible ra, since we expect that turning on more ra would make the constraints

(4.75) insoluble. We will replace the a index with ĩ = 1, 2, 3, and turn on rĩ0 and r1
1̃
,

r2
2̃
, r3

3̃
. The six real components of the geometric fluxes are chosen so that the tadpole

constraints
∫
rĩ∧rj̃ = 0 and

∫
rĩ∧H3 = 0 are automatically satisfied. The non-trivial
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tadpole constraints are

0 =

∫
rĩ ∧ F3 = m0

frĩ0 − ef
i r

i
ĩ
, (4.139)

and

n =

∫
F3 ∧H3 = −m0

fe
h
0 +mi

he
f
i , (4.140)

where the integer n is determined by the number of O3 planes and D3 branes.

We now write out explicitly the final set of constraints (4.75):

0 =

∫
rĩ ∧ Ω3 . (4.141)

For r1̃ this reduces to

r1̃0 = r1
1̃
z2z3 , (4.142)

with the other equations following by cyclic permutations. Inside the Kähler cone

Im (zi) < 0, so we deduce that
r1̃0
r1
1̃

< 0 . (4.143)

We can use (4.132) and (4.134) to rewrite (4.142) in terms of complex fluxes:

−r1̃0
r1
1̃

=

√( e0
m0

)2 m2m3

e2e3
(4.144)

= −i e1
m1

√
− e2e3
m2m3

. (4.145)

Because the hypermoduli will enter via the complex fluxes, we would like an ex-

pression with the complex fluxes isolated and linear. By combining (4.145) and its

permutations, we find

i
mi

ei

=

(
ri
ĩ

rĩ0

)2√
−r1̃0r2̃0r3̃0

r1
1̃
r2
2̃
r3
3̃

, (4.146)
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with no summation over i. Substituting this back into (4.134), we find

−i e0
m0

=

√
−r1̃0r2̃0r3̃0

r1
1̃
r2
2̃
r3
3̃

. (4.147)

For the set of geometric and 3-form fluxes we turn on ei = ef
i and m0 = m0

f . We

can therefore use (4.146) and (4.147) to determine the remaining complex fluxes mi

and e0, which implicitly depend on the hypermoduli, in terms of the real fluxes alone.

Then (4.131) and (4.132) give explicit expressions for the stabilized moduli and CZ0

in terms of real fluxes:

CZ0 =
1

4

(
m0

f +
∑

i

ef
i

ri
ĩ

rĩ0

)
, (4.148)

zi = i
ri
ĩ

rĩ0

√
−r1̃0r2̃0r3̃0

r1
1̃
r2
2̃
r3
3̃

. (4.149)

The complex potentials (4.135)-(4.138) similarly become

φ0 =
1

2

(
−m0

f +
∑

i

ef
i

ri
ĩ

rĩ0

)
, (4.150)

φ1 = − i
2

r1
1̃

r1̃0

(
m0

f − ef
1

r1
1̃

r1̃0
+ ef

2

r2
2̃

r2̃0
+ ef

3

r3
3̃

r3̃0

)√
−r1̃0r2̃0r3̃0

r1
1̃
r2
2̃
r3
3̃

, (4.151)

θ0 =
i

2

(
−m0

f +
∑

i

ef
i

ri
ĩ

rĩ0

)√
−r1̃0r2̃0r3̃0

r1
1̃
r2
2̃
r3
3̃

, (4.152)

θ1 =
1

2

r1̃0

r1
1̃

(
m0

f − ef
1

r1
1̃

r1̃0
+ ef

2

r2
2̃

r2̃0
+ ef

3

r3
3̃

r3̃0

)
, (4.153)

with the other φi and θi given by cyclic permutations of (4.151) and (4.153).

So far we have not utilized the tadpole constraints (4.139). After imposing the
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tadpole constraints, we find

CZ0 = m0
f , (4.154)

zi =
i

ef
im

0
f

√
−m0

fe
f
1e

f
2e

f
3 , (4.155)

and

φ0 = m0 = m0
f , (4.156)

φi = mi = − i

ef
i

√
−m0

fe
f
1e

f
2e

f
3 , (4.157)

θ0 = e0 =
i

m0
f

√
−m0

fe
f
1e

f
2e

f
3 , (4.158)

θi = ei = ef
i . (4.159)

If we compare (4.156)-(4.159) with (4.77), we find that LI = 0 for this choice of fluxes,

so that the only non-zero mass parameter is CZ0. This indicates that the only mass

scale is m2
3/2 ∼ |CZ0|2 .

4.5.2.4 Stabilization of the Hypermoduli

In (4.123)-(4.126) we chose e0 and mi to be purely imaginary. This implies that

Re (τ) = Re
(
Gĩ
)

= 0 , so we will rewrite the hypermoduli as

τ = iτ2 , (4.160)

Gĩ = igĩ , (4.161)

where τ2 and gĩ are real.

Our expressions (4.146) and (4.147) for the complex fluxes in terms of the real

fluxes, along with the definitions (4.63) and (4.64), give a system of linear equations
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that determine the hypermoduli τ2 and gĩ :

e0 = −iτ2eh
0 − igĩrĩ0 = im0

f

√
−r1̃0r2̃0r3̃0

r1
1̃
r2
2̃
r3
3̃

, (4.162)

mi = −iτ2mi
h − igĩri

ĩ
= −ief

i

(
ri
ĩ

rĩ0

)2√
−r1̃0r2̃0r3̃0

r1
1̃
r2
2̃
r3
3̃

. (4.163)

Note that we have not yet imposed any tadpole constraints. We can rewrite this

system of equations in matrix form,



eh
0 r1̃0 r2̃0 r3̃0

m1
h r1

1̃
0 0

m2
h 0 r2

2̃
0

m3
h 0 0 r3

3̃





τ2

g1̃

g2̃

g3̃


=

√
−r1̃0r2̃0r3̃0

r1
1̃
r2
2̃
r3
3̃



−m0
f

ef
1

(
r1
1̃
/r1̃0

)2
ef
2

(
r2
2̃
/r2̃0

)2
ef
3

(
r3
3̃
/r3̃0

)2


. (4.164)

We now need only invert the 4 × 4 matrix of NS fluxes in order to determine the

hypermoduli. This can be done in general, but the result is both quite long and not

particularly illuminating. We instead quote the result with the tadpole constraints

(4.139) and (4.140) imposed,

τ2 =
4

n

√
−m0

fe
f
1e

f
2e

f
3 , (4.165)

g1̃ =
1

r1
1̃
ef
1

(
1− 4

n
ef
1m

1
h

)√
−m0

fe
f
1e

f
2e

f
3 , (4.166)

with the expressions for g2̃ and g3̃ analogous to (4.166).

Now that we have computed the VEVs of all the moduli, it is interesting to see

what restrictions on the moduli and the fluxes are imposed by the combination of

the tadpole constraints, (4.139) and (4.140), and the requirement that we stay inside

the Kähler cone, i.e. that the Kähler metric remain positive. While the tadpole

constraints are naturally written in terms of the fluxes alone, we can use our explicit

expressions to see how the moduli are constrained. Similarly, the Kähler cone restric-
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tions are naturally written in terms of the moduli, but the explicit solutions allow us

to rewrite them as restrictions on the fluxes.

In the case without geometric fluxes, the combination of tadpole constraints and

Kähler cone restrictions is quite restrictive. For example, in chapter III, where we

used the same combination of F3 and H3 as here, but no geometric fluxes, we found

that staying inside the Kähler cone required

eh
0m

0
f < 0 , ef

1m
1
h > 0 ,

ef
2m

2
h > 0 , ef

3m
3
h > 0 .

When we compare these with the tadpole constraint

n = −eh
0m

0
f + ef

im
i
h ,

we see that each term on the right-hand side is positive, so no individual flux can be

larger than n. This renders the number of distinct choices of
{
eh
0 ,m

0
f , e

f
i ,m

i
h

}
finite

and rather small. It also keeps the string coupling gs = 1/τ2 of order 1. We will now

argue that these restrictions are far less severe when geometric fluxes are included.

The crux of our argument is that introducing geometric fluxes does not lead to

additional Kähler cone restrictions. While we still need to ensure that Im (zi) < 0

and that t > 0, there is apparently no such restriction on the gĩ. We have already

seen the restrictions imposed on the geometric fluxes by these requirements (4.143),

and can use the tadpole constraints (4.139) to find a restriction on the RR fluxes:

ef
i

m0
f

< 0 . (4.167)

We do not, however, find any restriction7 on the signs of eh
0 or mi

h. If we choose
7For example, it might appear that such a restriction would arise from (4.146) or (4.147), which

involve the complex fluxes e0 and mi and so implicitly involve eh
0 and mi

h. If one rewrites the
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fluxes such that mi
h/e

h
0 < 0, we can get cancellations between the terms in (4.140).

These cancellations allow us to choose infinite series of fluxes that satisfy all physical

constraints. In particular, we can take the RR fluxes large and, by (4.165), send the

string coupling gs = 1/τ2 to zero. It would be interesting to see how perturbative and

non-perturbative corrections might modify this result.

4.5.2.5 The Generating Function

We now compute the main object of interest in this chapter, the generating func-

tion for the attractor equations. Since the result is surprisingly simple, we will first

compute the numerical value of the generating function with the tadpole constraints

(4.139) imposed. We will next compute the reduced generating function G̃ without

imposing the tadpole constraints, in order to check the results of section 4.4.

With the tadpole constraints (4.139) and (4.140) imposed, we find a surprisingly

simple expression for the numerical value of the generating function G̃. If we com-

bine the expressions for the complex potentials in (4.156)-(4.159) with our explicit

expression for the generating function (4.84), we find

G =
1

τ − τ

{
mIeI − eIm

I
}

=
1

τ − τ

∫
G3 ∧G3 . (4.168)

The NS tadpole constraints (4.35) imply that the geometric fluxes make no contribu-

tion to the integral in (4.168). It therefore reduces to

G = −
∫
F3 ∧H3 = −n . (4.169)

An analogous generating function was derived in chapter III using an identical pre-

complex fluxes using (4.119), (4.120), (4.139), and (4.140), both (4.146) and (4.147) reduce to√
−m0

fef
1ef

2ef
3 > 0, which is automatically satisfied whenever (4.167) is satisfied.
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potential and choice of F3 and H3, but with no geometric fluxes:

Gthere = n− 1

2

[
−sgn

(
m0

f

)√
−eh

0m
0
f +

∑
i

sgn
(
mi

h

)√
mi

he
f
i

]2

. (4.170)

This result, along with our expressions for the moduli (4.155) and (4.165), indicate

that the solutions without geometric flux cannot be recovered from the solutions

with geometric flux by formally sending the geometric fluxes to zero. Instead, this

limit is discontinuous, suggesting that there is no sense in which we can add “a little”

geometric flux. This is consistent with our expectation that the geometric fluxes obey

a Dirac quantization condition, just as the fluxes F3 and H3 do.

Although the expression for the generating function in (4.169) is quite elegant,

its derivatives will not reproduce the real potentials φ0
f , φ

i
h, θ

h
0 , and θf

i because we

repeatedly used the tadpole constraints (4.139) and (4.140) to simplify the expression,

and using these constraints alters the derivatives of the generating function. We

now compute G̃ without using the tadpole constraints, and verify that its derivatives

correctly reproduce the real potentials.

In order to compute both the reduced generating function and the real potentials,

we need to compute τ2 without using the tadpole constraints. If we go back to (4.164)

and invert we find

τ2 =
∆f

∆h

√
−r1̃0r2̃0r3̃0

r1
1̃
r2
2̃
r3
3̃

, (4.171)

where we introduced the combinations

∆f ≡ m0
f +

∑
i

ri
ĩ

rĩ0

ef
i , (4.172)

∆h ≡ −eh
0 +

∑
i

rĩ0

ri
ĩ

mi
h , (4.173)

which will appear quite frequently in the following. We now substitute the expres-

sions for the complex potentials (4.150)-(4.153), the expressions for the complex fluxes
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(4.162) and (4.163), and the value of τ2 (4.171) into (4.84) to find the reduced gener-

ating function:

G̃ = − i

2τ2

[
mIθI − eIφ

I
]

(4.174)

= −1

2

∆h

∆f

[
m0

f

(
∆f − 2m0

f

)
+
∑

i

{
ef

i

ri
ĩ

rĩ0

(
∆f − 2ef

i

ri
ĩ

rĩ0

)}]
(4.175)

= −1

2
∆h

∆f − 2

(
m0

f

)2
+
∑

i

(
ef

i r
i
ĩ
/rĩ0

)2

∆f

 . (4.176)

This is the principal result of this example, a single function that summarizes all

aspects of the stabilized vector moduli. Comparing (4.176) with (4.170), it is inter-

esting that (4.176) has two factors, one that is independent of F3 and one that is

independent of H3, while each term in (4.170) mixes F3 and H3. Upon imposing the

tadpole constraints (4.139) we recover (4.169), as expected.

We substitute (4.150)-(4.153) and (4.171) into (4.101) and (4.102) to find the real

potentials:

φ0
f =

1

2

(
∆f − 2m0

f

)
, (4.177)

φi
h =

1

2
∆h

ri
ĩ

rĩ0

[
1− 2

ef
i r

i
ĩ

∆frĩ0

]
, (4.178)

θh
0 = −1

2
∆h

[
1− 2

m0
f

∆f

]
, (4.179)

θf
i =

1

2

r1̃0
r1
1̃

(
∆f − 2ef

i

ri
ĩ

rĩ0

)
. (4.180)

These expressions agree with the derivatives (4.99) and (4.100) of the reduced gener-

ating function (4.176), up to terms that vanish when the tadpole constraints (4.139)

are imposed, in accord with the arguments of section (4.4). This validates the gen-

erating function approach to flux attractor equations, even after the introduction of

geometric fluxes.
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APPENDIX A

Scalar Mass Matrix in No-Scale Compactifications

In this appendix we present an explicit computation of the scalar mass matrix for

no-scale compactifications.

We divide the scalar potential into two terms as follows:

Vtot = V + V0 (A.1)

= eKgαβDαWDβW + eK
(
gabDaWDbW − 3 |W |2

)
. (A.2)

The indices α, β, γ... run over the complex structure moduli i, j, k... and axio-dilaton

τ, and a, b, ... run over the Kähler moduli. Because the superpotential is independent

of the Kähler moduli, their F-terms are (3.24)

DaW = W∂aK . (A.3)

The inverse metric is such that

gab∂aK∂bK = 3 , (A.4)

so that V0 = 0. The remaining term V is positive semi-definite, so the absolute minima
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of the scalar potential all have vanishing cosmological constant. This is why these

solutions are called “no-scale.”

Since V0 = 0, we do not expect this term to make a contribution to the mass

matrix. We now show explicitly that this is the case, beginning with the contribution

to M2
αβ from V0 :

∂β∂αV0 = ∂β

{
eK
[
gab
(
DαDaWDbW +DaWDαDbW

)
+DaWDbW∂αg

ab
]
− 3WDαW

}
= eK

[
gab
(
DβDαDaWDbW +DαDaWDβDbW

)
+
(
∂βg

ab
)
DαDaWDbW

+gab
(
DβDaWDβDbW +DaWDβDαDbW

)
+
(
∂βg

ab
)
DaWDαDbW

+ ∂αg
ab
(
DβDaWDbW +DaWDβDbW

)
+DaWDbW∂β∂αg

ab − 3WDβDαW
]
.

Since the Kähler potential factorizes into K = Kz

(
zi, zi

)
+Kτ (τ, τ)+Kt

(
ta, t

a
)

we

find that ∂αg
ab = 0, and simplify further:

∂β∂αV0 = eK
[
gab
(
DβDαDaWDbW +DαDaWDβDbW

)
+ gab

(
DβDaWDβDbW +DaWDβDαDbW

)
− 3WDβDαW

]
.(A.5)

Since ∂α∂aK = 0, we have

DαDaW = Dα (W∂aK) (A.6)

= (DαW ) ∂aK (A.7)

and

DαDbW = Dα

(
W∂bK

)
(A.8)

= 0 . (A.9)
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This, combined with (A.4), gives

∂β∂αV0 = eK
[(
gab∂aK∂bK

)
WDβDαW − 3WDβDαW

]
(A.10)

= 0 , (A.11)

so V0 indeed makes no contribution to M2
αβ.

The contributions to M2
αβ

from V0 simplify in a similar way:

∂β∂αV0 = ∂β

{
eK
[
gab
(
DαDaWDbW +DaWDαDbW

)
+DaWDbW∂αg

ab
]
− 3WDαW

}
= eK

[
gab
(
DβDαDaWDbW +DαDaWDβDbW

)
−3
(
WDβDαW +DαWDβW

)]
(A.12)

= 0 . (A.13)

So our expectations were correct, and V0 makes no contribution to the scalar mass

matrix.

We emphasize that in computing the contributions from V0 to the mass matrix we

have not set DαW = 0, we have only used the factorization of the Kähler potential.

Our conclusion that V0 makes no contribution to the scalar mass matrix thus holds

for metastable local minima, where DαW 6= 0, as well as absolute minima, where

DαW = 0.

Next we compute the contributions to the mass matrix from V. Since we are

interested in absolute minima of the potential, we will set DαW = 0. We begin with

contributions to M2
αβ :

∂β∂αV = ∂β

{
eK
[
gγδ
(
DαDγWDδW +DγWDαDδW

)
+DγWDδW∂αg

γδ
]}

= eKgγδ
(
DαDγWDβDδW +DβDγWDαDδW

)
(A.14)
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We can eliminate the mixed derivatives using

DαDβW = Dα

(
∂βW +W∂βK

)
(A.15)

= W∂α∂βK (A.16)

= Wgαβ , (A.17)

so that (A.14) simplifies to

M2
αβ = ∂β∂αV = eKgγδ

[
DαDγWDβDδW +DβDγWDαDδW

]
(A.18)

= eKW (DαDβW +DβDαW ) . (A.19)

We’ll follow the same procedure for M2
αβ
,

M2
αβ

= ∂β∂αV = ∂β

{
eK
[
gγδ
(
DαDγWDδW +DγWDαDδW

)
+DγWDδW∂αg

γδ
]}

= eKgγδ
[
DαDγWDβDδW +DβDγWDαDδW

]
= eK

[
gγδDαDγWDβDδW + |W |2 gαβ

]
. (A.20)

Our results for the scalar mass matrices, (A.19) and (A.20), agree with the standard

results for N = 1 supergravity, e.g. eq. 23.27 in [62]. We have verified that the

Kähler moduli do not make any additional contributions.

We also see that when W 6= 0, i.e. when SUSY is broken, the scalar masses-

squared are lifted above the fermion masses-squared by O
(
m2

3/2

)
.
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APPENDIX B

Homogeneity Conditions

We collect here several known results about the Kähler potentials for hypermoduli

in N = 1 compactifications of Type II theories.

Homogeneity of Hypermoduli Kähler Potentials

In this section we will recall the form of the tree-level Kähler potential for hyper-

moduli, K, for various N = 1 type II compactifications. For each we will demonstrate

that K is independent of the real parts of the hypermoduli, and that e−K is homoge-

neous of degree four in the imaginary parts of the hypermoduli.

IIB O3/O7

This is the case of greatest interest in this chapter. We recall that the hypermoduli

(the scalar fields which descend from the N = 2 hypermultiplets) consist of the axio-

dilaton τ , a field Ga corresponding to each two-form ωa which is odd under the

orientifold involution, and a field Tα corresponding to each even four-form µ̃α. In

terms of the real fields (the RR potentials C0, C2 = caωa, and C4 = ραµ̃
α, the dilaton
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φ, the B-field B2 = uaωa, and the Kähler form J = vαµ
α), they are given by1 :

τ = C0 + ie−φ, (B.1)

Ga = ca − τua, (B.2)

Tα = ρα −
i

2
e−φ

(
κv2
)

α
− (κ̂cu)α +

1

2
τ
(
κ̂u2
)

α
, (B.3)

as follows from (4.36). We have made use of the intersection numbers defined in

(4.51) and (4.52).

Now the Kähler potential for these fields is

K = −4 ln [−i (τ − τ̄)]− 2 ln [V6] , (B.4)

where the volume

V6 =
1

6

∫
J3 =

1

6

(
κv3
)
, (B.5)

is implicitly viewed as a function of Tα, τ , and Ga. One then computes the Kähler

metric by using the map (B.1)-(B.3) and the expression (B.4) to compute the deriva-

tives of K with respect to the complex fields (which can only be written explicitly

in terms of the real fields, since there are no general expressions for the vα in terms

of the complex fields). Inverting that Kähler metric then gives the expressions which

appear in (4.45)-(4.50).

We would like to understand the scaling properties of the (exponential of the)

Kähler potential when we scale the complex fields. Looking at (B.1)-(B.3), we see

that sending {τ,Ga, Tα} → {λτ, λGa, λTα} for some real λ is equivalent to an action

on the real fields
1These conventions differ in some important ways from [41]. In particular, the definition of the vα

differs by a dilaton factor (vα
there = e−φ/2vα

here), essentially the difference between string frame and
Einstein frame, and Tα differs by an overall numerical factor (T there

α = (3i/2)T here
α ). They adhere

more closely to [89].
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{
C0, c

a, ρα, e
−φ, ua, vα

}
−→

{
λC0, λc

a, λραλe
−φ, ua, vα

}
, (B.6)

i.e. everything scales with weight one except for ua and vα. But then it follows

immediately that

e−K = 24e−4φV2
6 , (B.7)

is a function of the imaginary parts of the fields which is homogeneous of degree four,

from the e−φ dependence.

We can also consider the simpler case with h1,1
− = 0, so there are no Ga. In this

case, one can separately scale τ and the Tα, {τ, Tα} → {λτ, µTα}. In terms of the

real fields, this would be

{
C0, ρα, e

−φ, vα
}
−→

{
λC0, µρα, λe

−φ, λ−
1
2µ

1
2vα
}
. (B.8)

Comparing with (B.7), we see that e−K is homogeneous of degree (1, 3) in the scalings

of (τ, Tα). In particular, this fact can be used to show (4.2).

IIA O6

For type IIA compactifications which are orientifolds of Calabi-Yau manifolds, and

which can contain O6-planes, the hypermoduli now come from the complex structure

moduli of the space. Indeed, in general the orientifold involution (which, in order

to preserve N = 1 supersymmetry, must be an anti-holomorphic involution of the

Calabi-Yau, and must act as minus one on the volume form of the space) can act on

the holomorphic three-form as σ ·Ω3 = e2iθΩ3 for some constant phase θ. Also, given

a symplectic basis aK and bK , we can expand

Ω3 = ZKaK − FKb
K . (B.9)

150



As usual, the FK here can be derived from a holomorphic prepotential F (ZK), which

depends on our choice of symplectic basis. Then [95], the hypermoduli come from

expanding

Ωc = C3 + 2iRe (CΩ3) , (B.10)

where C is a compensator field that ensures that the expression above is invariant

under Kähler transformations. If we wish to be more explicit, it is convenient to

choose a symplectic basis in which the aK are even under the orientifold involution

and the bK are odd (we can always do this since the volume form is odd) and then

we can simply expand

Ωc = 2NKaK , NK =
1

2
ξK + iRe

(
CZK

)
, (B.11)

where we have also expanded C3 = ξKaK .

The Kähler potential for these fields is simply [22, 41]

K = −2 ln

[
2

∫
Re (CΩ3) ∧ ∗Re (CΩ3)

]
. (B.12)

From this expression it is obvious that the Kähler potential depends only on the

imaginary parts of the complex fields NK , and that

e−K =

[
2

∫
Re (CΩ3) ∧ ∗Re (CΩ3)

]2

, (B.13)

is a homogeneous function of degree four in the Im(NK).

IIA and IIB, SU (3)× SU (3) , N = 1

In fact, these homogeneity properties are even more general. Both of the examples

above could have been formulated by saying that our complex hypermoduli fields are
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obtained as expansion coefficients of a formal sum of complex forms [89],

Φc = e−BCRR + iRe (Φ) , (B.14)

where Φ = e−φe−B+iJ for IIB (see (4.36)), and Φ = CΩ3 for IIA. In both cases, the

Kähler potential is given by

K = −2 ln
[
i
〈
Φ,Φ

〉]
, (B.15)

where the pairing 〈·, ·〉 is the Mukai pairing, defined on even and odd forms respec-

tively as

〈ϕ, ψ〉 =


∫

(ϕ0ψ6 − ϕ2 ∧ ψ4 + ϕ4 ∧ ψ2 − ϕ6ψ0) ,∫
(−ϕ1 ∧ ψ5 + ϕ3 ∧ ψ3 − ϕ5 ∧ ψ1) .

(B.16)

Again, from this formulation it is evident that K depends only on the imaginary parts

of the fields, and e−K is homogeneous of degree four.

This formulation is more general than the compactifications we have been consid-

ering so far. We could easily incorporate type IIB O5/O9 models, or we could include

compactifications with SU(3)× SU(3)-structure [89, 91, 96–100], which are in some

sense the most general compactifications of type II that have N = 1 supersymmetry

in four dimensions. Typically, these “spaces" are not even geometric, but nonetheless

they have the structure displayed above, so that the effective N = 1 supergravity in

four dimensions has a Kähler potential with the given homogeneity properties.
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Identities Implied by Homogeneity

In the previous section we showed that the Kähler potentials for virtually all Type

II, N = 1 compactifications obey

ηA ∂

∂ηA
e−K = 4e−K , (B.17)

where the index A runs over all of the hypermoduli, and ηA indicates the imaginary

parts of those moduli. We also showed that the Kähler potential is independent of

the real parts of the hypermoduli. We will now demonstrate how the homogeneity

property (B.17) implies (4.13) and (4.14),

KAB (∂AK) (∂BK) = 4 ,

KAB (∂BK) = −2iηA ,

which played a central role in section 4.2.2.

We begin by relating complex derivatives to ηA-derivatives:

∂A =
1

2

(
∂

∂ξA
− i

∂

∂ηA

)
. (B.18)

We can use this to relate complex derivatives of the Kähler potential K to ηA deriva-

tives of e−K :

∂AK = −eK∂A

(
e−K

)
=
i

2
eK ∂

∂ηA
e−K , (B.19)

A similar result follows for the Kähler metric KAB. We have

∂A∂Be
−K = e−K [(∂AK) (∂BK)− ∂A∂BK] , (B.20)

153



so

KAB ≡ ∂A∂BK = (∂AK) (∂BK)− 1

4
e−K ∂

∂ηA

∂

∂ηB
eK (B.21)

=
1

4

[
e2K

(
∂

∂ηA
e−K

)(
∂

∂ηB
e−K

)
− e−K ∂

∂ηA

∂

∂ηB
eK

]
.(B.22)

In the last step we used (B.19) to write KAB in terms of ηA derivatives only. If we

now contract KAB with ηA, we can use (B.17):

ηAKAB =
1

4

[
4eK ∂

∂ηB
e−K − 3eK ∂

∂ηB
e−K

]
(B.23)

=
1

4
eK ∂

∂ηB
e−K (B.24)

=
i

2
∂BK , (B.25)

We can now contract with the inverse metric KAB to arrive at (4.14):

KAB∂BK = −2iηA . (B.26)

Contracting this expression with ∂AK and using (B.17) again we find:

KAB (∂AK) (∂BK) = −2iηA∂AK (B.27)

= eKηA ∂

∂ηA
e−K (B.28)

= 4 . (B.29)

This is just (4.13), so we have demonstrated that (B.17) implies (4.13) and (4.14).

154



BIBLIOGRAPHY

155



BIBLIOGRAPHY

[1] F. Larsen and R. O’Connell. Flux Attractors and Generating Functions. JHEP,
07:049, 2009, 0905.2130.

[2] F. Larsen, R. O’Connell, and D. Robbins. Hypermoduli Stabilization, Flux
Attractors, and Generating Functions. 2009, 0912.4448.

[3] J. Polchinski. String theory. Vol. 2: Superstring theory and beyond. Cambridge,
UK: Univ. Pr. (1998) 531 p.

[4] B. S. Acharya, K. Bobkov, G. L. Kane, P. Kumar, and J. Shao. Explaining the
electroweak scale and stabilizing moduli in M theory. Phys. Rev., D76:126010,
2007, hep-th/0701034.

[5] J. L. Bourjaily. Effective Field Theories for Local Models in F-Theory and
M-Theory. 2009, 0905.0142.

[6] J. J. Heckman. Particle Physics Implications of F-theory. 2010, 1001.0577.

[7] J. J. Heckman and C. Vafa. Flavor Hierarchy From F-theory. 2008, 0811.2417.

[8] J. Polchinski. The cosmological constant and the string landscape. 2006, hep-
th/0603249.

[9] R. Bousso. TASI Lectures on the Cosmological Constant. Gen. Rel. Grav.,
40:607–637, 2008, 0708.4231.

[10] R. Bousso and J. Polchinski. Quantization of four-form fluxes and dynam-
ical neutralization of the cosmological constant. JHEP, 06:006, 2000, hep-
th/0004134.

[11] A. D. Linde. Chaotic Inflation. Phys. Lett., B129:177–181, 1983.

[12] A. Vilenkin. The Birth of Inflationary Universes. Phys. Rev., D27:2848, 1983.

[13] A. D. Linde. Eternally Existing Selfreproducing Chaotic Inflationary Universe.
Phys. Lett., B175:395–400, 1986.

[14] S. Weinberg. Anthropic Bound on the Cosmological Constant. Phys. Rev. Lett.,
59:2607, 1987.

156



[15] S. Weinberg. The cosmological constant problem. Rev. Mod. Phys., 61:1–23,
1989.

[16] M. Dine and N. Seiberg. Is the Superstring Weakly Coupled? Phys. Lett.,
B162:299, 1985.

[17] R. Kallosh. New attractors. JHEP, 12:022, 2005, hep-th/0510024.

[18] S. Bellucci, S. Ferrara, R. Kallosh, and A. Marrani. Extremal Black Hole and
Flux Vacua Attractors. Lect. Notes Phys., 755:115–191, 2008, 0711.4547.

[19] L. Anguelova. Flux Vacua Attractors and Generalized Compactifications.
JHEP, 01:017, 2009, 0806.3820.

[20] D. Cassani, S. Ferrara, A. Marrani, J. F. Morales, and H. Samtleben. A special
road to AdS vacua. 2009, 0911.2708.

[21] H. Ooguri, A. Strominger, and C. Vafa. Black hole attractors and the topological
string. Phys. Rev., D70:106007, 2004, hep-th/0405146.

[22] O. DeWolfe, A. Giryavets, S. Kachru, and W. Taylor. Type IIA moduli stabi-
lization. JHEP, 07:066, 2005, hep-th/0505160.

[23] E. Silverstein. TASI / PiTP / ISS lectures on moduli and microphysics. 2004,
hep-th/0405068.

[24] T. W. Grimm. The effective action of type II Calabi-Yau orientifolds. Fortsch.
Phys., 53:1179–1271, 2005, hep-th/0507153.

[25] M. Grana. Flux compactifications in string theory: A comprehensive review.
Phys. Rept., 423:91–158, 2006, hep-th/0509003.

[26] R. Blumenhagen, B. Kors, D. Lust, and S. Stieberger. Four-dimensional string
compactifications with d-branes, orientifolds and fluxes. Phys. Rept., 445:1–193,
2007, hep-th/0610327.

[27] M. R. Douglas and S. Kachru. Flux compactification. Rev. Mod. Phys., 79:733–
796, 2007, hep-th/0610102.

[28] B. Wecht. Lectures on Nongeometric Flux Compactifications. Class. Quant.
Grav., 24:S773–S794, 2007, 0708.3984.

[29] F. Denef. Les Houches Lectures on Constructing String Vacua. 2008, 0803.1194.

[30] P. Candelas and X. de la Ossa. Moduli space of calabi-yau manifolds. Nucl.
Phys., B355:455–481, 1991.

[31] P. Candelas. LECTURES ON COMPLEX MANIFOLDS. IN *TRIESTE 1987,
PROCEEDINGS, SUPERSTRINGS ’87* 1-88.

157



[32] B. R. Greene, K. Schalm, and G. Shiu. Warped compactifications in M and F
theory. Nucl. Phys., B584:480–508, 2000, hep-th/0004103.

[33] M. Nakahara. Geometry, Topology, and Physics. Institute of Physics Pub.,
2003.

[34] K. Becker, M. Becker, and J. H. Schwarz. String theory and M-theory: A modern
introduction. Cambridge, UK: Cambridge Univ. Pr. (2007) 739 p.

[35] A. Ceresole, R. D’Auria, and S. Ferrara. The Symplectic Structure of N=2
Supergravity and its Central Extension. Nucl. Phys. Proc. Suppl., 46:67–74,
1996, hep-th/9509160.

[36] B. Craps, F. Roose, W. Troost, and A. Van Proeyen. What is special Kaehler
geometry? Nucl. Phys., B503:565–613, 1997, hep-th/9703082.

[37] J. M. Maldacena and C. Nunez. Supergravity description of field theories on
curved manifolds and a no go theorem. Int. J. Mod. Phys., A16:822–855, 2001,
hep-th/0007018.

[38] S. B. Giddings, S. Kachru, and J. Polchinski. Hierarchies from fluxes in string
compactifications. Phys. Rev., D66:106006, 2002, hep-th/0105097.

[39] D. Belov and G. W. Moore. Holographic action for the self-dual field. 2006,
hep-th/0605038.

[40] D. M. Belov and G. W. Moore. Type II actions from 11-dimensional Chern-
Simons theories. 2006, hep-th/0611020.

[41] T. W. Grimm and J. Louis. The effective action of N = 1 Calabi-Yau orien-
tifolds. Nucl. Phys., B699:387–426, 2004, hep-th/0403067.

[42] S. Gukov, C. Vafa, and E. Witten. CFT’s from Calabi-Yau four-folds. Nucl.
Phys., B584:69–108, 2000, hep-th/9906070.

[43] T. R. Taylor and C. Vafa. RR flux on Calabi-Yau and partial supersymmetry
breaking. Phys. Lett., B474:130–137, 2000, hep-th/9912152.

[44] K. Becker, M. Becker, C. Vafa, and J. Walcher. Moduli stabilization in non-
geometric backgrounds. Nucl. Phys., B770:1–46, 2007, hep-th/0611001.

[45] I. Linch, William D., J. McOrist, and B. C. Vallilo. Type IIB Flux Vacua from
the String Worldsheet. JHEP, 09:042, 2008, 0804.0613.

[46] K. Dasgupta, G. Rajesh, and S. Sethi. M theory, orientifolds and G-flux. JHEP,
08:023, 1999, hep-th/9908088.

[47] S. Kachru, R. Kallosh, A. Linde, and S. P. Trivedi. De sitter vacua in string
theory. Phys. Rev., D68:046005, 2003, hep-th/0301240.

158



[48] V. Balasubramanian, P. Berglund, J. P. Conlon, and F. Quevedo. Systematics
of Moduli Stabilisation in Calabi-Yau Flux Compactifications. JHEP, 03:007,
2005, hep-th/0502058.

[49] M. Berg, M. Haack, and E. Pajer. Jumping Through Loops: On Soft Terms
from Large Volume Compactifications. JHEP, 09:031, 2007, 0704.0737.

[50] O. DeWolfe and S. B. Giddings. Scales and hierarchies in warped compactifi-
cations and brane worlds. Phys. Rev., D67:066008, 2003, hep-th/0208123.

[51] A. R. Frey and J. Polchinski. N = 3 warped compactifications. Phys. Rev.,
D65:126009, 2002, hep-th/0201029.

[52] S. B. Giddings and A. Maharana. Dynamics of warped compactifications
and the shape of the warped landscape. Phys. Rev., D73:126003, 2006, hep-
th/0507158.

[53] A. R. Frey and A. Maharana. Warped spectroscopy: Localization of frozen bulk
modes. JHEP, 08:021, 2006, hep-th/0603233.

[54] G. Shiu, G. Torroba, B. Underwood, and M. R. Douglas. Dynamics of Warped
Flux Compactifications. JHEP, 06:024, 2008, 0803.3068.

[55] A. R. Frey, G. Torroba, B. Underwood, and M. R. Douglas. The Universal
Kaehler Modulus in Warped Compactifications. JHEP, 01:036, 2009, 0810.5768.

[56] S. Ferrara, R. Kallosh, and A. Strominger. N=2 extremal black holes. Phys.
Rev., D52:5412–5416, 1995, hep-th/9508072.

[57] A. Strominger. Macroscopic Entropy of N = 2 Extremal Black Holes. Phys.
Lett., B383:39–43, 1996, hep-th/9602111.

[58] S. Ferrara and R. Kallosh. Universality of Supersymmetric Attractors. Phys.
Rev., D54:1525–1534, 1996, hep-th/9603090.

[59] G. W. Moore. Arithmetic and attractors. 0700, hep-th/9807087.

[60] A. Sen. Black Hole Entropy Function, Attractors and Precision Counting of
Microstates. Gen. Rel. Grav., 40:2249–2431, 2008, 0708.1270.

[61] F. Denef and M. R. Douglas. Distributions of flux vacua. JHEP, 05:072, 2004,
hep-th/0404116.

[62] J. Wess and J. Bagger. Supersymmetry and supergravity. Princeton University
Press, Princeton, USA, 1992.

[63] R. Kallosh and B. Kol. E(7) Symmetric Area of the Black Hole Horizon. Phys.
Rev., D53:5344–5348, 1996, hep-th/9602014.

159



[64] M. J. Duff, J. T. Liu, and J. Rahmfeld. Four-dimensional string-string-string
triality. Nucl. Phys., B459:125–159, 1996, hep-th/9508094.

[65] K. Behrndt, R. Kallosh, J. Rahmfeld, M. Shmakova, and W. K. Wong.
STU black holes and string triality. Phys. Rev., D54:6293–6301, 1996, hep-
th/9608059.

[66] G. Lopes Cardoso, D. Lust, and T. Mohaupt. Modular symmetries of N = 2
black holes. Phys. Lett., B388:266–272, 1996, hep-th/9608099.

[67] K. Behrndt et al. Classical and quantum N=2 supersymmetric black holes.
Nucl. Phys., B488:236–260, 1997, hep-th/9610105.

[68] D. Lust, S. Reffert, and S. Stieberger. Flux-induced soft supersymmetry break-
ing in chiral type IIb orientifolds with D3/D7-branes. Nucl. Phys., B706:3–52,
2005, hep-th/0406092.

[69] R. Kallosh, A. D. Linde, and M. Shmakova. Supersymmetric multiple basin
attractors. JHEP, 11:010, 1999, hep-th/9910021.

[70] F. Denef. Supergravity flows and d-brane stability. JHEP, 08:050, 2000, hep-
th/0005049.

[71] F. Denef, B. R. Greene, and M. Raugas. Split attractor flows and the spectrum
of bps d-branes on the quintic. JHEP, 05:012, 2001, hep-th/0101135.

[72] A. Giryavets. New attractors and area codes. JHEP, 03:020, 2006, hep-
th/0511215.

[73] E. G. Gimon, F. Larsen, and J. Simon. Black Holes in Supergravity: the non-
BPS Branch. JHEP, 01:040, 2008, 0710.4967.

[74] J.-G. Luque and J.-Y. Thibon. The polynomial invariants of four qubits. Phys.
Rev., A67:042303, 2003, quant-ph/0212069.

[75] K. Behrndt, G. Lopes Cardoso, and D. Lust. Curved BPS domain wall solutions
in four-dimensional N = 2 supergravity. Nucl. Phys., B607:391–405, 2001, hep-
th/0102128.

[76] L. Anguelova. Flux Vacua Attractors in Type II on SU(3)xSU(3) Structure.
2009, 0901.4148.

[77] K. Becker, M. Becker, M. Haack, and J. Louis. Supersymmetry breaking
and alpha’-corrections to flux induced potentials. JHEP, 06:060, 2002, hep-
th/0204254.

[78] T. H. Buscher. A Symmetry of the String Background Field Equations. Phys.
Lett., B194:59, 1987.

160



[79] J. Scherk and J. H. Schwarz. How to Get Masses from Extra Dimensions. Nucl.
Phys., B153:61–88, 1979.

[80] N. Kaloper, R. R. Khuri, and R. C. Myers. On generalized axion reductions.
Phys. Lett., B428:297–302, 1998, hep-th/9803066.

[81] N. Kaloper and R. C. Myers. The O(dd) story of massive supergravity. JHEP,
05:010, 1999, hep-th/9901045.

[82] S. Hellerman, J. McGreevy, and B. Williams. Geometric Constructions of Non-
geometric String Theories. JHEP, 01:024, 2004, hep-th/0208174.

[83] A. Dabholkar and C. Hull. Duality twists, orbifolds, and fluxes. JHEP, 09:054,
2003, hep-th/0210209.

[84] J. Shelton, W. Taylor, and B. Wecht. Generalized flux vacua. JHEP, 02:095,
2007, hep-th/0607015.

[85] A. Micu, E. Palti, and G. Tasinato. Towards Minkowski Vacua in Type II String
Compactifications. JHEP, 03:104, 2007, hep-th/0701173.

[86] M. Ihl, D. Robbins, and T. Wrase. Toroidal Orientifolds in IIA with General
NS-NS Fluxes. JHEP, 08:043, 2007, 0705.3410.

[87] D. Robbins and T. Wrase. D-Terms from Generalized NS-NS Fluxes in Type
II. JHEP, 12:058, 2007, 0709.2186.

[88] G. Villadoro and F. Zwirner. On general flux backgrounds with localized
sources. JHEP, 11:082, 2007, 0710.2551.

[89] I. Benmachiche and T. W. Grimm. Generalized N = 1 orientifold compacti-
fications and the Hitchin functionals. Nucl. Phys., B748:200–252, 2006, hep-
th/0602241.

[90] M. Grana, R. Minasian, M. Petrini, and A. Tomasiello. A scan for new N=1
vacua on twisted tori. JHEP, 05:031, 2007, hep-th/0609124.

[91] D. Cassani and A. Bilal. Effective actions and N=1 vacuum conditions from
SU(3) x SU(3) compactifications. JHEP, 09:076, 2007, 0707.3125.

[92] S. Reffert. The Geometer’s Toolkit to String Compactifications. 2007,
0706.1310.

[93] S. Ferrara, J. A. Harvey, A. Strominger, and C. Vafa. Second quantized mirror
symmetry. Phys. Lett., B361:59–65, 1995, hep-th/9505162.

[94] T. W. Grimm. Non-Perturbative Corrections and Modularity in N=1 Type IIB
Compactifications. JHEP, 10:004, 2007, 0705.3253.

161



[95] T. W. Grimm and J. Louis. The effective action of type IIA Calabi-Yau orien-
tifolds. Nucl. Phys., B718:153–202, 2005, hep-th/0412277.

[96] M. Gualtieri. Generalized complex geometry. 2003, math/0401221.

[97] M. Grana, R. Minasian, M. Petrini, and A. Tomasiello. Generalized structures
of N=1 vacua. JHEP, 11:020, 2005, hep-th/0505212.

[98] M. Grana, J. Louis, and D. Waldram. SU(3) x SU(3) compactification and
mirror duals of magnetic fluxes. JHEP, 04:101, 2007, hep-th/0612237.

[99] P. Koerber and L. Martucci. From ten to four and back again: how to generalize
the geometry. JHEP, 08:059, 2007, 0707.1038.

[100] M. Grana, R. Minasian, M. Petrini, and D. Waldram. T-duality, Generalized
Geometry and Non-Geometric Backgrounds. JHEP, 04:075, 2009, 0807.4527.

162




