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Flapping wing MAV aerodynamics is challenging to understand due to its complexities. 

Surrogate modeling offers an effective tool to predict information at off-design points, 

measure the sensitivity of design variables involved, and illustrate general trends in the data. 

We have investigated 2D and 3D hovering airfoil/wing aerodynamics considering three 

kinematic parameters, i.e. plunge amplitude, angular amplitude, and phase lag, at Re = 100. 

While leading edge vortex, a persistent downward jet, and wake capture are three noticeable 

fluid dynamics features in 2D and 3D, tip vortices in 3D and instantaneous AoA can 

substantially affect the relative importance of them. Surrogate models of the 2D and 3D wing 

with aspect ratio of 4 show that for i) power required, the magnitudes and global trends of 

the predicted response between 2D and 3D are similar, ii) lift, the phase lag changes from a 

non-linear response in 2D to a monotonic one in 3D. The overall consequence is that in 3D, 

kinematic combinations of higher lift with lower power requirements can be attained. Global 

sensitivity analysis shows that the lift is the most sensitive to the phase lag in 3D as opposed 

to the angular amplitude in 2D. The ensemble surrogate strategies performed employed 

performed quite well compared to independent test data.  

Nomenclature 

AR   =  aspect ratio b
2
/(bc) 

b   =   span measured from wing tip to wing tip 

CD   =  drag coefficient 

CL   =  lift coefficient 

c   =  chord length 

DOE  =  design of experiment 

f   =  frequency of oscillation 

FCCD  =  face centered cubic design 

GCL  =  geometric conservation law 

GSA  =  global sensitivity analysis 

h   =  translational position 

ha   =  plunging amplitude 

k   =  reduced frequency 

KRG  =   Kriging 
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LEV  =  leading edge vortex  

LHS  =  Latin hypercube sampling 

Lref   =  reference length 

MAV  =  micro air vehicle 

NDV  =  number of design variables 

NSM  =  number of surrogate models 

NTP  =  number of training points 

p   =  pressure 

Preq   =  power required 

PRESS =  prediction error sum of squares 

PRS  =   polynomial response surface 

Q     second invariant of velocity gradient tensor 

Re   =  Reynolds number 

RBNN  =   radial basis neural network 

Sij   =  rate-of-strain tensor 

SVR  =  support vector regression 

T   =  period of oscillation 

t   =  time 

u   =  velocity 

Umax  =  maximum velocity 

Uref  =  reference velocity 

WAS   =  weighted average surrogate 

xi   =  the ith design variable 

x   =  the vector of NDV design variables {x1, x2,…,xNDV} 

X   =  Gramian design matrix  

X’   =  X transpose 

y   =  actual individual response from physical model 

y   =  vector of solutions 

𝑦      =  predicted response by the surrogate model 

α   =  angular position 

α0   =  initial angular position 

αa   =  angular amplitude 

ν   =  kinematic viscosity 

ρ   =  density 

φ   =  phase lag 

σ   =   standard deviation 

ωi   =  vorticity vector 

< x >  =  time averaged value of some quantity x 

 

I. Introduction 

icro air vehicles (MAVs) with a maximal dimension of 15 cm or less and a flight speed of 10 m/s are interests 

of both military and civilian applications. Equipped with a video camera or a sensor, these vehicles can 

perform surveillance and reconnaissance, and environmental and bio-chemical sensing at remote or otherwise 

hazardous locations. In addition, from the scaling laws
1
, a MAV’s payload is very limited; sensors, batteries, 

communications equipment, and means of sustained propulsion will have to compete for precious cargo space only 

in as much as that they will directly help defined mission statements. Research regarding MAVs is growing as there 

are still many open challenges in theory and in practice. 

 There are three different design approaches in MAV development. (i) The fixed wing vehicles
2
 resemble 

miniaturized versions of conventional fixed wing aircraft except that flexible wings are often utilized. (ii) Small 

rotor based
3
 vehicles resembling helicopters are also pursued, where often multiple rotors are used. One defining 

characteristic for which these vehicles are valued is their ability to hover, allowing for monitoring systems which 

can remain stationary or follow targets as the situation dictates. (iii) Of interest in the current study are the flapping 

wing variety
4
 of MAVs which take a cue from nature and attempt to mimic the success achieved by insects, birds, 

and bats, see Refs. 5-7. Common to all three classifications is the sensitivity to perturbations in the environment 

M 



 

 

such as wind gusts, assessing the impact of transition to turbulence which due to the scales involved may or may not 

be relevant and can be difficult to gauge a priori, the need for coupled fluid-structure interaction capabilities to 

capture the changes in the vehicle induced by the flow, the advanced control schemes needed to successfully fly 

these vehicles autonomously, and the understanding of the unsteady flow mechanisms present and their respective 

roles in the aerodynamic loadings on the MAV. 

 The study of flapping wing flyers with all of their intricacies is challenging. However, as summarized in 

Refs.1,4, and 8-16 significant progress has been made in both engineering and biological communities. 

Computational studies of realistic wing body configurations of a hornet
17

, hawkmoth
18

, fly, and thrip
1, 19, 20

 

accompanied by appropriate wing kinematics demonstrate that such feats are within reach. A few potential 

difficulties encountered are due to the desired complexity of the setup; meaningful analysis requires a more 

sophisticated approach and the simulations themselves are computationally expensive. On the experimental side, 

characteristics of insects and animals in their natural habitat are understandingly hard to quantify. High speed 

photography and PIV measurements are beginning to offer data for detailed assessment
21,22

. A few groups have 

taken these natural flyers and not only introduced them to environments more accommodating of detailed study, but 

also trained and/or manipulated the flyer to perform desired behaviors
23

. Smoke tunnel visualizations of a 

hawkmoth
24 

demonstrated the relevance of unsteady flow structures. Detailed measurements of fruitflys
25

, 

hawkmoths
26

, butterflys
27

, dragonflys
28

, bats
29

, hummingbirds
21,30

 , and swifts
31

 in flight have resulted in realistic 

wing kinematic descriptions, force estimates, and flowfield descriptions in ever increasing precision.  

 In order to improve our understanding of the fundamentals of flapping wing aerodynamics, it is valuable to 

simplify the problem to illuminate specific aspects in greater detail. Experimental investigations regarding the shape 

of dragonfly wings
32,33

 have examined the effect of small vortical flow features captured by a corrugated flat plate 

on the overall aerodynamic performance at low Reynolds numbers. Kinematic studies of flapping wings often 

reduce the number of possible design variables by looking at representative motions that serve a specific purpose 

such as forward flight, maneuvering, or hovering. Representative hovering kinematics have been used in  a number 

of studies to gain a better understanding of the unsteady flow physics involved in flapping flight. Ref. 34 looks at the 

impact of the interacting aerodynamics of a 2D fore-wing hind-wing combination and concludes that those 

influences are indeed a dominant factor in the aerodynamic performance. Ref. 35 compares 2D computational 

simulations of an ellipse against experimental results. PIV measurements are found in Ref. 36, detailing 

experimental observations of flapping wing flight with hovering kinematics. Two dimensional computational studies 

are examined in Ref. 37 of different hovering kinematics found in the literature while Ref. 38 gauges the sensitivity 

of the kinematic parameters by tying the consequences to the resulting unsteady mechanisms and finally to the 

aerodynamic loadings. Ref. 39 carries out a comprehensive experimental study of five kinematic hovering variables 

and compared their results to the quasi-steady predictions. While the mean lift value over the course of a wing cycle 

matched reasonably, the instantaneous values differed significantly. The implication here is that a potential control 

device, for which moments and therefore instantaneous forces are important, would not be able to use quasi-steady 

approximations as a feasible reduced order model to be used in real time calculations. They also saw that the mean 

drag was greatly underestimated which would in turn under predict power required estimates.       

 Various unsteady lift enhancing mechanisms help enhance the instantaneous steady state lift values during 

hovering
1
. Delayed stall is one such mechanism that comes about as a leading edge vortex

24
 (LEV) forms on the 

upper surface of the airfoil. This in turn causes a low pressure region on the upper surface which increases the lift. 

Wake capture refers to when the airfoil switches direction and encounters the previously shed wake, which can then 

be taken advantage of if at the proper orientation. Weis-Fogh’s clap-and-fling
40

 takes advantage of two wings 

coming together and subsequently peeling away from one another to enhance performance. Other unsteady features, 

such as jet-interaction
38

, tend to decrease performance. Because of the complex relationships between the kinematic 

motions and the resulting aerodynamic loading, the general trends are not easily discernable. Many simulations can 

be run and even then the known data are only a minute fraction of the possible combinations. Each of these 

simulations can take hundreds and even thousands of computational hours, and while parallel computing makes the 

runs realistic, computing resources are finite. This is where use of surrogate modeling becomes desirable.   

 Surrogate models are a valuable and versatile tool in engineering design. Known data are typically limited, and 

in disciplines requiring substantial experimental setups or costly computational simulations, inquiring about off 

design points may not yield satisfactory answers. Strengths of the surrogate modeling methodology are the ability to 

provide information at off-design points and do so rather quickly once the requisite training information has been 

obtained. This in turn allows one to obtain measures of a variable’s relevance via its sensitivity, an important 

determination in any design process. While one of the drawbacks of the surrogate modeling approach is that the 

training step can be expensive, if one can glean enough information from another source one can reduce and maybe 

even bypass this step (e.g., estimating data points from an experimental study in a journal) or perform it in parallel.   



 

 

  An overview of surrogate modeling techniques detailing the process and many of the available options can be 

found in Ref. 41. Popular models are polynomial response surfaces (PRS)
42

, Kriging
43

 , radial basis neural networks 

(RBNN)
44

, support vector regression (SVR)
45

 models and various combinations thereof. Because of the surrogate 

models’ ability to provide quick reduced order approximations, i.e. orders of magnitude faster than a CFD 

simulation, they become an attractive tool in engineering design
46

 and optimization
47,48

. Engineering applications 

looking for optimal settings include vibration reduction in helicopter flight
49

, flap and slat configurations for airfoils 

in turbulent flow
50

, and shape optimization in various contexts
51-54

. The surrogate modeling process is more 

generally applicable however as seen by the uses to find robust solutions
55

 (i.e. because manufacturing uncertainties 

will introduce deviations from the design point) and calibration
56

 of numerical models against experiment. Recently 

these tools have been used as the primary means of exploring the behavior behind physical interactions involved 

with plasma actuators
57

, Lithium-Ion battery limitations
58

, and flapping wing micro air vehicle (MAV) flight
20,38

.

 Guaranteeing the quality of surrogate models is not automatic. Some models, e.g., PRS and Kriging, have error 

predictions available due to the way in which they were constructed
59

. However not all models share this 

characteristic. One global error metric that can be evaluated for any choice of surrogate after the models are built is 

the prediction error sum of squares (PRESS)
60

. Non-acceptable PRESS values can immediately identify bad 

surrogate models. One cannot immediately conclude a good PRESS value is a good surrogate, as it may just happen 

to model the training data especially well without being able perform equally well in the rest of the domain. Two 

methodologies
60,61

 currently employed weight the surrogate model candidates, those with good PRESS values, to 

form a combination which mitigates the risk of obtaining a bad surrogate with good PRESS characteristics. 

 To improve our understanding of the aerodynamics and the underlining fluid physics related to flapping wing 

MAVs, we have previously utilized the composite surrogate modeling techniques to probe the aerodynamic 

implications of a 2D flapping airfoil
38

. Addressed in that study is the impact of kinematic parameters and Reynolds 

number (100-1000) under free stream/hovering conditions. The kinematic parameters include plunging amplitude, 

angular amplitude, and pitching/plunging phase angle. With the aid of the global sensitivity analysis, the individual 

and collective influence of the kinematic parameters (also referred to as design variables) can be ranked. In the 

current study, we assess both 2D and 3D flapping wing fluid physics at Reynolds number of 100, and the impact of 

the above-mentioned kinematic variables on the aerodynamic outcome for representative hovering wing motions. 

Regarding the surrogate modeling techniques, the implications of the weighting strategies to obtain the ensemble 

surrogates are also addressed. 

 

II. Approaches and Tools 

A. Computational Models 

The governing equations are the laminar, unsteady, Navier-Stokes equations with constant transport properties; 

the incompressible versions are shown in Eqs. (1) and (2) written in indicial form. 

 

𝜕

𝜕𝑥𝑗
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1

𝜌

𝜕𝑝

𝜕𝑥𝑖

+ ν
∂

∂x𝑗

  
𝜕𝑢𝑖

𝜕𝑥𝑗  
  (2) 

 

Here ui is the velocity component in the i
th

 direction, xi is the i
th

 Cartesian position vector, t is time, 𝜌 is density, p is 

pressure, and 𝜈  is the kinematic viscosity. A rule-based software
62

 , Loci-STREAM
63

 is used to calculate the 

solutions. Loci-STREAM is a three-dimensional, unstructured, pressure based solver. The present calculations use 

implicit first or second order time stepping (the first order technique is adopted in this study). The convection terms 

are treated using the second order upwind scheme
64,65

 while pressure and viscous terms are treated using second 

order central differencing schemes. The system of equations resulting from the linearized momentum equations are 

fast to converge
65

 and are handled with the symmetric Gauss-Seidel
66

 solver which has relatively low memory 

requirements. The pressure equation, derived in Refs. 63 and 67, is slower to converge, and is handled by the PETSc 

Krylov
66

 solvers with Jacobi preconditioning. The Loci framework is by design highly parallelizable and can take 

advantage of many processors.  

The translational and rotational airfoil/grid motions are dictated by Eqs. (3) and (4). 

 



 

 

𝑕 𝑡 = 𝑕𝑎 sin 2𝜋𝑓𝑡  (3) 

𝛼 𝑡 = 𝛼0 − 𝛼𝑎sin⁡(2𝜋𝑓𝑡 + 𝜙) (4) 

 

Here h(t) and ha are the translational position and plunging amplitude respectively. The angular orientation, initial 

angle, and angular amplitude are 𝛼 𝑡 , 𝛼0, and 𝛼𝑎  respectively. The pitching is about the center of the rigid airfoil; 

this is an ellipse having a 15% thickness for all cases under consideration. The phase lag between the two motions 

is  𝜙 , and the frequency is denoted f whereas the time is again t. While there are a few choices in how to 

accommodate these kinematics computationally, the current implementation forces the grid to rotate and translate 

with airfoil. The geometric conservation law
68

 (GCL), a necessary consideration in domains with moving 

boundaries, is satisfied
69

. The boundary condition applied to all outer boundaries is the incompressible inlet with 

density and velocity specified. The three quantities that we can independently vary are 𝑕𝑎 , 𝛼𝑎 , and 𝜙. 

 

 

 

 

 
Figure 1.  Illustration of the kinematic parameters for normal hovering. 

 Due to the kinematic constraints there are only two relevant non-dimensional groups in the incompressible case. 

The plunging amplitude to chord ratio, 2𝑕𝑎/𝑐, and the Reynolds number: 

𝑅𝑒 =
𝑈𝑟𝑒𝑓 𝐿𝑟𝑒𝑓

𝜈
 (5) 

 

Rewritten for hovering the Re becomes: 

𝑅𝑒𝑕𝑜𝑣𝑒𝑟𝑖𝑛𝑔 =
 2𝜋𝑓𝑕𝑎 𝑐

𝜈
 (6) 

 

The reference velocity in this case is the maximum translational velocity, defined by the flapping frequency, f, and 

the plunging amplitude, ha. Since Re is being held constant, ha and f are not independent. Note that the reduced 

frequency, k, is not emphasized here as, in the absence of a freestream, it contains the same information as the 

plunging amplitude ratio whereas if Uref is instead set equal to zero the reduced frequency is always infinite. 

 

𝑘𝑕𝑜𝑣𝑒𝑟𝑖𝑛𝑔 =
2𝜋𝐿𝑟𝑒𝑓

2𝑈𝑟𝑒𝑓

=
2𝜋𝑓𝑐

2 2𝜋𝑓𝑕𝑎 
=

𝑐

2𝑕𝑎

 (7) 

 

 

Figure 2 shows the grid distribution near the flat plate, and the applied boundary conditions over the 

computational domain. The thickness of the flat plate is 0.02𝑐, and the flat plate is rectangular, i.e. there is no 

variation in spanwise direction (z-axis). The half-span length from the symmetry plane to the wingtip is 2𝑐, the 

leading, and trailing edges are rounded using a half circular shape, while the wingtip is flat. The outer boundary is 

located at 25𝑐 away from the flat plate, and the outer boundary plane opposite to the symmetry plane at 15𝑐. At all 

outer boundaries the zero velocity conditions are imposed. 

 



 

 

  
Figure 2. (Left): Grid distribution on the flat plate, and on the symmetry plane. (Right): Boundary conditions assigned 

on the computational domain. The outer boundary plane opposite to the symmetry plane has not been shown due to 

visibility also has the incompressibleInlet boundary condition. 

  

 The 2D surrogate modeling cases use a 15% ellipse while the 3D cases use a 2% thick flat plate with an AR=4. 

Grid and temporal sensitivity studies are included in the appendix as are the results of a cross-validation exercise. 

Select cases were simulated with a 2D flat plate, to separate the 3D flow physics from the shape impact and are 

shown in the results section. For these 2D flat plate cases the symmetry plane in the 3D flat plate grid is used as the 

computational domain. 

 

B. Surrogate Modeling 

The motivation behind surrogate models is to replace costly objective function evaluations with inexpensive 

approximations of sufficient fidelity. The process starts with choosing how many training points are needed and then 

specifying those points; this is known as constructing the design of experiment (DOE). Once the training points are 

chosen, the objective functions must be evaluated; depending on the context this can be done computationally or 

experimentally. After the appropriate objective functions have been obtained for the selected training points, the 

surrogate models can be built. After the models are constructed, the PRESS error metric can be evaluated to obtain 

the candidate models for the ensemble surrogate. Finally, once weighted average surrogate (WAS) is obtained, the 

global sensitivity evaluations can be performed. 

 

1. Design Space 

The range of variables, see Table 1, was chosen after considering the length and time scales observed in nature 

and compiled in Refs. 40, 70, and 71, see Table 2. Tabulated measurements of angular amplitudes and phase lags for 

a variety of species are not as forthcoming, however the comments in those references would indicate that bounds 

chosen are reasonable. As a first attempt, we focus on the Reynolds number of 100 under hovering conditions for 

which representative values have been calculated, see Table 2. For the 3D cases, the aspect ratio of 4 was chosen. 

Both elliptic airfoil and flat plate have been considered in 2D cases. The flat plate is exclusively used in 3D cases. 

 

 

 

Parameter Minimum Maximum 

2ha/c 2.0 4.0 

αa 45˚ 80˚ 

φ 60˚ 120˚ 

Table 1. Minimum and maximum values of the plunging amplitude ratio, angular amplitude, and phase lag that were 

evaluated. 



 

 

 

 

 

 c (cm)  f (Hz) 2ha/c Rewing 

Fruit Fly: 

Drosophila virilis 

0.15 240 3.5 250 

Honey Bee: 

Apis mellifica 

0.43 240 2.8 1900 

Bumble Bee: 

Bombus terrestris 

0.73 156 2.8 4800 

Hummingbird: 

Archilochus colubris 

1.5 52 3.6 6400 

Hawkmoth: 

Manduca Sexta 

2.5 27.3 2.6 6700 

Hummingbird: 

Patagona gigas 

4.3 15 3.6 15000 

Table 2. Selected data40,70 on time and length scales encountered in nature. The examples listed do not capture the 

upper or lower bounds of any category listed, but do provide a window in which many of the animals and insects capable 

of hovering flight are within. 

 

2. Design of Experiment 

The DOE used a face centered cubic design (FCCD)
47

 and then Latin hypercube sampling (LHS)
41

 to 

appropriately fill in the remainder of the design space. The reasoning behind this is that a 2
nd

 order polynomial 

response surface construction has (N+1)(N+2)/2 coefficients, N being the number of variables, and in general, one 

wants twice this many data points for a proper curve fit. A FCCD design provides 2
N
+2N+1 points: 2

N
 corner points, 

2N face points, and one center point. Thus for three design variables, FCCD provides 15 of the 20 points required. 

The LHS then provides a method for efficiently choosing the rest of the points by maximizing the distance between 

the added points, though by no means is it the only alternative
41

. A tabulation of the 2D and 3D simulations run and 

their respective outcomes are found in the appendix. 

 

3. Polynomial Response Surface 

The polynomial response surface
42

 is based on regression analysis. The true objective, y, is broken up into the 

predicted response, 𝑦  , which takes the form of a polynomial approximation, and the error 𝜖  as shown in the 

equation below. The error is assumed to be independent and though two points may be close, their associated errors 

need not be. 

𝑦 𝒙 = 𝑦  𝒙 + 𝜖 (8) 

For the current study a 2
nd

 order polynomial is used and the predicted response takes the form:  

  

𝑦 = 𝛽0 +  𝛽𝑖𝑥𝑖 +

𝑁𝐷𝑉

𝑖

  𝛽𝑖𝑗 𝑥𝑖𝑥𝑗

𝑁𝐷𝑉

𝑗 =1,𝑖<𝑗

+

𝑁𝐷𝑉

𝑖

 𝛽𝑖𝑖𝑥𝑖
2

𝑁𝐷𝑉

𝑖

 (9) 

One will have an instance of Eq. (9) for each of the NTP training points. The coefficients 𝛽, can be obtained by using 

the method of least squares. If the system of equations is written in matrix form, 

𝒚 = 𝑿𝜷 (10) 

𝑿 =  
1   𝑥1

 1 1 ⋯ 𝑥3
 1 2

⋮      ⋮     ⋱ ⋮

    1   𝑥1
 𝑁𝑇𝑃  1

⋯ 𝑥3
 𝑁𝑇𝑃  2

  (11) 

where 𝑥𝐶
 𝐴 𝐵

is the C design variable, raised to the B power, at the A training point, then the matrix 𝜷can be solved 

by the following: 



 

 

𝜷 =  𝑿′𝑿 −1𝑿′𝒚  (12) 

 

4. Kriging 

The Kriging
43

 methodology predicts the objective function as the sum of a polynomial trend, f(x), and a 

systematic departure, Z(x) as expressed below.  

𝑦  𝒙 = 𝑓 𝒙 + 𝑍(𝒙) (13) 

The polynomial trend, usually a polynomial of degree 0,1,or 2, accounts for the low frequency general response 

of the objective function(s) where the systematic departure is relatively localized and catches the higher frequency 

variation from the trend line but also has a zero mean. Whereas the PRS models assume independent error, Kriging 

models are built with the assumption the errors are correlated. The Gaussian correlation structure used
43

 takes the 

form of 

 

𝐶𝑜𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒  𝑍 𝒙𝑖 , 𝑍 𝒙𝑗   = 𝜍2𝑒𝑥𝑝  −  𝜃𝑘 𝑥𝑖
𝑘 − 𝑥𝑗

𝑘 
2

𝑁𝐷𝑉

𝑘=1

  (14) 

One cycles through and evaluates the k
th

 design variable x at the i
th

 and j
th 

training points. The standard deviation of 

the design space is denoted by σ, and θk is a fitting parameter measuring the degree of correlation in the k direction. 

Thus, given NTP training points, f(x), σ, and 𝜃𝑘 , are chosen such that the likelihood function is maximized
43

. As two 

points move closer,  𝑥𝑖
𝑘 − 𝑥𝑗

𝑘   0, and the correlation function reaches a maximum. Note that at the training points 

𝑦 (𝒙) = y(x), and the predicted response matches that of the true response used to train the models. 

 

5. Radial Basis Neural Network 

Like the Kriging models, the radial basis neural networks use localized correlation functions. However, unlike 

Kriging, RBNN do not use a global approximation term. The predicted response at the design point x is given 

below. The weighting factors are denoted wi, and response of the i
th

 radial basis function is ai which depends on the 

distance between two design points. The influence of all NRBF are summed to get the total response. A popular 

choice for the basis function is a Gaussian correlation. The parameter b is the bias and inversely related to an input 

parameter that controls the spread, or radius of influence for the neurons. A spread constant, usually between 0 and 

1, that is higher will cause a smoother transition between neurons’ regions of influence and result in a more non-

linear response. Too large a spread constant will diffuse the neurons’ sensitivity, and thus a balance must be met. 

 

𝑦 (𝒙) =  𝑤𝑖𝑎𝑖(𝒙)

𝑁𝑅𝐵𝐹

𝑖=1

 (15) 

𝑎𝑖 = 𝜙𝑅𝐵𝐹
(𝑖)

( 𝒙 − 𝒙 𝑖  𝑏) (16) 

 

𝜙𝑅𝐵𝐹 𝜂 = 𝑒−𝜂2
 (17) 

Neurons are added one at a time until a user specified tolerance is achieved. A tolerance that is arbitrarily low is not 

desirable as this may lead to over-fitting and responses which are not accurate away from the training points. Five 

percent of the mean data is a common goal tolerance. The number of radial basis functions and their associated 

weights are solved in a “leave one out” procedure similar to that used in PRESS where parameter combinations are 

tested until meeting the desired tolerance. Each point is systematically left out and the models constructed, and the 

fitting parameters resulting in the minimum error as summed from the predicted response to the left out points 

determine the model used.   

 

6. Weighted Average Surrogate Models 

  

 Because surrogate models may fit the training data well, does not guarantee a decent fit throughout the design 

space. Different weighting strategies are employed to minimize the risk of including one of these surrogates, which 

based on certain error measures may seem acceptable, but in reality gives bad predictions in other parts of the design 



 

 

space. The weighted average surrogates currently employed use constant weights, meaning that a certain surrogate 

will have the same importance throughout the design space. Equation (18) expresses that the (WAS) is a function of 

the M candidate surrogates, i.e. those with acceptable PRESS values. 

𝑦 𝑊𝐴𝑆 =  𝑤𝑖𝑦 𝑖

𝑀

𝑖=1

 (18) 

 

  

The method proposed by Ref. 60, minimizes the least square error over the domain where w is the weighting vector, 

eWAS is the error associated with the prediction of the WAS model, and the elements of C, cij are given as functions 

of the error of the  ith and jth surrogate models. The weights can then be solved for as shown. 

 

𝑀𝑆𝐸𝑊𝐴𝑆 =
1

𝑉
 𝑒𝑊𝐴𝑆

2

𝑉

 𝒙 𝑑𝑥 = 𝑤𝑇𝑪𝑤 (19) 

𝑐𝑖𝑗 =
1

𝑉
 𝑒𝑖 𝑥 𝑒𝑗  𝑥 𝑑𝑥
𝑣

 (20) 

 

𝑤 =
𝑪−1𝟏

𝟏𝑇𝑪−1𝟏
 (21) 

 

 

The method proposed by Ref. 61, instead use two parameters to control the weighting strategy 𝛼𝑤  (recommended 

value of 0.05) and  𝛽𝑤 (recommended value of -1) used to control the influence of the average, eavg, and the 

individual PRESS errors, ei, respectively. 

 

  

𝑤𝑖
∗ =  𝑒𝑖 + 𝛼𝑤𝑒𝑎𝑣𝑔  

𝛽𝑤
;  𝛼𝑤 < 1, 𝛽𝑤 < 0 (22) 

𝑤𝑖 = 𝑤𝑖
∗/  𝑤𝑖

∗

𝑖

 (23) 

𝑒𝑎𝑣𝑔 =  𝑒𝑖

𝑁𝑆𝑀

𝑖=1

/𝑁𝑆𝑀  (24) 

 

7. Global Sensitivity Analysis 

The global sensitivity analysis (GSA) is in general useful for: (i) Determining if a variable is particularly influential 

in the design space, if not perhaps the variable can be fixed and the degrees of freedom and complexity of the 

problem reduced. (ii) Ranking the importance of the design variables. (iii) Quantifying the degree of coupling 

between design variables. For example, is the influence on the design space mostly an individual effort, or is there 

an effect caused by the interaction of variables? 

 Sobol’s method
41

 
 
is used to for the global sensitivity evaluations. The surrogate model can be written as: 

𝑓 𝑥 = 𝑓0 +  𝑓𝑖 𝑥𝑖 +  𝑓𝑖𝑗  𝑥𝑖 , 𝑥𝑗  + ⋯

𝑖<𝑗𝑖

 (25) 

Once this decomposition has been calculated the total variance, 

𝐷 = ∫ 𝑓 𝒙 2𝑑𝒙 − 𝑓0
2 (26) 

and partial variances, e.g., 

𝐷1 = ∫ 𝑓1 𝒙 𝑑𝑥1𝑑𝑥2𝑑𝑥3 (27) 

can be calculated. In this fashion, individual contributions, such as D1/D, or combinations of variables, e.g., D12/D, 

can be quantified, effectively capturing the sensitivity of the variable(s) under consideration. 



 

 

III. Results and Discussions 

A. Solution Sensitivities 

 

Prior to running the DOE simulations, grid sensitivity tests were performed for a representitive case. The 3D flat 

plate computations used a structured grid next to the flat plate and then an unstructured grid away from the flat plate 

to reduce the compuational loads, see Figure 2. A representative case, i.e. 𝑅𝑒 = 100, 2𝑕𝑎/𝑐 = 3.0, 𝛼𝑎  = 45°, 𝜑 = 90°,  

on  grids consisting of approximately 4 x 10
5
, 1.4 x 10

6
, and 4.5 x 10

6
 cells were computed to assess the level of 

sensitivity to the grid. To assess the temporal sensitivity three time steps are used: 500, 1000, and 2000 time steps 

per period. The spatial and temporal sensitivity results are shown in Figure 3. All of the grids were in agreement, 

and as such the coarsest 3D flat plate grid was utilized for the surrogate modelling exercise. The temporal sensitivity 

results confirmed that T/dt = 500 for the time step is sufficient, thus for the 3D flat plate computations the time step 

was set to T/500. 

 

 
Figure 3. (Left): 3D flat plate grid sensitivity for Re = 100, 2ha/c = 3.0,  αa = 45°,  φ = 90°. Coarse: ~4 x 105 cells, 

Medium: ~1.4 x 106 cells, Fine: ~ 4.5 x 106 cells. (Right): 3D flat plate temporal sensitivity for Re = 100, 2ha/c = 3.0, αa = 

45°,  φ = 90° on the coarse grid. 

 The 3D simulations did not take more than a few cycles to reach an asymptotic behavior and force measurements 

were taken starting with the 4
th

 cycle. 

B.  Force Interpretation 

 

To better understand the implications and limitations of the surrogate modeling results an example is presented 

of a representative normal hovering case of 2D ellipse at a Re of 100, see Figure 4. In the flapping wing 

aerodynamics the unsteady mechanisms such as wake-capturing, delayed stall, and jet interaction are well 

established in the literature and corresponding 3D flow features will be shown. 

The discussion following is generally applicable to the cases where 𝜙 = 90° with slight modifications. For cases 

where the phase lag dictates advanced rotation (𝜙 > 90°) or delayed rotation (𝜙 < 90°), the same ideas can be 

extended though like the parameter suggests, the translation and rotation will be out of phase. Since the kinematics 

are governed by the sin function, the ends of translation will be found at the non-dimensional times ending at t/T = 

X.25 and t/T=X.75. The backstroke starts at X.25 and finishes at X.75. The following forward stroke starts at X.75 

and ends at (X+1).25. The cycle can be broken up into four overlapping regions defined by the unsteady flow 

mechanisms present. 

The first region starts at point 1, once again referring to Figure 4 which is near a local minimum in the lift. As 

the airfoil is vertical at this point, one would generally expect zero lift. As time continues the airfoil turns back into 

its previous trajectory which is commonly referred to as wake capturing, points 1, 2, and 3. The peak seen at point 3 

will be referred to as the wake capturing peak. Flow field shots of vorticity, Figure 5, demonstrate the nomenclature 

more clearly. 



 

 

 

 

 
Point 2) Vorticity Contours 

Wake Capturing 

 
Point 6) Vorticity Contours 

Delayed Stall 

  
Point 6) Vertical Velocity 

Jet Interaction 
Figure 4. Illustration of the lift and drag coefficients for a 2D ellipse normal hovering case with 𝟐𝒉𝒂/𝒄 = 3.0, 𝜶𝒂  = 45°, 

and 𝝓=90° and the corresponding airfoil positions. Three flowfield shots illustrating the unsteady aerodynamics are 

emphasized. 

The second unsteady flow mechanism is due to the angular velocity and the change in circulation about the 

airfoil, i.e. the Magnus effect. In the literature, one version of this is referred to as rapid pitch-up. In the present 

study it is seen to both aid and take away from the lift. When 𝜙 = 90°, as in the example, the maximum angular 

velocities are found at the ends of translation. In 2D this is one of the reasons, the other is a contribution of the jet 

interaction to be discussed, that explains how negative lift values occur at positive angles of attack. Depending on 

the kinematic parameters, this unsteady mechanism may interact with any or all of the other unsteady mechanisms. 

 

 

     
t/T = 0.8 0.9 1.0 1.1 1.2 

 

Figure 5. Vortex dynamics in 2D: Vorticity contours (red: counter-clockwise, blue: clockwise) a 2D flat plate at five 

time instants in one complete forward stroke where 𝟐𝒉𝒂/𝒄=2.0, 𝜶𝒂= 45°, 𝝓=60°. The wake-capture mechanism 

occurs at t/T = 0.8 and 0.9. The LEV is clearly visible. 



 

 

The third and fourth unsteady flow features overlap significantly. The most commonly known is the delayed stall 

phenomena here resulting from a leading edge vortex, Figure 5. Specifically, a vortex forms behind the leading edge 

of the airfoil causing a low pressure region and enhancing lift. Note that in the case illustrated, higher lift is achieved 

at angles of attack of 45 degrees, an angle well beyond the steady state stall. In cases with higher angular 

amplitudes, and therefore lower angles of attack, the peak at points 7 and 8 can be reduced significantly because the 

orientation of the airfoil is not able to promote LEV formation. 

 

 

     
t/T = 0.8 0.9 1.0 1.1 1.2 

 

Figure 6. Vortex dynamics in 3D: Vorticity contours (red: counter-clockwise, blue: clockwise) in the symmetry 

plane of a 3D flat plate (AR=4) at five time instants in one complete forward stroke where where 𝟐𝒉𝒂/𝒄=2.0, 𝜶𝒂= 45°, 

𝝓=60°. The LEV and the delayed stall mechanism are clearly visible. The wake-capture mechanism is qualitatively 

different in this case because the shed LEV and TEV convect away from each other. 

 

In 3D flow fields, similar unsteady mechanisms are present. At this aspect ratio and Reynolds number both 

leading edge vortex and trailing edge vortex are shed, see Figure 6. The LEV creates lower pressure region on the 

top of the flat plate enhancing the lift generation. On the other hand, the shed vortices may convect away from one 

another unlike the 2D case (Figure 5). The flat plate returning after the end of a stroke will not encounter the 

diverging vortices, see t/T = 0.8, and 0.9 in Figure 6. 

 

 

The flow mechanism that appeared  much stronger in the 2D computations at Re =100 is a jet-like flow feature 

present in the path of the airfoil where a persistent downward velocity develops. The jet forms as a result of the flow 

pushed down by the airfoil and sustained by the shed vortices. These regions within the jet are of comparable 

magnitude to the maximum translational velocity of the airfoil itself and are influential for a large segment of the 

cycle, in this case roughly from point 4 to point 9 in Figure 7. The jet also helps to explain the local minimum, near 

point 5 which will be referred to as the lift valley. If the angle of attack is low (higher angular amplitudes), or the jet 

strength is stronger (shorter plunging amplitudes mean the jet decays less between encounters) then this lift valley 

will become deeper. To support the argument of the jet’s influence CL has been plotted during the first two cycles as 

well as the 15
th

 cycle where the differences between previous cycles has largely stopped at the spatial and temporal 

resolutions used (see Figure 24). Note that because the simulation starts with a large discontinuity in airfoil velocity, 

and the plots are shifted such that the force histories start when the airfoil is at the end of its translation, the 1
st
 cycle 

does not imply no wake. Rather it serves to provide credibility to the claim the jet is at least partly responsible for 

the aerodynamic performance recorded (i.e. the LEV is not the only factor) as it is clear that as the jet changes 

strength, the aerodynamic characteristics respond in a noticeable fashion. The weaker jet feature in 3D computations 

at Re=100 helps us separate the influence of these two unsteady mechanisms during the lift valley.  

 



 

 

 
    t/T =      0.8        1.0           1.2    

 
Figure 7. Illustration of the jet flow feature which develops in the path of the airfoil. Velocity contours are displayed 

(red: positive, blue: negative) with select percentages of the maximum translational velocity marked. These snapshots 

would correspond to points 2, 6, and 10 respectively after approximately 20 cycles for kinematics of where 𝟐𝒉𝒂/𝒄=3.0, 

𝜶𝒂= 45°, 𝝓=90°. 

 

 
Figure 8. Illustration of the 3D and finite wing effects of spanwise velocity contours and wing tip vortices. With the 

symmetry plane on the left and the tip on the right, the 3D flat plat plate features two flow mechanisms not applicable in 

2D flow. 

In 3D two additional effects,  as illustrated in Figure 8, are also encountered. A finite span wing will generate 

wing tip vortices. These tip vortices will affect the spanwise flow, the 2
nd

 effect, however spanwise flow is seen to 



 

 

occur in computations and experiments where tip effects are not present. The spanwise velocity is one factor of 

understanding the LEV formation as it is sometimes found in the core of the LEV having the effect of stabilizing it.  

C. Wing Shape Sensitivity 

 

The current study looks at the 3D flow physics about flat plate in an intermediate step towards fluid-structure 

interactions of a thin wing performing large scale maneuvers. Comparisons are made against 2D simulations of an 

ellipse stemming from a previous study
38

. Figure 9 shows two cases comparing a 2D flat plate versus a 2D ellipse, 

one at high angles of attack and one with aggressive angular velocities. The magnitudes do differ, and the sharp 

corner of the flat plate does help form a stronger LEV. The lift does vary in amplitude in regions where the LEV 

dominates, however the trends are the same. The drag is seen to be even less sensitive to the change in shape.   

 

 
Figure 9. Comparison of forces experienced by a flapping wing  at Re =100 of a flat plate and ellipse undergoing 

identical kinematic motions. Left: 𝟐𝒉𝒂/𝒄=3.0, 𝜶𝒂= 45°, 𝝓=90°. Right: 𝟐𝒉𝒂/𝒄=3.0, 𝜶𝒂= 85°, 𝝓=90°. 

 

D. Constructing an Ensemble Surrogate 

 

When constructing the WAS, the PRESS values can immediately discriminate against bad models. In the tables 

below the PRESS values for a given surrogate and objective function are presented. The single best model is 



 

 

highlighted while the models used in the WAS are bold and italicized. Comments regarding the options used in the 

surrogate models can be found in the appendix.  

The 2D WAS was constructed using Kriging and one of the SVR models. These same two models were also 

used in 3D, however an additional model, the PRS, was also included because its PRESS evaluations were 

significantly better than the others when predicting the lift, while comparable to the best models when looking at 

power. 

 

 

2D  KRG PRS RBNN SVR1 SVR2 SVR3 SVR4 SVR5 SVR6 

<C
L
 > 0.075 0.103 0.182 0.048  0.104 0.128 0.139 0.087 0.120 

<P
req

> 0.107 0.131 0.361 0.066  0.190 0.291 0.300 0.276 0.313 

Table 3. PRESS values for the 2D computations as predicted by the individual surrogate models for the lift and power. 

The mean lift was equal to 0.24 and the mean power was equal to 0.56. 

 

3D  KRG PRS RBNN SVR1 SVR2 SVR3 SVR4 SVR5 SVR6 

<C
L
 > 0.066  0.028  0.260  0.069  0.075  0.161  0.179  0.116  0.165  

<P
req

> 0.073  0.072  0.200  0.068  0.196  0.293  0.302  0.295  0.322  

Table 4. PRESS values for the 3D computations as predicted by the individual surrogate models for the lift and power. 

The mean lift was equal to 0.36 and the mean power 0.55. 

E. Surrogate Modeling Results 

 

To start we will look at the general trends seen as the variables changed across the design space. Figure 10 

presents the lift coefficient for the 2D ellipse and 3D flat plate (AR=4) simulations at Re = 100 as well as the 

absolute values of their differences. Figure 15 similarly illustrates the power required. 

First considering the lift, the general trends found in 2D are largely still intact in 3D. As the angular amplitude is 

increased, the average lift decreases. Because higher angular amplitudes correspond to lower angles of attack, this in 

turn decreases the lift. While not rigorous, two explanations can help justify this. Let us constrict ourselves to 2D 

and imagine a body whose thickness is small compared to its length, and align this body with the flow. As one raises 

the angle of attack, the incoming flow gets deflected downwards. This change in momentum is balanced by a lift 

force on the body. As the angle of attack is increased further, the vertical component of the fluid momentum 

increases and so will the lift felt by the body. The second component is the effect of the LEV. If the angular 

orientation and velocity as well as the translational velocity and acceleration are not sufficient enough to form and 

temporarily sustain a LEV, then the lift that could be extracted from this unsteady mechanism is lost. 

The general trend for plunging amplitude also changes little between 2D and 3D. Alter the plunging amplitude 

and the resulting lift not change much at all. The main difference between 2D and 3D is in magnitude, with the 3D 

lift being larger than its 2D counterpart’s lift over most of the design space.  

In contrast, the nature of the surrogate response due to perturbations in phase lag changes significantly. The 

surrogate response of the differences, see Figure 10 and Figure 11, between the 2D and 3D show the largest 

gradients in the direction of the phase lag. This would imply that the strength of the 3D effects are sensitive to 

changes in the phase lag. In 2D there were regions of the design space where perturbations of phase lag may have 

had no influence;alternately changes in the phase lag in opposite directions may have had the same end result. The 

predicted response of lift was a nonlinear function of phase lag. In 3D the response is largely monotonic. We will 

address these differences shortly. 

What can be said quantitatively about the relative impact of the variables? Figure 12 illustrates the total 

variances due to the respective design variables. Immediately apparent is the change in the hierarchy of design 

variables. In 2D, the time averaged lift was the most sensitive to the angular amplitude, significantly less sensitive to 



 

 

the phase lag, and even less still to the plunging amplitude. While the plunging amplitude was not a negligible 

influence, an analysis of this sort can not only rank the relative importance but also illuminate variables which do 

have negligible influence. A finding of this nature can reduce the dimensionality of the design space greatly 

reducing the time it takes for refinement iterations because that variable can effectively be treated as a constant.  

  

 In 3D, the GSA reveals both the plunging amplitude and the phase lag have substantially increased in importance 

relative to the average lift produced. So much so that the hierarchy of importance changes from angular amplitude 

being more sensitive than phase lag which is more sensitive than the plunging amplitude in 2D, to 3D where phase 

lag is the most sensitive, followed by the angular amplitude, and plunging amplitude, while still the least influential 

of the variables, has a substantially larger influence.  
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Figure 10. Surrogate modeling results for lift. Left- 2D, Middle-3D, Right- absolute value of the difference between 

2D and 3D results. 

 

 



 

 

 
Figure 11. Iso-contours of the surrogate response of the absolute value of the difference between 2D and 3D lift. 

 

  

  
Figure 12. Global sensitivity analysis (GSA) of lift and power for 2D and 3D hovering kinematics.  

 

F.  Instantaneous Effects on the Force Coefficients 

 To understand where the differences between the 2D behavior and 3D behavior arise, it will prove useful to refer 

to the time histories of the lift and drag coefficients in Figure 13. The observation that the lift values are generally 

higher in 3D is seen to take be a consequence of the behavior in the lift valley region between the wake capture and 

delayed stall peaks. The valley was seen in 2D to be caused by a combination of the jet interaction, which 

accelerated the flow on the underside of the airfoil, and the downward pitching motion.  



 

 

   

(a) 

   

   

(b) 
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Figure 13. Time histories of the lift and drag coefficients for selected cases (a) as 𝟐𝒉𝒂/𝒄  is increases from 2.0 (left) to 4.0 

(right) holding  𝜶𝒂= 62.5° and 𝝓=90° (b) as 𝜶𝒂 is increased  from 45° (left) to 80° (right) while holding  𝟐𝒉𝒂/𝒄 =3.0 and 

𝝓=90° (c) examining delayed rotation 𝝓=60°  (left) and andvanced rotation 𝝓=120° (right) while holding 𝟐𝒉𝒂/𝒄 =4.0 𝜶𝒂= 

80° (d) examining delayed rotation 𝝓=60° (left) and andvanced rotation 𝝓=120° (right) while holding 𝟐𝒉𝒂/𝒄 =2.0 𝜶𝒂= 45°. 



 

 

 In 3D, at Re=100, the jet like flow feature exists near the symmetry plane but does not persist in the wake near 

the wingtips as the influence of the shed vortices decay too fast to sustain the downward momentum imparted to the 

flow by the airfoil. This is illustrated in the discussion of the flow physics  in Figure 5and Figure 6, most 

prominently in the vortices shed from a previous cycle for which the 3D vortices have all but disappeared. However 

the total difference in the amplitude cannot be attributed to only the jet interaction just yet. Three dimensional 

effects such as the spanwise flow at the core of the LEV have been shown to have a stabilizing effect
24

 which may 

also have an influence as might the tip effects that will be illustrated later. The rightmost case in Figure 13 (b) would 

further substantiate the claim that the jet interaction is at least partially responsible for the discrepancy between 2D 

and 3D lift values near the lift valley. This was one of the few 2D cases which did not produce a persistant 

downward jet. Note that at a positive angle of attack of 10˚ the airfoil is generating negative lift. However, the 2D 

and 3D cases at αa= 80˚ also could not support the formation of a LEV (see Figure 20), and so the effects cannot be 

completely separated.  

 Now we will touch on the discrepancy seen in the lift response due to phase lag. Figure 13 (c) and (d) show the 

consequence of changing the phase lag in two different regions of the design space. In 2D it was seen that 

instantaneous lift values could be increased significantly by employing advanced rotation. This was a result of 

higher angles of attack and positive angular velocities when the airfoil was near its maximum speed. Delayed 

rotation, while sharing the higher angle of attack at the maximum translational velocity, differed as it had negative 

angular velocities at that point and subsequently suffered in lift. The advanced rotation, while reaching the highest 

values of instantaneous lift, also suffered from a deeper lift valley which served to cancel out some of the benefit 

seen in the delayed stall peak. So while instantaneously the phase lag was visibly an influential factor, the choice of 

objective function as the time integrated values over the course of a cycle, hid the real influence of the phase lag. 

Two major resulting effects, one increasing lift, one decreasing lift resulted in a net effect that did not change much 

in some regions of the design space. In 3D once again the lift valley is not as pronounced and the delayed stall 

benefit is still intact, and thus we see the source of the monotonic behavior in lift due to phase lag in 3D.  

G. Power Required 

Figure 15 displays the 2D ellipse and 3D flat plate surrogate responses of the power required as well as the 

absolute value of their differences. Figure 14 also highlights the differences. Not only are all the trends quite similar 

but the magnitudes also compare quite well. This would appear to imply that 3D flow features, those not feasible in 

2D, for which lift was sensitive to, do not play a significant role in these kinematic simulations. From the 

instantaneous force histories in Figure 13, the agreement in drag coefficients is very close except at a combination of 

low plunging amplitudes with low angular amplitudes and low phase lags. This case exhibits delayed rotation (left 

example in Figure 13 (d)) and will be looked at in more detail later. The physical reasoning behind the observed 

trends in 2D and 3D stays the same. During normal hovering, 𝜙=90, the airfoil/wing is perpendicular to the direction 

of motion at the ends of translation but has little translational velocity. As the phase lag is perturbed in either 

direction the airfoil can have an appreciable velocity while perpendicular to the direction of motion and whether the 

body is accelerating when perpendicular (as in delayed rotation cases Figure 13 (c) and (d) on the left) or 

decelerating (as in advanced rotation, cases Figure 13 (c) and (d) on the right) has a sizable impact on the 

instantaneous drag that is felt, and consequently the power required for the maneuver. 

 

 
Figure 14. Iso-contours of the surrogate response of the absolute value of the difference between 2D and 3D power 

required.  
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Figure 15. Surrogate modeling results for power required. Left- 2D, Middle-3D, Right- absolute value of the difference 

between 2D and 3D results. 

 

H. Pareto Front 

In engineering design it is often the case that different objectives are in competition. One tool used to evaluate 

the trade-offs between objective functions is called the Pareto front. The Pareto front consists of non-dominated 

points and can be thought of as the set of best possibilities, see Figure 16. Non-dominated points can be thought of 

as points for which one could not improve all objective functions simultaneously. The current objectives are to 

maximize lift and minimize drag. Points on the Pareto front therefore involve those for which increases in lift are 

accompanied by increases in drag. Likewise, moving along the curve one finds that decreases in drag are paid for 

my decreases in lift. It is customary to pose all objectives as minimization expressions. Therefore when the results 

are plotted, any objective which is maximized, like lift, is multiplied by a negative sign. While not universal, this 

approach provides consistency in the general look of a “good” solution, e.g. a front which approaches the axes as 

seen below. Note that the order of the Pareto front increases with the number of objective functions, three objectives 

would define a three dimensional surface and likewise more objectives would increase the dimension of the Pareto 

front. 

Visualizations are convenient in that they can give a physical sense off the trade-offs involved. The slopes of the 

lines give an indication of how much one will have to give up in one objective to gain in another. The most striking 

feature between these two is the fact that the entire 3D Pareto front, and even many points not on the front, 



 

 

outperform the 2D Pareto front. What this means is that for at a given lift, there are multiple kinematic combinations 

in 3D which will yield similar values but with lower power requirements. Conversely for a given power threshold, 

multiple 3D solutions will yield better lift results than what their 2D counterparts can provide.  

The paths through the design space are plotted below their respective Pareto fronts in Figure 16. It is seen that 

the high lift region follows the lower bound of the angular amplitude suggesting that future iterations should 

decrease the lower bound for higher lift solutions. Over all the design variable combinations on the optimal front are 

comparable. 

              2D             3D 

 

 
Figure 16. Pareto fronts illustrating the competing objectives of lift and power requirements in 2D (left) and 3D (right) 

and the design variable combinations which provide those fronts. 

I. Highlights of 3D Flow Physics 

The 3D flow field for Re=100 for the flat plate with aspect ratio of 4 is highlighted by considering two cases, case 1, 

and case 12, see the Appendix. Case 1 is characterized by the relatively large difference between the 2D flat plate 

and 3D flat plate time history of lift coefficient, and the case 12 by relatively similar 2D flat plate and 3D flat plate 

time history of lift coefficient, see Figure 17. We focus on the four  unsteady mechanisms that we identified in 2D 

hovering: delayed stall, jet interaction, rapid pitching motions, and wake-capture. 

 

Case 1 – Different 2D and 3D time history of CL 

Figure 18(b) shows the contours of the z-vorticity in the symmetry plane of the flat plate at five time instants in 

forward stroke for case 1. The decreasing angle of attack, and increasing translational velocity from t/T = 0.8 to 1.0 

contribute to the vorticity generation. Compared to the z-vorticity contours from the 2D flat plate computation, as 

shown in Figure 18(a), two qualitative different features are visible. Firstly, the leading edge vortex at t/T = 0.9, and 

1.0 are larger in 3D flat plate flow. Secondly, the leading edge, and the trailing edge vortices are shed along 

diverging angles in the 3D flat plate case, while in the 2D flat plate result the two vortices convect to each other. The 

latter behavior leads to different wake-capture mechanisms in the 2D and 3D flow. In the 2D flat plate case the shed 

vortices stay en route of the flat plate, such that the flat plate moves into the wakes created in the previous stroke as 

shown in Figure 18(a) (t/T = 0.8, 0.9). On the other hand, in the 3D flat plate case because of the diverging vortices 



 

 

the wake-capturing mechanism is qualitatively different. Figure 18(d, e) show the vertical velocity contours for the 

2D flat plate, and 3D flat plate computations in the symmetry plane, respectively. In the 3D result the leading edge 

vortex shed in the previous stroke, and the leading-edge vortex being developed interact with each other at t/T = 0.8, 

and 0.9 to create larger upward jet, than in the 2D flat plate case where the position of the wake shed in the previous 

stroke is different. 

 

 
 

 

 
 

(a) Time history of lift coefficient in 2D and 

3D 
(b) Schematics of applied kinematics (c) Locations in the design space 

Figure 17. Time histories, schematics of kinematics, and the locations of the kinematics in the surrogate design space at 

t/T = 0.8, 0.9, 1.0, 1.1, and 1.2 for the case 1 (𝒉𝒂 = 𝟐.𝟎, 𝜶𝒂 = 𝟒𝟓°, 𝝓 = 𝟔𝟎°), and the case 12 (𝒉𝒂 = 𝟑. 𝟎, 𝜶𝒂 = 𝟖𝟎°, 𝝓 =
𝟗𝟎°).  

 

Figure 18(c, f) show the z-vorticity, and the vertical velocity contours, respectively, near the wingtip at z/c = 1.8. 

For these kinematics the spanwise variation is substantial as we compare to the flow in the symmetry plane to the 

flow in at z/c = 1.8. Similar behavior in spanwise variation can be seen in Figure 19 where iso-Q surfaces are used to 

visualize the vortex structure, and the spanwise lift distribution from pressure per unit length
4
 at t/T = 0.8, 0.9, 1.0, 

1.1, and 1.2 are shown. The generation of the tip vortex creates additional negative pressure region on the top 

surface of the flat plate enhancing the spanwise lift near the wingtips. At t/T = 0.8, and 0.9 the spanwise lift due to 

tip vortex is still smaller than in the symmetry plane, and the spanwise lift distribution plots in Figure 19(b) show 

convex shape. On the other hand at t/T = 1.0, 1.1, and 1.2 the spanwise lift in the symmetry plane is larger than near 

the wingtip causing concave shape for the distribution. 

An interesting phenomena seen is the repelling of the LEV and TEV. The tip vortex is able to anchor the LEV at 

the tips, however the LEV away from the tip region is not strong enough to latch on as the airfoil translates away. 

The tip vortices feed flow onto the top side of wing which then serves to further separate the vortices which in turn 

changes the influence vortices, see Figure 18 (b) and (c). 

  

  

                                                           
4
 In the following discussion the spanwise lift distribution will refer to the spanwise lift distribution from pressure. 
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0.8 0.9 1.0 1.1 1.2 t/T 

Figure 18. Contour plots at five time instants in the forward stroke, i.e. t/T = 0.8, 0.9, 1.0, 1.1, and 1.2, for the case 1 

(𝒉𝒂 = 𝟐. 𝟎, 𝜶𝒂 = 𝟒𝟓°, 𝝓 = 𝟔𝟎°) from 3D and 2D computations: (a) z-vorticity contours from 2D computation; (b) z-

vorticity contours in the symmetry plane of 3D computation; (c) z-vorticity contours near the wingtip (z/c = 1.8) plane 

from the 3D computation; (d) vertical velocity contours from 2D computation; (e) vertical velocity contours in the 

symmetry plane of 3D computation; (f) vertical velocity contours near the wingtip (z/c = 1.8) plane from the 3D 

computation. 
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(a) iso-Q surface (0.75), the symmetry plane shows the Q contours (b) spanwise lift distribution from pressure t/T 
Figure 19. Spanwise flow features for case 1 (𝒉𝒂 = 𝟐.𝟎, 𝜶𝒂 = 𝟒𝟓°, 𝝓 = 𝟔𝟎°) at t/T = 0.8, 0.9, 1.0, 1.1, and 1.2. (a) iso-Q 

surface; (b) spanwise lift distribution from pressure. 
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0.8 0.9 1.0 1.1 1.2 t/T 

Figure 20. Contour plots at five time instants in the forward stroke, i.e. t/T = 0.8, 0.9, 1.0, 1.1, and 1.2, for the case 12 

(𝒉𝒂 = 𝟑. 𝟎, 𝜶𝒂 = 𝟖𝟎°, 𝝓 = 𝟗𝟎°) from 3D and 2D computations: (a) z-vorticity contours from 2D computation; (b) z-

vorticity contours in the symmetry plane of 3D computation; (c) z-vorticity contours near the wingtip (z/c = 1.8) plane 

from the 3D computation; (d) vertical velocity contours from 2D computation; (e) vertical velocity contours in the 

symmetry plane of 3D computation; (f) vertical velocity contours near the wingtip (z/c = 1.8) plane from the 3D 

computation. 
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(a) iso-Q surface (0.75), the symmetry plane shows the Q contours (b) spanwise lift distribution from pressure t/T 
Figure 21. Spanwise flow features for case 12 (𝒉𝒂 = 𝟑. 𝟎, 𝜶𝒂 = 𝟖𝟎°, 𝝓 = 𝟗𝟎°) at t/T = 0.8, 0.9, 1.0, 1.1, and 1.2. (a) iso-Q 

surface; (b) spanwise lift distribution from pressure. 

 

 



 

 

Case 12 - Similar 2D and 3D time history of CL 

Figure 20 shows the z-vorticity and the vertical velocity contours in the 2D flat plate computation, and 3D flat 

plate results in the symmetry plane, and near the wingtip (z/c = 1.8), respectively for t/T = 0.8, 0.9, 1.0, 1.1, and 1.2 

for case 12. Contrasting the substantial spanwise variation in case 1, in this case the difference among the two 

spanwise planes (z/c = 0.0, 1.8) and the 2D flat plate computation is very small. The vorticity generation and the jet 

formed in previous strokes are also smaller than in case 1. As shown in Figure 21 the tip vortex distribution is 

smaller than in case 1, because the angular amplitude for this case is 80°, leading to small angle of attack during the 

midstroke where the translational velocity is large. Figure 21(b) shows the spanwise lift distribution where the 

spanwise gradient vanishes except near the wingtips where we see some influence from the tip-vortex. 

 

IV. Summary and Conclusion 

In this study we examined hovering kinematics of a 2D ellipse and 3D flat plate (AR=4) with the aid of surrogate 

models at a Reynolds number of 100. Regarding the fluid physics and aerodynamic implications, we observed: 

 

(i) The role of the leading edge vortex and associated delayed stall played a dominant role in the 

determination of lift in both 2D and 3D cases. During delayed rotation the starting vortices detached 

causing a weaker LEV during midstroke. In 3D, the tip vortices during delayed rotation tended to repel 

the starting vortices at the leading and trailing edges, thus leading to a substantial variation in the 

spanwise flow. However, during advanced rotation, the starting vortex remained attached with no 

distinction between the starting vortex and the LEV, and enhances lift. Angle of attack, angular 

velocity, translational velocity, and translational acceleration all impact the formation and evolution of 

the LEV. 

(ii) The manifestation of the wake capturing mechanism in 3D has been seen to change as the behavior of 

the shed vortices may differ between 2D and 3D cases. This is illustrated by one examined where the 

shed 2D vortices would remain in the plane of the plunging motion. The 3D counterparts are shed at 

angles such that they leave plane of the plunging wing and do not collide with the wing upon its return. 

However, under this condition the leading edge vortex can grow faster and augment the lift. 

(iii) In 2D, a persistent downward jet like flow feature was seen in to form in the wake sustained by the 

influence of shed vortices. In 3D at Re=100, a weaker jet is encountered whose strength along the span 

varies. 

(iv) There was significant variance in the  spanwise distruibution of forces in the 3D. Cases which 

suppressed the unsteady mechanisms, those with the highest angular amplitudes and thus low angles of 

attack, appeared to have a relatively constant response along the span. In contrast 3D cases with a 

prominent tip vortices exhibited significant variations along the span which did not have a strong 

correlation to the 2D values experienced.  

(v) At low Reynolds numbers the 3D flow physics and tip effects can promote lift due to a weakened jet 

interaction and more stable LEV near the tip region. 

 

The surrogate modeling techniques revealed that: 

 

(i) The weighted average surrogate agreed remarkably well at the independent test points. While the 

number of independent points was limited, the error was often less than a few percent. The maximum 

error that was found was less than 15%. 

(ii) The hierarchy of variable sensitivity in the time averaged lift changed between 2D and 3D. In 2D the 

importance was 1) angular amplitude 2) phase lag and 3) plunging amplitude. In 3D the hierarchy 

switches to 1) phase lag 2) angular amplitude and 3) plunging amplitude. This is in large part from the 

3D simulations not suffering as large a penalty from the lift valley that would occur between wake 

capture and delayed stall. This difference in 2D and 3D is partially attributed to the absence of the jet 

interaction in 3D simulations. 

(iii) The predictions of the power required remained largely the same between 2D and 3D design spaces. 

This implies that the unsteady effects which influence the drag can in some contexts be reduced down 

to their 2D counterparts. 



 

 

(iv) The lift was generally higher in 3D, and the Pareto fronts of the competing objectives added the fact 

that all optimal conditions in 3D were better than their 2D counterparts. Furthermore many non-optimal 

points in 3D, those not on the Pareto front, outperformed the optimal 2D Pareto front. 

The surrogates modeling techniques provided a useful method for approximating otherwise computationally 

expensive simulations without sacrificing fidelity. They proved an efficient method for analyzing trends seen 

throughout the design space and possible points of interest. Coupled with instantaneous force histories and 

flowfield measurements they can provide insight to the complex interplay of the physical mechanisms involved. 

We will investigate the effect of the Reynolds number and structural flexibility in the future. 

 

 

Appendix 

A. 2D Ellipse Spatial and Temporal Sensitivity Study 

The spatial and temporal sensitivity studies are shown in Ref. 32. As can be seen in Figure 22, 2D ellipse grid 

convergence is attained at resolutions of 161 x 161 and higher. The converged results shown here are broadly 

consistent with those obtained using another computational algorithm, based on higher-order finite difference 

schemes
72,73

, as seen in Figure 23. Because of the computational cost involved in running all of the simulations as 

well as the expected level of accuracy output by the surrogate models, the error encountered with the 81 x 81 grids 

was deemed acceptable for the 2D ellipse simulations. This is put in the context of the PRESS calculations,see 

Appendix B, and independent testing points which suggest that errors were less than 10%. Based on the temporal 

sensitivity study a timestep of T/1000 was chosen because it provided the best accuracy and simulation walltime 

combination (note: dt = T/500 computations required more walltime to reach comparable solutions at dt= T/1000). 

 

  
Figure 22. (Left): 2D ellipse grid sensitivity for normal hovering at Re = 75, 2ha/c = 2.8,  αa = 45°,  φ = 90°. (Right): 2D 

ellipse temporal sensitivity for normal hovering at Re = 75, 2ha/c = 2.8,  αa = 45°,  φ = 90°. 

 

 
Figure 23. Cross-validation of Loci-Stream and FDL3DI for a 2D ellipse normal hovering computation with for Re = 100, 

2ha/c = 3.0,  αa = 45°,  φ = 90°. 



 

 

 
Figure 24. Illustration of the magnitude of the jet influence on 2D elliptic airfoil performance. The jet's structure has not 

reached a stable configuration during the first few cycles and therefore, most of the discrepancy can be attributed to this 

unsteady flow feature.  

As can be verified in Figure 24, the 2D ellipse force histories do not immediately assume repeatable amplitudes. 

The changes between cycles had largely plateaued by the 15
th

 cycle for the 81x81 grid resolution, and accordingly 

the time averaged values for cases without freestream were taken over cycles 15 through 20. 

 

B. Case descriptions 

 

α0 = 90˚ 2ha/c αa φ 2D 

Re=100 

<CL> 

2D 

Re=100 

<Preq> 

3D 

Re=100 

<CL> 

3D 

Re=100 

<Preq> 

Case 1 2.0 45˚ 60˚ 0.07 0.79 0.22 1.07 

Case 2 2.0 45˚ 120˚ 0.51 1.06 0.75 1.02 

Case 3 2.0 80˚ 60˚ 0.05 0.86 -0.19 0.66 

Case 4 2.0 80˚ 120˚ -0.05 0.63 0.30 0.66 

Case 5 4.0 45˚ 60˚ 0.20 0.74 0.27 0.86 

Case 6 4.0 45˚ 120˚ 0.62 0.89 0.70 0.83 

Case 7 4.0 80˚ 60˚ -0.02 0.56 0.01 0.49 

Case 8 4.0 80˚ 120˚ 0.08 0.47 0.32 0.47 

Case 9 2.0 62.5˚ 90˚ 0.18 0.44 0.34 0.43 

Case 10 4.0 62.5˚ 90˚ 0.34 0.44 0.42 0.42 

Case 11 3.0 45˚ 90˚ 0.50 0.70 0.54 0.71 

Case 12 3.0 80˚ 90˚ 0.07 0.30 0.17 0.28 

Case 13 3.0 62.5˚ 60˚ 0.02 0.65 0.11 0.68 

Case 14 3.0 62.5˚ 120˚ 0.36 0.73 0.58 0.68 

Case 15 3.0 62.5˚ 90˚ 0.28 0.44 0.38 0.42 

Case 16 3.6 66˚ 78˚ 0.21 0.40 0.29 0.41 

Case 17 2.9 47˚ 91˚ 0.48 0.67 0.55 0.67 

Case 18 3.8 69˚ 115˚ 0.27 0.55 0.48 0.51 

Case 19 2.0 52˚ 67˚ 0.11 0.66 xxx xxx 

Case 20 2.8 77˚ 98˚ 0.07 0.34 0.24 0.33 

Case 21 3.4 45˚ 120˚ xxx xxx 0.72 0.87 

Case 22 4.0 45˚ 90˚ 0.51 0.70 0.54 0.68 

Case 23 4.0 62.5˚ 120˚ 0.42 0.68 0.59 0.62 

Case 24 3.0 80˚ 120˚ 0.02 0.52 0.32 0.53 

Case 25 3.0 45˚ 60˚ 0.18 0.72 0.25 0.92 

Case 26 2.8 50˚ 70˚ xxx xxx 0.32 0.72 

Case 27 2.6 55˚ 110˚ xxx xxx 0.61 0.68 



 

 

 

C. Surrogate Model Characteristics 

Model Comment 1 Comment 2 

Kriging Linear Regression Model Gaussian Correlation Model 

PRS 2
nd

 Order Polynomial ----- 

RBNN Max Neurons = 1000 ----- 

SVR1 Linear Spline Kernel  Full-  infinity as upper bound  

(non-separable case) 

SVR2 Linear Spline Kernel Short- finite upper bound 

SVR3 Exponential Kernel Full 

SVR4 Exponential Kernel Short 

SVR5 Gaussian Kernel Full 

SVR6 Gaussian Kernel Short 

 

D. Predicted Values at Independent Test Points 

 2ha/c αa φ 2D 2D 3D 3D 3D 3D 

    Lift (V) Power (V) Lift (V) Power (V) Lift (G) Power (G) 

Case 22 4.0 45˚ 90˚ 0.54 0.67 0.53 0.66 0.53 0.66 

Case 23 4.0 62.5˚ 120˚ 0.38 0.71 0.51 0.62 0.57 0.62 

Case 24 3.0 80˚ 120˚ 0.02 0.53 0.33 0.59 0.33 0.58 

Case 25 3.0 45˚ 60˚ 0.14 0.77 0.25 0.93 0.25 0.93 

 

E. Definition of Q 

To visualize the vortical structures the second invariant of the velocity gradient tensor, 𝑄, has been used. 𝑄  is 

defined as  

𝑄 = −
1

2

𝜕𝑢𝑖

𝜕𝑥𝑗

𝜕𝑢𝑗

𝜕𝑥𝑖

= −
1

2
  𝑆𝑖𝑗 𝑆𝑖𝑗 −

1

2
𝜔𝑖𝜔𝑖 , 

see Ref. 74 and measures the degree of vorticity, 𝜔𝑖  compared to the rate-of-strain, 𝑆𝑖𝑗 , from the local velocity 

gradients. 
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