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# SHUTTLE ASCENT TRAJECTORY OPTIMIZATION WITH FUNCTYON SPACE QUASI-NEWTON TECHNIQUES * 

E. R. Edge and W.F. Powers<br>The University of Michigan<br>Ann Arbor, Michigan


#### Abstract

A Space Shuttle ascent trajectory optimization problem from lift-off to orbital insertion is solved with a function space version of a QuasiNewton parameter optimization method developed by Broyden. The problem includes five parameter and one bounded function controls, two state: variable constraints, and four terminal conditions. The bounded controls a re treated directly while the remaining constraints are adjoined to the performance index (maximum payload) with penalty functions. The problem is formulated as a four-phase variational problem (liftoff, pitchover, gravity-turn, linear tangent steering) and the appropriate gradients are developed by first variation theory. A projection operator is introduced to aid in the interpretation of the algorithm with mixed parameter and function controls. Also, by proper partitioning of the computation sequence and storage, storage problems associated with this algorithm are virtually eliminated. The algorithm is applied to the pressure-fed series-burn booster 1040 C orbiter vehicle and typical simulations are presented. In addition to a discussion of conver gence characteristics, the effects of a man-in-the-loop in the optimization process (with a timeshared computer graphics terminal) are presented.


## 1. INTRODUCTSION

A number of function space versions of successful parameter optimization methods have been proposed for optimal control problems in the past few years, especially the function space Davidon method. ${ }^{1-8}$ However, in Refs. 1-8, only simple optimal control problems were solved, and even though the convergence properties were good, the storage problems associated with the methods suggested that they might not be applicable to larger-scale problems. Thus, one of the major goals of this research was to apply one of the methods, the function space Broyden method ${ }^{7}$, to a nontrivial aerospace trajec tory problem requiring considerable storage and numerical integration. As will be discussed later, by proper partitioning of the computation
*This work was supported by the National Aeronautics and Space Administration Johnson Space Center under Contract NAS 9-12872 and the National Science Foundation under Grant GK30115.
sequence and storage, the drawback of the algorithms due to storage problems is virtually eliminated.

The algorithm is applied to the payload maximization problem for the pressure-fed seriesburn shuttle booster / 040 C orbiter vehicle. Although this is not the current shuttle design, this model was chosen for two reasons: (1) NASAJSC had considerable data and simulation results for this vehicle when the study was initiated, and (2) it was reported that a singular thrusting arc might exist in the boost stage of the optimal trajectory ${ }^{9}$. Since the function space quasiNewton algorithms were successful on a number of other problems with bounded controls and singular subarcs ${ }^{8}$, the possibility of a singular subarc served as an additional test for the algorithms.

In Section 2, the vehicle, mission constraints, and performance index are defined. In Section 3, the function space Broyden algorithm and associated theory will be presented, while Section 4 presents the important computer implementation aspects of the algorithm. Numerical results are presented in Section 5 and conclusions in Section 6. It should be noted at the outset that this paper is mainly concerned with the study and improvement of the function space quasi-Newton methods, and not with a comparison to other algorithms.

## 2. VEHICLE AND MJSSION

The vehicle and mission considered are taken from Reference 10. The goal is to determine the control history for the pressure-fed sexies burn shuttle booster/ 040 C orbiter launched from KSC which will yield maximum payload deliverable to a $50 \times 100 \mathrm{~nm}$ orbit inclined 28.5 degrees. The vehicle is constrained to a non-lifting trajectory with a maximum dynamic pressure of 650 psf and a maximum acceleration of $3.0 \mathrm{~g}^{\mathrm{s}} \mathrm{s}$. The trajectory is determined by two controls, the mass flow rate $\dot{m}$, which implies the thrust magnitude, and a thrust angle.

The overall trajectory is subdivided into four "phases" Each of the phases is characterized by the way in which the thrust angle is determined and by the coordinate system in which the equations of motion are being integrated (see Figure 1).

| FIRST STAGE |  |  | SECOND STAGE |
| :---: | :---: | :---: | :---: |
| COORDJNATE SYSTEA SPHERICAL ROTATING | POLAR |  |  |
| PHASE 1 | PHASE 2 | PIAASE 3 | PHASE 4 |
| VERTICAI <br> RISE | PITCH <br> OVER | GRAVITY | LINEAR |

Figure 1. Definition of trajectory phases.

The equations of motion for the first stage are integrated in a spherical coordinate system which rotates with the earth. This coordinate system was chosen because of the ease of representing initial conditions and aerodynamic forces.

Assuming the first stage engines are perfectly expanded to vacuum pressure, the thrust magnitude is

$$
\begin{equation*}
\left|\vec{T}_{1}\right|=I_{s_{1}}\left|\dot{m}_{1}\right|-P_{\text {atm }} A_{\text {exit }} \tag{2.1}
\end{equation*}
$$

The first stage burn is divided into three phases. They are,
(i) Phase 1 - vertical rise for ten seconds, $\bar{T} \| r$.
ii) Phase 2 - pitch over at a constant rate from vertical and at a constant azimuth angle $\psi$ for 10 seconds(see Figure 2).


Figure 2, Thrust angles for first stage.
The plane defined by $\bar{e}_{\theta}$ and $\bar{e}_{\phi}$ is the local horizontal. The unit vector $\bar{e}$ points in the easterly direction for $0 \neq 0$ or $\pi$. The vehicle pitches over and at the same fime the plane of the orbit is determined by thrusting at a constant azimuth angle 4 . The initial thrust is in the vertical direction, i.e., $\gamma=\frac{\pi}{2}$. The vehicle pitches over with $\dot{\gamma}=$ constant, thus,

$$
\begin{equation*}
Y=\frac{\pi}{2}-\dot{Y}(t-10), t \in[10,20] \tag{2.2}
\end{equation*}
$$

It is noted that $\psi$ will not correspond to the final inclination. However, the final inclination will be very strongly influenced by $\psi$ and, in fact, $\psi$ will be the primary control which affects the final orbital inclination.
iii) Phase 3-gravity turn, i.e., the thrust is parallel to the velocity $(\vec{T} \| \vec{V})$. This phase terminates when all fuel is exhausted in the first stage.

Aerodynamic drag is approximately $2 \%$ of the total force acting on the vehicle after staging and drops off rapidly thereafter. Thus, aerodynamic forces are neglected during second stage burn. Assuming no out of plane thrust during second stage this allows the equations of motion to be integrated in a polar coordinate system. The change of coordinate systems results in a new set of state variables and a set of transformation equations relating the state after staging to the state before staging. By integrating, the equations in a polar coordinate system, the number of state variables is reduced from six to four, and the terminal boundary conditions and adjoint equations are simplified.

The total second stage burn is:
iv) Phase 4 -during second stage burn the thrust is orientated according to the linear tangent steering law, i.e.,

$$
\begin{equation*}
\tan \gamma=a t+b(a, b \text { constants }) \tag{2.3}
\end{equation*}
$$

where $\gamma$ is the angle between the thrust vector and the local horizontal. The second stage engines are perfectly expanded to vacumm pressure, thus,

$$
\begin{equation*}
\left|\overrightarrow{\mathrm{x}}_{2}\right|=\mathrm{I}_{\mathrm{sp}_{2}}\left|\dot{m}_{2}\right| \tag{2.4}
\end{equation*}
$$

This phase terminates when all fuel is cxhausted in the second stage.

## 3. THE OPTMMIZATION PROBLEM AND ALGORITHM

### 3.1 The Broyden Algorithm in Dyadic Eorm

A motivating way of viewing the quasi - Newton methods is 12 s a class of algorithms between the first order and second-order ${ }^{12-15}$ optimal control gradient methods. The goal of a quasiNewton algorithm is to build information about the second-variation operator without computing it explicitly, i.e., based upon gradient information only. The 3 royden algorithm will be discussed here, however the Davidon, conjugate
gradient, and gradient algorithms are casily incorporated into the same computer program, which is the case of the computer program described in Ref. 16.

Consider the general problem:
Minimize: $J(u)=\phi\left(x_{f}\right)+\int_{t}^{t_{f}} L(t, x, u) d t$
Subject to: $x=f(t, x, u), x\left(t_{o}\right)=x_{0}(x \equiv k-$ vector $)$

$$
\begin{align*}
& \left|u^{i}\right| \leq K_{i}(i=1, \ldots, m)(u \equiv m \text {-vector })  \tag{3.2}\\
& t_{o}, t_{f} \text { specified }
\end{align*}
$$

If terminal conditions are present, they are included in the $\phi\left(x_{f}\right)$-term by the method of penalty functions. In all of the algorithms, the following equations are required:

$$
\begin{align*}
& H=L+\lambda^{T_{f}}(t, x, u)  \tag{3.3}\\
& \dot{\lambda}=-\frac{\partial H}{\partial x}, \lambda\left(t_{f}\right)=\frac{\partial \phi}{\partial x_{f}}  \tag{3.4}\\
& g(u)=\frac{\partial H}{\partial u} \tag{3,5}
\end{align*}
$$

The function $H$ is the Hamiltonian and $g(u)=\partial F /$
$\partial u$ is the function space gradient.
Each algorithm requires the specification of an initial control $u(t)$. In addition, the Broyden and Davidon algorithms require the specification of a positive-definite, self-adjoint linear operator, $H_{o}$, the simplest choice being the icientity operator. On each iterate a new control is generated by the update formula,

$$
\begin{equation*}
u_{i+1}=u_{i}+\alpha_{i} d_{i} \tag{3.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathrm{d}_{\mathrm{i}}=\operatorname{search} \text { direction }=-\hat{H}_{i} \mathrm{~g}_{\mathbf{i}} \tag{3.7}
\end{equation*}
$$

and $\alpha_{i}=$ scalar parameter defined by a onedimensional search technique which minimizes $J$ with respect to $\alpha$.
$\stackrel{\hat{H}}{ }$
The H operator is updated by

$$
\begin{equation*}
\hat{H}_{i+1}=\hat{H}_{i}+\left[1+\frac{\left\langle y_{i}, \hat{H}_{i} y_{i}\right\rangle}{\left\langle s_{i}, y_{i}\right\rangle}\right] \frac{\left.s_{i}\right\rangle\left\langle s_{i}\right.}{\left\langle s_{i}, y_{i}\right\rangle}-\frac{\left.s_{i}\right\rangle\left\langle\hat{H}_{i} y_{i}\right.}{\left\langle s_{i}, y_{i}\right\rangle}-\frac{\left.\hat{H}_{i} y_{i}\right\rangle\left\langle s_{i}\right.}{\left\langle s_{i}, y_{i}\right\rangle} \tag{3,8}
\end{equation*}
$$

where

$$
\begin{align*}
& s_{i}=u_{i+1}-u_{i}  \tag{3.9}\\
& y_{i}=g\left(u_{i+1}\right)-g\left(u_{i}\right)  \tag{3.10}\\
& \langle u, v\rangle=\int_{t}^{t} f u^{t} v d t \tag{3.11}
\end{align*}
$$

and $u><v$ is an integral kernel dyadic operator
such that,

$$
\begin{align*}
(u><v) w & =\int_{t}^{t_{f}} u(t) v(s)^{T} \\
& =u(s) d s  \tag{3.12}\\
& T_{t} \int_{t_{0}}^{t_{f}} v(s)^{T} w(s) d s
\end{align*}
$$

The primary difficulty in implementing the quasi-Newton type algorithms on optimal control problems lies in representing the infinite-dimensional integral kernel f-operator, a function of two variables. One way to oyercome this difficulty is to observe that only $\mathrm{H}_{\mathrm{i}} \mathrm{g}_{\mathrm{i}}$ (not $\mathrm{H}_{\mathrm{i}}$ itself) is needed to compute $d_{i}$. Thus to implement the Broyden algorithm, ${ }^{1}$ where $g$ is the gradient of a functional, and $u, s$, and $y$ are time functions, we proceed as follows:
i) S pecify $\hat{H}$ (any positive definite selfadjoint operator ${ }^{\circ}$ ).
ii) Express $\hat{H}_{\mathrm{H}}$ in Eq. (3.8) as a sum back to $\mathrm{H}_{0}$. Operate on the resultant expression for $\mathrm{H}_{i}$ with $g_{i}$ to obtain the following search direction:
$d_{i}=-\hat{H}_{0} g_{i}-\sum_{j=0}^{i-1}\left[\left(1+\frac{\left\langle y_{j}, \hat{H}_{j} y_{j}\right\rangle}{\left\langle s_{j}, y_{j}\right\rangle}\right) \frac{\left\langle s_{j}, g_{i}\right\rangle}{\left\langle s_{j}, y_{j}\right\rangle} s_{j}-\right.$
$\left.\frac{\left.\hat{H}_{j,}, g_{i}\right\rangle}{\left\langle s_{j}, y_{j}\right\rangle} \quad s_{j}-\frac{\left\langle s_{j}, g_{i}\right\rangle}{\left\langle s_{j}, y_{j}\right\rangle} \hat{H}_{j} y_{j}\right]$
Equation (3.13) requires the computation of inner products of the functions $\hat{H}_{i} y_{i}, s_{i}$, and $y_{i}$, and operating with $H_{0}$. The functions $i_{S_{0}}, \ldots .{ }_{i}$, $s_{i-1}$ ) are available from past iterations. To compute the functions $\mathrm{f}_{i} y_{i}$, we need only replace $-g_{i}$ by $y_{i}$ in $\mathrm{Eq}_{\mathrm{g}}$. (3.13), $\mathrm{i} . \mathrm{e}^{i}$, $\mathrm{f}_{\mathrm{i}}$ operating on $y_{i}$ instead of $-\mathrm{g}_{\mathrm{i}}$. Then, for the case $\mathrm{i}-1$ :
$\hat{H}_{i-1} y_{i-1} \Rightarrow \hat{H}_{0} y_{i-1}+\sum_{j=0}^{i-2}\left[\left(1+\frac{\left\langle y_{j}, \hat{H}_{j} y_{j}\right\rangle}{\left\langle s_{j}, y_{j}\right\rangle}\right) \frac{\left\langle s_{j}, y_{i-1}\right\rangle}{\left\langle s_{j}, y_{j}\right\rangle} s_{j}-\right.$

$$
\begin{equation*}
\left.\frac{\hat{H}_{j} y_{j}, y_{i-1}>}{\left\langle s_{j}, y_{j}\right\rangle} \quad s_{j}-\frac{\left\langle s_{j}, y_{i-1}>\right.}{\left\langle s_{j}, y_{j}\right\rangle} \hat{H}_{j} y_{j}\right] \tag{3.14}
\end{equation*}
$$

## $\wedge$

Thus $H_{i-1} y_{i-1}$ can be computed in a way requiring only inner ${ }^{-1}$ products and operation with $\mathrm{H}_{o}=I$, as was the case for $-\mathrm{H}_{\mathrm{i}} \mathrm{g}_{\mathrm{i}}$. Note that $2 \mathrm{i}+4$ time functions must be stored after the i-iteration in order to compute the $i+1$ iterate, $i . e .$,

$$
\begin{array}{lr}
\left(s_{o}, \ldots, s_{i}\right) & i+1 \text { functions } \\
\left.\hat{H}_{o} y_{o}, \ldots, \hat{H}_{i-1} y_{i-1}\right) & i \text { functions } \\
g_{i}, u_{i+1}, y_{i-1} & 3 \text { functions }
\end{array}
$$

Figure 3 shows the flow of the function space Broyden algorithm on a general iterate.


Figure 3. Flow of the Broyden Algorithm

## 3. 2 Function and Parameter Controls

Some optimization problems are most naturally formulated using a combination of function 17 and parameter controls from the product space
$L_{2}{ }^{m}\left[t_{0}, t_{f}\right] \times R^{n}$, and the shuttle ascent optimization is such a problem.

Consider the class of optimal control problems whose control space is $\bar{u} \equiv\left(u_{1}(t), \ldots, u_{m}(t) ; c_{1}, \ldots, c_{n}\right) \in L_{2}^{m}\left[t_{o}, t_{f}\right] \times R^{n}$
where $\left(u_{1}(t), \ldots, u_{m}(t)\right) \epsilon \quad L_{2}^{m}\left[t_{o}, t_{f}\right]$

$$
\left(c_{1},-\ldots, c_{n}\right) \quad \in \quad R^{n}
$$

Upon expansion of the performance index (3.1) about a candidate control and appropriate definitions of adjoint functions (Fq. 3.4), the change in cost is: ${ }^{12,16}$
$\delta J=\int_{t_{0}}^{t_{f}} H_{u} T^{T} d d t+\int_{t_{o}}^{t} H_{c}^{T} \delta c d t$
becomes
$\delta J=\int_{t_{o}}^{t_{f}} H_{u}^{T} \delta u d t+d c^{T} \int_{t_{o}^{t}}^{f_{c}} H_{c} d t$
The quasi-Newton methods require inner products involving the gradient of the cost with respect to the control. The choice of the inner product must be consistent with existing convergence criteria for the methods. ${ }^{l}$ This consistency may be obtained with the projection operator approach which follows.

Note that finite clements in $\mathrm{R}^{\mathrm{n}}$ defined on [ $\left.t_{0}, t_{f}\right]$ are also elements of $L_{2}{ }^{n}\left[t_{0}, t_{f}\right] \quad$ Thus the control (3.15) may be treated as an element of $L_{2} P\left[t_{0}, t_{f}\right](p=m+n)$ with a special structure. Then, the admissible control space is a subspace $S$ of $L_{2}^{P}\left[t_{o}, t_{f}\right]$,
$S=\left\{\bar{u} \mid u_{i}(i=1, \ldots, m) \in L_{2}^{m}\left[t_{0}, t_{f}\right] ; u_{i}(i=m+1, \ldots, p)\right.$
finite constant time functions.\}
In optimal control the linear-quadratic problem (LQP) plays a role similar to the unconstrained quadratic function minimization problem in parameter optimization with respect to the development of properties for quasi-Newton algorithms. The following convergence theorem applies to the $L Q P$, where $g$ is the gradient of the performance index with respect to the control. ${ }^{1}$
Property: Let $M$ be a linear subspace of a
Hilbert space D. Let P:D $\rightarrow M$ be
an operator which is linear, self-
adjoint, and idempotent (projection
operator). If H of the quasi-
Newton algorithoㅇㅇㅇ is chosen to be
and $\bar{u}_{0} \in M$, then $\bar{u}_{i} \in M$ for all $i$,

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\|\hat{\mathrm{H}}_{0} g_{k}\right\|^{2}=0 \tag{3.19}
\end{equation*}
$$

that is, the projection of the gradient onto $M$ tends to zero (the condition for convergence).

A projection operator $P: L_{2}^{P}\left[t_{0}, t_{f}\right] \rightarrow S$ which allows for a consistent method for handing combinations of function and constant type controls is given in the following property, which is proved in Appendix $B$.
Property: Let $\bar{A}=\left[\begin{array}{c}A_{f}(t) \\ \hdashline A_{c}(t)\end{array}\right]$ where $\bar{A} \in L_{2}^{p}\left[t_{o}, t_{f}\right]$
and $A_{f}(t) \in L_{2}^{m}\left[t_{o}, t_{f}\right], A_{c}(t) \in L_{2} \cdot p-m$
$\left[t_{o}, t_{f}\right]$. Define $P: L_{2}^{m}\left[t_{o}, t_{f}\right] \rightarrow S$ by

Since $c_{i} \equiv$ constant, then $\delta c \equiv d c$ and Eq. 3.16

$$
\begin{align*}
& P \bar{A}=P\left[\begin{array}{c}
A_{f}(t) \\
-A_{c}^{-(\bar{t})}
\end{array}\right]=\left[\begin{array}{l}
A_{f}(t) \\
\hdashline \frac{1}{\Delta T} \int_{t_{0}}^{t_{f}} A_{c}(t) d t
\end{array}\right] \\
& \Delta T=t_{f}-t_{o} \tag{3.20}
\end{align*}
$$

Then, P is a projection operator.
The above property implies how the first variation (3.17) should be utilized in the quasiNewton algorithms. First, considering ( $u_{1}(t), \ldots$ $\because u_{m}(t), c_{1}, \ldots, c_{n}$ ) as an element of
$L_{2}{ }^{m+n}\left[t_{0}, t_{f}\right]$, the gradient is

$$
\begin{equation*}
\tilde{\mathbf{g}}=\left[\mathrm{H}_{\mathrm{u}}: \mathrm{H}_{\mathrm{c}}\right] \tag{3.21}
\end{equation*}
$$

and an admissible choice for $\hat{\mathrm{H}}_{\mathrm{o}}$, say $\tilde{\mathrm{H}}_{0}$, is the projection operator (3.20), which implies that the initial search direction is
$\tilde{H}_{o} \tilde{g}_{o}=\left[H_{u}^{(0)}: \frac{1}{t_{f}-t_{0}} \int_{t_{o}}^{t_{f}} H_{c}^{(o)} d t\right]$
However, note that this is equivalent to assuming
$\left.g=\left[H_{u}: \frac{1}{t_{f}-t_{o}} \int_{t_{o}}^{t_{f}} H_{c} d t\right]\right]$
with $\left(u_{1}(t), \ldots, u_{m}(t), c_{1}, \ldots, c_{n}\right) \in L_{2}{ }^{m}\left[t_{0}, t_{f}\right] x$. $\mathrm{R}^{\mathrm{n}}$, and $\hat{\mathrm{H}}_{\mathrm{o}}=I$ since
$\hat{H}_{o} g_{o}=I g_{o}=\left[H_{u}^{(0)}: \frac{1}{t_{f}-t_{o}} \int_{t_{o}}^{t_{c}} H_{c}^{(0)} d t\right]=\tilde{H_{o}} \tilde{g}_{o}^{(3.24)}$
Furthermore, the chaice of definition for the gradient (3.23) has the same convergence properties as the choice (3.21) since

$$
\left\|\tilde{\mathrm{H}}_{0} \tilde{g}_{\mathrm{k}}\right\| \rightarrow 0
$$

implies, with $\hat{H}_{o}=I$,
$\left\|\hat{H}_{o} g_{k}\right\|=\left\|g_{k}\right\|=\left\|\tilde{H}_{o} \tilde{g}_{k}\right\| \rightarrow 0$.
For convenience, Eq. ( 3.23 ) will be utilized as the gradient expression.

## 3. 3 The First Variation

For convenience let a denote the total control $\operatorname{vector}\left(C_{1}, \ldots, C_{y},\{\dot{m} \mid)\right.$. The equations of motion may be symbolized by

$$
\begin{array}{ll}
\dot{x}=f(t, x, u) & t \in\left[0, t_{s}\right) \\
\dot{\tilde{x}}=\tilde{f}(t, \tilde{x}, u) & t \in\left[t_{s,}, f_{f}\right]
\end{array}
$$

where $t$ and $t_{f}$ are the staging and final times, respectively. ${ }^{f}$ At $t_{s}$ the states are related by the transformation equation,

$$
\begin{equation*}
\tilde{x}\left(t_{s}^{+}\right)=g\left(x\left(t_{s}^{-}\right)\right) \tag{3.27}
\end{equation*}
$$

The terminal boundary conditions are handled by the method of quadratic penalty functions, and the state variable inequality constraints are handled by integral quadratic penalty functions. The performance index is,

$$
\begin{align*}
J(u)= & -m_{0}+P_{1}\left(\tilde{x}_{1}\left(t_{f}\right)-\widetilde{x}_{1 f}\right)^{2}+P_{2}\left(\tilde{x}_{2}\left(t_{f}\right)-\tilde{x}_{2 f}\right)^{2}+P_{3}\left(\tilde{x}_{3}\left(t_{f}\right)-\right. \\
& \left.\widetilde{x}_{3 f}\right)^{2} \\
& +P_{4} \int_{t o}^{t^{-}}(q-650)^{2} U(q-650) d t \\
& +P_{5} \int_{t o}^{t^{-}}(\operatorname{acc}-3.00)^{2} U(\operatorname{acc}-3.00) d t \quad(3.28)  \tag{3.28}\\
& +P_{6} \int_{t_{s}^{+}}^{t_{f}}(a c c-3.00)^{2} U(\operatorname{acc}-3.00) d t \\
& +P_{7}\left(\operatorname{Cos} \Phi\left(t_{s}\right)-\operatorname{Cos} \Phi_{f}\right)^{2} .
\end{align*}
$$

Then, the following multistage optimal control problem is defined:
$\operatorname{Min} . J(u)=\phi\left(x_{0}, x_{s}, \widetilde{x}_{f}\right)+\int_{0}^{10-} L_{1}(t, x, u) d t+\int_{10+}^{20-}$
$L_{2}(t, x, u) d t+\int_{20+}^{t_{s}^{-}} L_{3}(t, x, u) d t+\int_{t_{S}^{+}}^{t_{f}} L_{4}(t, \tilde{x}, u) d t$

Subject to: $\dot{x}=f(t, x, u)\left(t_{o} \leq t<t_{s}\right)$
and $\quad \dot{\tilde{x}}=\hat{f}(t, \tilde{x}, u)\left(t_{s}<t \leq t_{f}\right)$
With

$$
\begin{array}{ll}
H=L+\lambda^{T} f & \text { on }\left[t_{o}, t_{s}\right)  \tag{3.31}\\
\tilde{H}=\tilde{L}+\tilde{\lambda}^{T} \tilde{f} & \text { on }\left[t_{s}, t_{f}\right]
\end{array}
$$

the adjoint equations and associated boundary conditions are (see Ref. 12 or 16 ):

$$
\begin{aligned}
& \dot{\lambda}=-\frac{\partial H}{\partial x} \quad \text { on }\left[t_{0}, 10\right),(10,20),\left(20, t_{s}\right) \\
& \dot{\tilde{\lambda}}=-\frac{\partial \widetilde{H}}{\partial \tilde{x}} \quad \text { on }\left[t_{s}, t_{f}\right] \\
& \lambda_{i}\left(t_{f}\right)=\phi_{x_{i f}} \quad i=1,2,3 \\
& \tilde{H}\left(t_{f}\right)=0 \Longrightarrow \text { equation for } \tilde{\lambda}_{4}\left(t_{f}\right) \\
& \lambda\left(t_{s}^{-}\right)=\left.\frac{\partial g}{\partial x}\right|_{t_{s}} ^{T}\left(t_{s}^{+}\right)+\phi_{x_{s}} \\
& H\left(t_{s}^{-}\right)=\tilde{H}_{s}\left(t_{s}^{+}\right) \Rightarrow \lambda_{6}\left(t_{s}^{-}\right) .
\end{aligned}
$$

| TABLE 1. MISSION TMMETABLE |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $t_{0}=0 \mathrm{sec}$ | 10 sec | 20 sec | $\mathrm{t}_{\mathrm{s}}$ free | ${ }_{\text {t }}^{\text {t }}$ free | ${ }_{f}{ }_{\text {free }}$ |
| $\mathrm{x}_{1}-\mathrm{x}_{5}$ fixed | free | free | $\mathrm{x}_{1}-\mathrm{x}_{5}$ free | $\widetilde{x}\left(t_{s}^{+}\right)=g\left(x(t)-{ }_{s}^{-}\right.$ | $\tilde{x}_{1}-\tilde{x}_{3} \mathrm{free}$ |
| $x_{6}$ free |  |  | $\psi_{s}\left(x_{6}\right)=0$ | $\uparrow$ | $\psi_{f}\left(\widetilde{x}_{4}\right)=0$ |
|  |  |  |  | 1 |  |
|  |  |  | Mass of Fuel | Trans - | Mass of fuel |
|  |  | , | lst stage | formation | 2nd stage |
|  |  | 1 | depletedde- | Equations | depleted |
|  |  | 1 | $\text { fines } t$ |  | defines $t_{f}$ |
|  |  |  | s |  |  |

Then, the change in cost due to $\delta u$ and $d m_{o}$ is:

$$
\begin{align*}
\delta J= & {\left[\phi_{x_{60}}^{\left.t \lambda_{6}\left(t_{0}\right)-\lambda_{6}(t-)+\tilde{\lambda}_{4}\left(t_{s}^{+}\right)-\tilde{\lambda}_{4}\left(t_{f}\right)\right] d m_{0}}\right.} \\
& +\int_{0}^{10-} H_{u}^{T} \delta_{u} d t+\int_{+10}^{20-} H_{u}^{T} \delta_{u} d t+\int_{20+}^{t_{s}^{-}} H_{u} \delta_{u} d t \\
& +\int_{t_{s}^{+}}^{t_{f}} \tilde{H}_{u}^{T} \delta_{u} d t \tag{3.33}
\end{align*}
$$

The particular choices for $d m \equiv m^{(n+1)}$ $m_{0}(n), \delta u(t) \equiv u^{(n+1)}-u^{(n)}(t)$, for the $n^{0}+1$ iterate, are governed by the choice of algorithm.

We now wish to interpret Eq. (3.33) for use in the Broyden method. Noting the form of Eq. (3.17), we rewrite the first term of Eq. (3.33) as

$$
\begin{equation*}
d m_{0} \int_{t_{0}}^{t_{f}} A /\left(t_{f}-t_{0}\right) d t \tag{3.34}
\end{equation*}
$$

where $A$ is the coefficient of $d m$ in Eq. (3.33). Then, the gradient corresponding to Eq. (3.23) is:

$$
\begin{equation*}
g=\left[\frac{1}{t_{f}-t_{0}} \int_{t_{0}}^{t_{f}} A /\left(t_{f}-t_{o}\right) d t\left|\frac{1}{t_{f}-t_{0}} \int_{t_{0}}^{t_{f}} H_{C}^{d t}\right| H_{u_{6}}\right] \tag{3.35}
\end{equation*}
$$

## 4. COMPUTER IMPLEMENTATION

### 4.1 Computer Graphics Aspects

Figure 4 is the flow diagram of the shuttle ascent trajectory optimization program. The main iteration loop consists of the forward integration, backward integration, calculation of search direction, 1-D search, and convergence check. These operations are repeated for a given set of penalty coefficients until an "acceptable" degree of convergence is obtained. At this point the human operator interrupts the executing program.

Because the terminal boundary conditions and state variable inequality constraints are


Figure 4. Flow of Computer Program
handled by penalty methods it has been found that a considerable savings in computer time can be achieved by real time human interaction with the executing program. Recall that $P_{i}(i=1,2,3,7)$ are the penalty coefficients associated with the terminal boundary conditions and $P_{i}(i=4,5,6)$ are the penalty coefficients associated with the state variable inequality constraints. For a given set of penalty coefficients a particular unconstrained optimization problem is defined. The solution to the original constrained optimization problem is approximated by a sequence of solutions to the unconstrained problem gencrated by letting $P$ $(i=1, \ldots, 7) \rightarrow \infty$. As $P_{i}(i=1,2,3,7)$ are increased the solutions generated will more closely satisfy the requirements of a $50 \times 100 \mathrm{~nm}$ orbit inclined
$28.5^{\circ}$ to the equator entered at perigee. Like wise as $P_{i}(i=4,5,6)$ are increased the state variable inequality constraints on dynamic pressure and acceleration are more strictly enforced. The ultimate goal is to find the control history which yields the maximum liftoff weight and satisfies all seven of the constraints. As expected, in practice as one penalty coefficient is increased the error associated with it will decrease while the errors associated with the other coefficients will increase. Thus by improving the trajectory in one respect it is possible to lose something somewhere clse. Sensitivity to changes in the different penalty coefficients also varies. As the penalty coefficients become larger the overall problem will become increas ingly sensitive to changes in the control and numerical instability will eventually result. The way in which the penalty coefficients are in creased will strongly influence the overall convergence rate of the algorithms. The main drawback to the method of penalty functions is that the penalty coefficients must be increased in a problem dependent way. Even for simple example problems which require little computer time for a trajectory integration and which have only one or two penalty coefficients, the choice of these coefficients and the way in which they are increased is critical for rapid convergence. Because of the complexity and relatively long computer time required for a trajectory integration of the shuttle ascent optimization problem, it is desirable to have rapid feedback of the progress of the algorithm.

By using time sharing computers and CRT display terminals the problem of choosing penalty coefficient values can be very efficiently solved by human operator interaction with the executing program. At the end of a specified number of iterations, execution is terminated and control transfered to a CRT display terminal Because of time sharing this interruption of the executing program is very inexpensive. At the request of the human operator important information is then graphically displayed on the CRT. The information is evaluated and a decision on changes of the penalty coefficients is reached. This information is communicated to the computer and execution proceeds. By placing a human operator in the program iteration cycle convergence times are reduced, the computer is used more efficiently, and the operator quickly builds an intuitive feel for the physical problem being solved.

For the shuttle ascent optimization problem it is helpful to graphically display dynamic pressure, acceleration, and $\dot{m}$ as functions of time along with terminal miss values. The best convergence rate was achicved by first increasing $P_{i}(i=1,2,3,7)$ yielding a trajectory which comes "close" to the desired terminal boundary conditions. Then $P_{i}(i=4,5,6)$ are increased to
enforce the state variable inequality constraints while simultaneously increasing $P_{i}(i=1,2,3,7)$ so that all intermediate trajectories $\stackrel{1}{\text { remain "close" }}$ to the terminal boundary conditions.

The ability to interact with the executing program can be useful in other ways, e.g., the interrelationship of adjoint, state variable, seards direction, and gradient time histories can be conveniently analyzed using the CRT display. In conclusion, the ability to communicate with the executing program is a valuable tool for solving large-scale optimization problems.

## $\frac{\text { 4. } 2 \text { Storage Problems With Quasi-Newton }}{\text { Algorithms }}$

It was shown in Section 3 that $2 \mathrm{i}+4$ time functions must be stored after the $i^{\text {th }}$ iterate in order to compute the itl search direction. Each of these functions is stored as a vector of numbers which correspond to the function values at N equally spaced points on $\left[t_{0}, t_{f}\right]$. Thus $(2 i+4) \times$ N floating point numbers must be stored after the $i^{\text {th }}$ iterate. The computation per iterate also increases because of the increased number of inner product evaluations. Thus, in the past, it has been a practical necessity to restart the algorithms to a pure gradient step cvery $q^{\text {th }}$ iterate. It has been found ${ }^{5}$ that $3<q<8$ appears to be a good choice. The value of N must be large enough so that a "good" representation of the functions is obtained. For the shuttle optimization problem the time interval is approximately 500 seconds and $N$ was chosen to be 500 . Thus storage must be allocated for $(2 q+4) N=(2 \times 8$ $+4) 500=10,000$ double precision floating point numbers. Additional storage must be allocated for other variables used in the program and for the object program.

During the initial testing of the program on the University of Michigan 1 BM $360 / 67$ virtual memory computer all storage was done in fast memory. However, core storage was exceeded on the initial simulations on the $\mathrm{JSC}^{\prime}$ s Univac 1108 computer. To overcome this difficulty the 10,000 double precision floating point numbers needed for the quasi-Newton algorithms were placed on drum storage. This reduced the amount of core storage required allowing the program to fit on the 1108 . Upon running the modified program on the IBM computer a considerable savings was realized in reduced virtual memory charges It was also found that no significant increase in the amount of CPU time was incurred. There are two reasons for this:
i) A very small percent of CPU time is spent calculating the search direction. Most of the CPU time is spent integrating the equations of motion. (On each iterate a forward integration and a backward integration are required to determine the gradient and a number of cost evalua-
tions also requiring forward integrations are performed by the $1-D$ search.)
ii) The updating equation for $\mathrm{H}_{\mathrm{i}} \mathrm{y}_{\mathrm{i}}$ and the equation for $d_{i}$ are summations which require inner products of the stored functions in the same sequence as they are generated and stored. For example, assume $H_{i-1} y_{i-1}$ and $d_{i}$ are to be calculated. H $y_{\text {through }}^{i-1} \mathrm{y}_{\mathrm{i}-2}$ a are stored in a file sequentially, and the read-write pointer is at $H_{o} y$ (the file is rewound after each iteration). The updating equations for $\mathrm{H}_{\mathrm{i}-\mathrm{I}} \mathrm{y}_{\mathrm{i}-1}$ will read $\mathrm{H}_{\mathrm{o}} \mathrm{y}_{\mathrm{o}}, \mathrm{H}_{1} \mathrm{y}_{1}, \ldots, \mathrm{H}_{\mathrm{i}}-2 \mathrm{y}_{\mathrm{i}}$ in order, calculate $\mathrm{H}_{\mathrm{i}}-1$. $y_{i-1}^{o}$, then write $H_{i}^{-2} y_{i-1}^{i-2}$ onto the file and rewind.
Concurrently the equation for $d_{i}$ has been using the Hy functions. The files in which Hy and s are stored need only be rewound once on a given iteration and no forward or back spacing is re~ quired. Even if tape were to be used as the storage medium, instead of fast core storage, the increase in computer time would be small. When drum storage is used the increase in computer time is insignificant. Thus there is no need to reset to a gradient step because of limited storage. However, one may still wish to reset because of round-off error buildup.

As mentioned previously the computation time per iterate increases due to the increasing number of inner product cvaluations which must be made. However, since the inner product is a quadrature

$$
\begin{equation*}
\langle u, v\rangle=\int_{{ }_{f}}^{t_{f}} u^{T} v d t \tag{4.1}
\end{equation*}
$$

where $u$ and $v$ are stored pointwise, if it is assumed that the stored functions are linear between storage locations the evaluation of the inner product is easily reduced to a summation. It was found that this method of evaluating inner products is considerably faster then higher. order quadrature formulas and that convergence rates of the algorithms do not suffer.

Another observation which saves computer time and effort is the fact that the control $u_{6}(t) \equiv$ $|\dot{m}(t)|$ is treated as a piecewise linear function of time. This not only allows for an analytical integration for $m(t)$, but also for the determination of $t_{s}$ and $t_{f}$ before each integration since $t_{s}$ and $t_{f}$ are defined implicitly by fuel depletion. This avoids the problems of checking for fuel exhaustion at each integration point, and of treating ${ }^{t}$ as an optimization parameter (which then requires extension or contraction of the control guess if the mass of propellent is not zero at the guessed $\mathrm{t}_{\mathrm{f}}$ ).

## 5. NUMERICAL RESULTS

In Table 2, payload, terminal miss values, and penalty weighting coefficients versus iterate
are shown. The initial control is $C_{1}=$ payload $=$ $90,000 \mathrm{lbm}, C_{2}=\dot{\gamma}=.5028 \% / \mathrm{sec} ., C_{3}=a=$ $-3390 \times 10^{-3},{ }^{2} C_{4}=b=0.3664, C_{5}=3=-19.0120$, and $\dot{m}(t)=98 \%$. This control produced a trajecto.ry with the following terminal errors: $\Delta r=-5317$ $\mathrm{ft} ., \Delta \mathrm{u}=357 \mathrm{fps}, \Delta \mathrm{v}=27.3 \mathrm{fps}$, and $\Delta \Phi=2.24^{\circ}$. The staging time is 118.7 sec and the final time is 503.3 sec . The state variable inequality constraints (SVIC) are violated; Q reached a peak value of 792 psf at 66.8 sec . while the maximum acceleration during first stage was $3.8 \mathrm{~g}^{\prime} \mathrm{s}$ and during second stage $3.9 \mathrm{~g}^{\prime} \mathrm{s}$.

On the first six iterations the penalty values cause the terminal errors and the SVICs to be enforced roughly equally. Evaluation of the trajectory after the sixth iterate indicated some throttling to enforce the acceleration constraints but little throttling in the region of the dynamic pressure constraint (Figure 5). Thus $P_{4}$, the dynamic pressure penalty coefficient is increased. The final condition penalty coefficients, $P_{1}, P_{2}$, and $P_{3}$, are also increased so that the terminal errors do not become too large. After the tenth iterate the SVICs are approximately enforced; however the terminal errors are too large. Thus $P_{5}$ and $P_{6}$ are reduced while increasing $P_{1}, P_{2}$, and $P_{3}$. The control history after the thirteenth iterate, Figure 5, causes the SVIC and terminal boundary conditions to be enforced. However, the payload is still increasing and $\Delta x=-2$ miles. On iterates fourteen through sixteen the SVIC penalty cocfficients are again increased, producing a sharper throttle history. Finally, on iterates seventeen through twenty-three the terminal errors are forced to within acceptable tolerances. On the final trajectory, the staging time is 122.02 sec., and the final time is 502.7 sec , and $\Phi\left(\mathrm{t}_{\mathrm{f}}\right)=$ $28.8^{\circ}$. Figure 6 shows the final dynamic pressure and acceleration histories.

## 6. CONCLUSIONS

A space shuttie ascent trajectory optimization problem is solved with the function space Broyden method. The trajectory consists of four distinct phases (lift-off, pitch-over, gravity-turn, linear tangent steering) with one bounded function control (mass-flow rate) and five parameter controls, one of which is bounded. Penalty functions are employed for two state variable inequality constraints (dynamic pressure and axial acceleration) and the orbital insertion terminal boundary conditions.

A major aspect of the study is the application of a function space quasi-Newton method to a realistic aerospace trajectory optimization problem. To overcome the inherent storage problems of such methods, it is shown that the various inner product calculations can be sequenced and stored in such a way that "slow" storage can efficiently handle the task. In addition, a projection operator is developed which allows for a consistent method for treating problems with both function and parameter controls, where the

definition of the various mixed inner products is not straight forward. Of course, the same operator is also applicable to other function space quasi-Newton methods (e.g., Davidon, projected gradient).

Because of the relatively large number of penalty coefficients (seven) it was found that a time-shared, interactive graphics capability enhanced considerably the rate of convergence of the problem. The advantages of such a capability are: fewer iterates are "wasted", one learns more about the problem by staying with it on the terminal as opposed to frequent batch-job submissions, and the problem is usually solved much more quickly (e.g., on a time-shared computer, twenty thirty-second runs per hour are feasible whereas one ten minute run in the batch mode usually involves a turn-around time of several hours).

Finally, with respect to the use of the function space quasi-Newton methods, one can see by Figure 3 that the only additional programming (compared to the standard gradient method) in volves the inner products in Eqs, 3.13 and 3.14. Whether or not one wishes to do this additional work is, of course, problem dependent (it may be a necessity in problems where the gradient method has convergence problems, e.g., singular problems). However, just as the finite-dimensional space quasi-Newton algorithms have become the major parameter optimization methods in recent years, because of deficiencies in the gradient and Newton methods, a similar situation may occur in optimal control problems with their function-space analogs.
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## APPENDIX A

Mission Data

In summary the mission constraints and controls are,
i) Initial conditions launch from KSC.
ii) Terminal conditions - $50 \times 100 \mathrm{~nm}$ orbit inclined 28.5 degrees with insertion at perigee.
iii) Function Type Control - $|\dot{m}|$ mass flow rate, a function of time.
iv) Parameter Type Controls
$C_{1}$ - GLOW (Gross Liftoff Weight). $C_{2}-\dot{\gamma}$, pitch-over rate during phase 2. $C_{3}$-a (linear tangent paxameter).
$C_{4}$ - b (linear tangent parameter).
$C_{5}-\psi$, out of plane thrust angle during phase 2.
v) State variable inequality constraints Dynamic Pressures 650 psf. Acceleration $\leq 3.0 \mathrm{~g}^{\prime} \mathrm{s}$
vi) Performance Index - maximize the gross liftoff weight, GLOW.

The mass of the vehicle is broken down into five parts,
i) $m_{1 f}=$ fuel first stage $=3.50680 \times 10^{6} \mathrm{lbm}$
ii) $\mathrm{m}_{\mathrm{ls}}=$ structure first stage $=5.70850 \times 10^{5} \mathrm{dbm}$
iii) $\mathrm{m}_{2 \mathrm{f}}=$ fuel second stage $=1.16415 \times 10^{6} \mathrm{lbm}$
iv) $\mathrm{m}_{2 \mathrm{~s}}=$ structure second stage $=2.61300 \times 10^{5} \mathrm{~lm}$
v) $m_{p}=$ payload $=$ to be maximized

The engines are characterized by,

$$
\begin{aligned}
& \mathrm{I}_{\mathrm{sp}_{1}}=270.7 \mathrm{sec} . \quad \mathrm{A}_{\text {exit }}=700 \mathrm{ft}^{2} \\
& \mathrm{I}_{\mathrm{sp}_{2}}=456.5 \mathrm{sec} .
\end{aligned}
$$

## APPENDIX B

Projection Operator Proof
The operator defined by Eq. (3.20) is a projection operator if it is linear, self-adjoint, and idempotent. These properties will now be proved.


