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ABSTRACT

A procedure is presented for predicting liquid-side and overall
heat transfer coefficients in falling-film evaporators. A model is
developed for the heat transfer mechanism in falling-film evaporation,
according to which the tempersture difference across the falling film
Obeys the same law during evaporation as in the transfer of sensible
heat and as in condensation. The temperature difference across the
falling film is therefore calculated as the quotient of the heat flux
and a heat transfer coefficient. For this heat transfer coefficient
the correlation by Dukler is used. It consists of numerical values
obtained by directly computer-integrating the basic heat and momentum
transfer equations, and has been shown to correlate successfully ex-
perimental data on falling-film heaters and falling-film condensers,

In order to make a comparison with experimental data it is nec-
essary to know the temperature difference between wall and vapor-head
rather than the temperature drop across the falling film. The calcul-
ated temperature drop is therefore corrected for the longitudinal
pressure drop, the boiling point rise due to solutes, and the boiling
point rise due to the presence of bubbles. The latter is calculated
by postulating bubbles of the same size as the film thickness, and by
applying the Gibbs equation connecting bubble superheat with surface
tension and bubble size.

Overall heat transfer coefficients are calculated by using the
theoretical model for the liquid-side heat transfer; steam-side coef-
ficients are estimated as 1.28 times the Nusselt correlation, on basis
of the experiments of Baker, Kazmark and Stroebe, and the recommenda-
tion of McAdams; it is shown that the overall coefficient is fairly
insensitive to changes in the steam-side coefficient.

The experimental work consisted of measuring overall heat trans-
fer coefficients in a T-tube falling-film LIV evaporator for a wide
range of operating variables. The tubes employed were l-in. and 2-in.
tubes, 24 ft long. The test liquids were sea water and sea water
concentrates. Boiling temperature ranged from 100 to 230°F, heat flux
from 3,200 to 6,500 Btu/(hr)(sq ft), film Reynolds number from 1,000
to 11,000, film Prandtl number from 1.6 to L4.5. In roughly half the
runs, the feed temperature was equal to the vapor-head saturation
temperature; in the others, the feed temperature was 20°F higher. A
total of 105 runs were made, each at a different combination of tube
diameter, vapor-head saturation temperature, feed temperature, feed
salinity, feed rate, and steam rate. For runs with feed temperature
equal to the vapor-head temperature, the measured overall coefficients
agreed within lO% with the calculated coefficients. For runs with
feed temperature 20°F higher than the vapor-head temperature, overall
coefficients were consistently 10% lower, apparently due to flashing
at the tube entrance.

It is shown that the correction for beiling-point rise due to
bubbles is an essential part of the correlation.
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LIST OF SYMBOLS AND ABBREVIATIONS

A Heat transfer surface area; sq ft
b Wetted perimeter; ft
B Falling liquid film thickness; Bp at wave peak; By at wave

trough; By, at tube length 1L ; ft

B’ Value of yT' at y=B
(BPR) Boiling-point rise due to presence of solute; OF
c Specific heat; Cp at constant pressure; c¢3 of liquid

phase; Btu/(1b)(°F)
C,Cy,Cqp Dimensionless numerical constants
(c1) Chlorosity; grams per liter

D Diameter; ft.; D, equivalent diameter, in.

e

Em Momentum transfer eddy viscosity; Ep heat transfer eddy

viscosity; ftg/hr
f Dimensionless friction factor

() Function of; more specifically, the steam saturation tempera-

ture as function of pressure; as in: 212°F £(29.922 in. Hg abs.)
(Fr) Froude number

g Acceleration of gravity; ft/(sec)® or ft/(hr)?

viii



A Hyap

KF’KV

()

Unit conversion factor, equal to 32.17 poundals/lbf

Mass flowrate per unit cross-section; Gp at the terminal tube

length; 1b/(hr)(sq ft)
Local film heat transfer coefficient; Btu/(hr)(sq ft)(OF)

Mean value of h with respect to entire heat transfer surface;
hgtm for steam-side heat transfer; hf for heat transferred
through falling liquid film; hyy for heat transferred through
falling liquid film, assuming film to be at the BPR-corrected

VH saturation temperature; Btu/(hr)(sq £t)CF)

Enthalpy flow; Btu/hr

Heat of vaporization; Btu/lb

Mechanical equivalent of heat; 778.16 ft-1lbs/Btu
Conductivity; Btu/(hr)(sq £t)CF/ft)
Dimensionless variables in Brauer's correlation

Tube length; Lo reference tube length; L terminal tube

length; ft
Dimensionless numerical factor in Deissler's correlation

Nusselt number; (Nu)_  mean value of (Nu) for entire heat

m

transfer surface

Pressure; p; in liquid phase; py 1in vapor phase; P

pressure drop; 1b /sq ft or in. Hg

ix



Th

(Re)

At

Prandtl number; (Pr); liquid phase Prandtl number

Heat flux; Btu/(hr)(sq ft)

Rate of heat transfer; Btu/hr

Bubble radius; 1y, rp, principal bubble radii; ft

Hydraulic radius; ft

Gas-phase holdup fraction; Ry liquid-phase hold-up fraction

Reynolds number; (Re).pit critical Reynolds number; (Re)wy
Reynolds number of first wave appearance; (Re)i, (Re)wi, (Re)e

characteristic film Reynolds numbers in Brauer's correlation

Temperature; t7 in liquid phase; ty 1in vapor phase; Ty
at tube wall; tgoy saturation temperature; tgy, steam

condensation temperature; ti, transition temperature; oF
Dimensionless temperature in Deissler's correlation

Finite temperature difference; A tggt between ty and tggt:
A tsup Dbetween tggt and t1 3 A tstm across steam-side
condensate layer; At across metal tube wall; A ty across

falling liquid film; At between t,, and the VH saturation

app
temperature; A&tOAapp between tgtm and the VH sat. temp.;
A tOAcorr between tgty and the BPR-corrected VH sat. temp.;

A teorr between ty and the BPR-corrected VH sat. temp.; OF

Local velocity; wu; at interface; u' at y= & ; ft/sec



u*

(we)

Dimensionless friction velocity
Dimensionless velocity

Overall heat transfer coefficient, assuming film to be at the

BPR-corrected VH sat. temp.

Specific volume; cu ft/lb

Average velocity with respect to entire flow cross-section;

ft/sec

Mass flowrate; lb/hr

Weber number

Distance parallel to flow direction; ft
Distance normal to flow direction; ft
Dimensionless distance normal to flow direction

Dimensionless nunber expressing variation of kinetic energy

with radius for fluid flow through a pipe

Dimensionless variable in Dukler's correlation

Bubble contact angle

Characteristic film thickness in Brauer's correlation; It
Angle of inclination with respect to horizontal

o . . 4 / .
Dimensionless constant in von Karman's correlation

xi



Viscosity; 1b/ (hr) (ft)

~

Kinematic viscosity; ftg/hr

%

Density; /Qg gas density; /Ql liquid density; 1b/cu ft

A o

Surface tension; Gfﬁgo surface tension of water; lbp/ft

T Shear; Z&_ interfacial shear; 75W wall shear; lbf/sq ft

qb Characteristic heat transfer coefficient in Nusselt's
correlation; Btu/(hr)(sq ft)(°F)

yf Dimensionless magnitude in Nusselt's correlation

;t Characteristic bubble superheat magnitude; in. Hg

A Mass flowrate per unit perimeter; 1b/(hr)(ft)

é%\éi }<- Dimensionless ratios in Lockhart-Martinelli correlation
J

Abbreviations and Terminology

app apparent; designates temperature drops when it is assumed that
the evaporating liquid is at the vapor-head saturation tempera-

ture

corr corrected; designates temperature drops when it is assumed that

the evaporating liquid is at the vapor-head temperature corrected

for BPR
gpl grams per liter
OA overall
VH vapor-head
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INTRODUCTION

Falling-film long-tube vertical evaporators are finding increasing
application in the evaporation of sea water and of heat-sensitive lig-
ulds. This is mainly because these evaporators have high heat transfer
coefficients at low temperature differences, and because of their small
hold-up. However, the technical literature is almost completely devoid
of experimental data or theoretical analyses of falling-film evaporation.
This dissertation is presented in the hope that it may contribute to en-
gineering knowledge by filling this long-felt need.

The author was fortunate in having at his disposal a well-equipped
pilot plant, including a 24L-ft falling-film LTV evaporator. This pilot
plant was the sea water evaporator test station of the U. S. Department
of the Interior, Office of Saline Water, located on the premises of the
International Nickel Co. laboratory, Wrightsville -Beach, N, C. It was
designed, erected and operated for the Government by the author's em-
ployers, W. L, Badger Associates, Inc., Consulting Engineers, Ann Arbor;
the author was in charge of the erection (1957) and subsequent operation
(1957-60). - The purpose of the test station was mainly to investigate
and demonstrate the application of falling-film evaporators to sea water
conversion, with particular emphbasis on scale prevention. Part of the
time was devoted to heat transfer work: a systematic series of experi-
ments was performed to measure heat transfer coefficients for a wide
range of operating conditions. The author secured permission to use
these data for his dissertation.

A model for falling-film evaporative heat transfer was developed
by the author. Heat transfer coefficients calculated from this model
were found to be in good agreement with the Wrightsville Beach test data,
and should permit a more precise design of falling-film LTV evaporators.
The model should also contribute to a better understanding of the physi-
cal nature of falling-film evaporation.,

xiii






SECTION I

"EXPERIMENTAL WORK

INTRODUCTION

The experimental work consisted of a series of runs in which
a falling~-film LTV evaporator was used to evaporate sea water brines,
and in which the overall heat transfer coefficients were measured.
These runs were performed over a wide range of operating conditions:
feed rate, steam rate, vapor-head temperature, feed temperature, feed

salinity, and tube diameter.

Boiling temperature ranged from 100 to 230°F, heat flux from
3,200 to 6,500 Btu/(hr)(sq ft), £ilm Reynolds number from 1,000 to
11,000, film Prandtl number from 1.6 to 4.5, feed superheat from O to

20°F,

The purpose of the experimental work was the accumulation
of sufficient data to enable a reasonably accurate prediction of the
heat transfer coefficient to be made for a given set of operating con-
ditions. The experimental work was necessary because, to the best of
our knowledge, no such information on falling-film LIV evaporsators

exists in the litersature.

The results of the experimental work were also used in order
to compare them with those predicted from the theoretical model (Sections

VIII and IX).
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EQUIPMENT

The experimental equipment was part of the sea water evaporation
pilot plant on Harbor Island, on the North Carolina coast. This plant
is an open-air installation and is located a few feet from the ocean's
edge, on the premises of the corrosion test station of the International

Nickel Co., Inc., Wrightsville Beach, N.C.

The test evaporator was a falling-film LTV (Figure 1 ). The heating
element was essentially a 24-ft vertical single-pass heat exchanger. Feed
entered the tubes at the top, and flowed down through the tubes while
receiving heat from the steam, which condensed on the shell-side. A
mixture of vapor and concentrate ("blowdown") came out of the bottom
tube ends and into a wide separating tank ('vapor-head"). Vapor was led
from the top of the vapor-head to a surface condenser; blowdown was

pumped out of the bottom.

Auxiliary equipment included a small steam-heated feed pre-heater;
a surface condenser; a two-stage Nash vacuum pump with an additional
steam-jet alr ejector; two plant-size forced-circulation evaporators
(FC's) operating independently of the LTV. Steam was supplied by two
nearby boilers at ca. 105 psi, and reduced to 15-30 psi prior to entering
the system. - The entire equipment was provided with heavy thermal insula-

tion.

INSTRUMENTATION

Two sets of instrumentation were provided, for the following two

purposes:
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1) Process control, in order to maintain the operating variebles at
steady predetermined values.

2) Measurement, to calibrate the process control instruments, and for
the accurate determination of all variables necessary for a mass
balance, an enthalpy balance, and a calculation of the overall heat

transfer coefficient.

Process control of feed flowrate, feed temperature, steam flowrate,
and vapor head pressure was carried out by means of pneumatic recorder-
controllers, panel-mounted in a separate control shack. It should?be
pointed out here that the heat load was controlled by an orifice-type
steam flowrate controller in the steam line, not by a steam-pressure con-
troller in the steam chest; steam-side pressure was, therefore, a dependent

variable, not an operating variable.

Measurement of blowdown flowrate, distillate flowrate and steam con-
densate flowrate was carried out in volumetric drip-pots provided with
sight-glasses; the rate of rise in the tanks was timed with a stopwatch.
These volumetric drip-pots were previously calibrated with weighed
amounts of water. (The vapor-head acted as volumetric drip-pot for the
blowdown rate.) All three drip-pots had calibrated thermometers. In
addition, blowdown concentration was determined by chemical analysis,
since the density of brines is a function of concentration as well as
of temperature. - Measurement of feed temperature was carried out with
a calibrated thermometer located close to the feed cone. - Measurement
of steam temperature was similarly taken on a thermometer located close

to the steam entrance cone. - Measurements of feed pressure, steam pressure
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and vapor-head pressure were performed with mercury manometers (vacuum
operation) or with sensitive Bourdon gages, previously calibrated against

mercury manometers (pressure operation).

An instrument that was used neither for control nor for measurement,
but which gave an excellent picture of the steadiness of the process, was
an automatic temperature-difference recorder. It showed the time-dependence
of the temperature difference between the condensing steam and the vapor
in the vapor-head. It consisted of a resistance bulb in the steam-chest
and a similar resistance bulb in the top part of the vapor-head, electrically

connected to a panel-mounted indicator.
TUBES

The test evaporator was a T-tube LTV; one tube was mounted in the
center of the circular tube-sheets, the other six around it on a triangular
pitch. The LTV was built for 24-ft tubes. The tube sheets were fashioned
in such a way that the tubes were not rolled in but grommetted in. Three

neoprene grommets per tube end were used, and proved satisfactory.

Tests were carried out with 24-ft tubes; 2-in. 12 ga. tubes were
used for all operating conditions, and a similar series of runs was then

repeated with 1-in. 16 ga. tubes.

Mixed tube bundles were used, with respect to tube materials, since
other tubes were not available. The 2-in. tube bundle consisted of 2
copper, 2 aluminum brass, 1 arsenical admiralty, 1 Ampco grade 8, and

1 90/lO'cupronickel tube. The l-in. tube bundle had 2 copper, 3 aluminum



brass, 1 arsenical admiralty and 1 90/10 cupronickel tube. Although
mixed tube bundles are generally not desirable, the difference in con-
ductivity of the metals was not enough to cause an appreciable maldistri-

bution of heat load.

FEED DISTRIBUTTION

Even feed distribution among the 7 tubes presented a problem due to
the absence or near-absence of a longitudinal pressure drop through the
tubes. (This problem is not encountered in bottom-fed LTV's.) Careful
levelling of the upper tube ends proved unsuccessful. The final solution
was the use of inserts fitted on the upper tube ends. These inserts con-
tained a horizontal orifice-plate or a nozzle, through which the feed had
to flow to reach the tube itself, and which caused a pressure drop high
enough to equalize the feed distribution. A horizontal splash plate
only a little smaller than the tube I. D. and mounted under the orifice
converted the Jjet into falling-film flow; +his was visually verified on

glass tubes.

The performance of a feed distribution device was measured by timing

the flowrate of each individual tube with beaker and stopwatch.

The disadvantage of having to use inserts was the impossibility of
measuring longitudinal pressure drops directly. This problem will be

referred to in more detail.

NATURE OF HEATING SURFACE

The heating surface was inspected by opening up the LIV, remcving
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the inserts, and looking through each tube against a light. No fouling,
salting or scaling was ever observed. Scale was prevented by controlling
the feed pH with sulfuric acid; this was checked by hourly pH-meter

readings.

No time-dependence of heat transfer rate over a period of many weeks

could be observed.

READINGS, OBSERVATIONS AND RECORDS

Test work was carried out on & 24-hour day basis. Each shift was
manned by an engineer and an operator. Each hour all instrument readings
were taken and written down on specially prepared data sheets. Every
three hours, or whenever deemed necessary, the drip-pot readings were
taken in addition to the other readings; also, samples of feed and
blowdown were taken and the concentrations determined by chemical analysis.
Hourly observation of a descriptive nature were also written on log

sheets facing the data sheets.

CHEMICAL ANALYSIS OF BRINE CONCENTRATION

Analyses were carried out in a chemical laboratory close at hand.
Brine chlorosity was determined directly by titration with standardized
silver nitrate. Chlorosity is defined as the grams per liter (209C) of
total halide expressed as chloride. Concentration can also be expressed
by concentration factor, which is the ratio of salinity to the salinity

of "normal" sea water¥*; sea water generally has a concentration factor

* A universal standard ; see Sverdrup, H. V., et al. "The Qceans”,
Prentice-Hall, let Ed., 1942,
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close to 1.0. Concentration factor is a unique function of chlorosity,

and has been tabulated.

PHYSICAL PROPERTIES OF SEA WATER BRINES

Charts were used in which density, concentration factor, specific
heat and boiling point rise are given as functions of chlorosity and
temperature. These charts were compiled for the Office of Saline Water

by W.L. Badger Associates, Inc.

CALCULATIONS

Calculations were performed on specially prepared calculation sheets

(see sample calculation sheet).

Calculation Procedure

The calculation procedure used for these tests is described
herein in considerable detail to help clarify any questions that might
arise. A sample calculation form, numbered to correspond to the following

description, is shown on page 10.

Steam

1. Pressure measured by bourdon tube gage (if used) on
heating element.

2. Correction as determined by gage calibration.r

3. Corrected pressure, or actual vacuum reading if measured
by mercury manometer.

L. Barometric pressure as obtained from aneroid barometer,
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CALCULATION FORM FOR TEST L.T.V. EVAPORATOR

Test No.(1l) Start-up date, time:

Op: Date, time:

LTV effect No. Flowsheet:

Calculated by:
air temp., COF

Steam:
cond. press., in. Hg read W1
Corr. (2), corr'd. 3

Corrected barom. press.,
cond. press., in. Hg abs.

Recorded in book:

Date, time:

Distillate:

Tatent heat. Btu/lb. Ly
gensible ht. sbove feed T., Btu/lb

heat from evap., Btu/lb.

drip temp(Y7)OF ;Feed-drip,Btu/lb

saturation temperature, OF _(6)  heat to cond., Btu/lb. 9

actual temperature, OF (1) arip pot interval, sec. SQ;

steam enthalpy, Btu/lb _Lgl drip pot combined factor 51

drip temperature; OF .(9) drip pot reading, mm. 52

drip enthalpy, Btu/lb 10 evaporation rate, 1b/hr 53

hest input, Btu/lb total heat from evap., Btu/hr

drip pot interval, sec. 12 total heat to cond., Btu/hr 55

drip pot combined factor 13 Condenser ht. bal. error ((57)%) 56

drip pot reading, rm. 1

flow rate, 1b/hr (15)  Blowdown:

Flowmeter reading 16 temPessee, Corr. , ¢'d. OF 58

Flowmeter factor 17 spe gr (59) at (B0) OF, c'd b1

total heat input, Btu/hr (18 chloride, gpl (623

heat to atmosphere, Btu/hr 119 concentration factor (63

heat to vapor side, Btu/hr 120) specific heat, Btu/lb, (eL)
enthalpy sbove feed T. Btu/1b 65)

Heat Transfer and Pressure Drop: drip pot interval, sec. 66)

heat transfer area, sq. ft. 21 drip pot combined factor 67

V.H. press., in. Hg read ? drip pot reading, mm.

Corr. (235, corr'd, 2k flow rate, 1b/hr

V.H. press., in. Hg abs.

V.H. satur. temp., °F

PP overall at, ©F

PP overall heat tr. coeff,

V.H, temperature, °F read
Corr. ___ , corr'd.

PT overall 4t, OF

PT overall heat tr. coeff.,

Feed ‘press., in. Hg read 33)
Corr. , corr'd. 3k
Feed press., in. Hg abs. 35

Overall 4P, in., Hg

Condenser Water:

rotameter reading

rotameter conbined factor
flow rate, 1b/hr

temp, outessecorr c'd, OF
temp. in se..corr c'd, OF
temperature rise, OF

heat gain, Btu/hr (43)

(39)

enthalpy flow, Btu/hr
BPFR(T1), corr. at(72),corr. coeffs.

Feed:
tempseosCorr. , ¢'d. b
sp. gr(75) at {76) °F, c'd.
chloride, gpl

concentration factor
flowmeter reading
flowvmeter factor

flow rate, 1b/hr

flow based on conc'n. ratio, lb/hr
feed/evaporation ratio

Masg Balance:
Evaporation rate, 1b/hr
Blowdown rate, lb/hr
Total output, 1b/hr
Feed rate, meas. 1b/hr
Error ((90)%), 1b/hr
Feed rate, analyt, 1o/hr
Error ((93)%), 1b/hr

Energy Balance(enthalpies above feed temp.)

Blowdown enthalpy, Btu/hr {94
Vapor enthalpy, Btu/hr 95
Loss to atmosphere, Btu/hr (96)
Total output, Btu/hr (97)

Heat to vapor side, Btu/hr

Error ((100)%), Btu/hr 99
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checked frequently with local airport.

5. TItem (4) plus (if under pressure) or minus (if vacuum)
item (3).

6. Saturation temperature from Keenan and Keyes' Steam Tables
at absolute pressure indicated by item (5).

T. Actual steam temperature measured at inlet to heating
element. This thermometer usually indicated some superheat. The piping
was arranged to minimdze the possibility of moisture entrainment in the
steam.

8. From Steam Tables at pressure (5) and temperature (7).

If temperature (7) was below 200°PF., enthalpy of saturated vapor at
pressure (5) was used.

9. Actual temperature of steam condensate. This was usually
close to item (6), but accuracy was doubtful.

10. Enthalpy of water at temperature (6), from Steam Tables.

11. Ttem (8) minus item (10) gives heat available per pound
of steam.

12. Time, measured by stopwatch, for condensate level to rise
a fixed distance (14) in the gage glass on the volumetric condensate
measuring tank when the discharge pump was stopped and the discharge
valve closed.

13. Calibration factor of volumetric tank--a function of the
effect of temperature on the density of water and the measuring distance.
Determined originally by adding known weights of water and measuring the
rise in level.

14, Distance level rose in time (12) -- 5 inches in these tests.
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15. TItem (13) divided by item (12) gives pounds per hour of
steam used.

16. Actual reading of recording flow controller.

17. Ttem (15) divided by item (16)--used only to aid in subse-
quent adjustments of flow controller to get desired steam flow rates.

18. TItem (15) times item (11) gives total heat given up by
steam in Btu per hour.

19. Heat loss from steam side of heating element--as determined
by test as a function of item (6) minus the outside air temperature.

20. TItem (18) minus item (19) gives the rate of heat transfer

through the heating surface.

Heat Transfer and Pressure Drop

21. Area based on inside diameter of the T tubes--78.3 square
feet for 2-in. tubes, 38.3 square feet for 1-in. tubes.

22. Not used since all vacuum and pressure readings obtained
by mercury manometer.

23. Ditto.

2k, Actual vacuum in vapor head, as measured by mercury manometer.

25. TItem (4) minus item (24).

26. Saturation temperature at pressure (25), from Steam Tables.

27. TItem (6) minus item (26)--the apparent temperature difference
across the heating surface, assuming that the sea water had no boiling
roint elevation.

28. Item (20) divided by (item (21) times item (27))--the over-
all heat transfer coefficient before correction for boiling point eleva-

tion.
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29. Actual temperature read on thermometer in bottom vapor
head. This thermometer should read approximate saturated vapor tempera-
ture.

30. Item (29), corrected for thermometer calibration error.
This temperature was used primarily as rough check of item (26).

31., 32. Not used, except as rough or quick check, and as a
guide in adjusting the vacuum controller.

33. Actual reading of pressure gage or mercury manometer
connected to feed cone at inlet to evaporator tubes.

34, Ttem (33) corrected for gage calibration error, or actual
manometer feading when such was used.

35. Item (4) minus item (34).

36. TItem (35) minus item (25)--pressure drop from orifice to
outlet of tubes, due to friction, hydrostatic head, acceleration effects,

and orifice pressure-drop.

Condenser Water

37. Actual reading of rotameter in sea water line to surface
condenser used to condense distillate from LTV.

38. Conbined factor equal to calibration factor determined by
test of rotameter times the specific heat of sea water (0.955 Btu/lb.- F.).

39. TItem (37) times item (38)) = Ib/hr+. sea water times 0.955.

LO0. Temperature of sea water leaving condenser, corrected for
calibration error.

L1. Temperature of sea water entering condenser, corrected for
calibration error.

42, Ttem (40) minus item (41).
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43, TItem (39) times item (42)--heat picked up by sea water in

condensing distillate.

Distillate

Lh, Latent heat of water at temperature (26), from Steam Tables.
45, Item (26) minus item (7L4)--heat required to raise one pound

water from feed temperature to distillation temperature (specific heat--

1.0).

46. Ttem (L45) plus item (L4k)--enthalpy of vapor above feed
temperature.

47. Actual temperature of condensate in measuring tank.

418, 1Item (T74) minus item (47)--heat given up in sub-cooling
condensate.

49, Ttem (46) plus item (48)--heat given up in condensing one
pound of distillate and subcooling it to temperature (47).

50. Time, measured by stopwatch, for distillate level to rise
a fixed distance in calibrated measuring tank.

51. Calibration factor of volumetric tank--similar to item (13).

52. Distance level rose in time (50)--5 inches in these tests.

53. TItem (51) divided by item (50) gives pounds per hour of
distillate.

54, Ttem (53) times item (46) gives Btu per hour heat leaving
the evaporator with the distillate (taking liquid at the feed temperature
as 0).

55. Item (53) times item (49) gives Btu per hour given up to

the condenser water in condensing and subcooling the distillate.
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56. Item (43) minus item (55)--heat actually picked up by conden-
ser water less heat that should have been given up to the condenser water.
57. Ttem (56) divided by item (55). This is a secondary

check of the overall heat balance. It is only used to indicate the

probable source of error if item (100) is relatively large.

Blowdown

58. Same as item (30).

59. Specific gravity measured by hydrometer.

60. Temperature of gravity measurement.

61. Specific gravity at flowing temperature (58). Obtained
from physical property charts, either from items (59) and (60) or from
item (62).

62, Chlorosity--established by titration.

63. Concentration factor based on standard sea water of 19.(7>
chlorosity. Determined from physical property charts.

64. Specific heat at chlorosity (62) and temperature (58)--
from physical property charts:,

65. TItem (64) times (item (58) minus item (T4))--heat required
to raise one pound of blowdown from feed to discharge temperature.

66. Similar to items (12) and (50).

67. Similar to items (13) and (51)--a function of measuring
distance (68) and specific gravity (61).

68. Measuring distance--7 inches in these tests.

69. Item (67) divided by item (66).

70, TItem (65) times item (69).



-16-

Tl. Boiling point rise from physical property charts at
chlorosity (62) and temperature (58).

72. Ttem (27) minus item (71)--overall temperature difference
corrected for boiling point rise. This is temperature difference used
in correlating all data.

73, Overall heat transfer coefficient corrected for boiling

point rise--as used in correlations.

Feed

T4, Actual feed temperature, as read corrected for thermometer
calibration.

75. Similar to item (59), for a sample of LTV feed liquor.

76. Similar to item (60), for a sample of LTV feed liquor.

T7. Similar to item (61), at temperature (T74).

78. Similar to item (62).

79. Similar to item (63).

80. Actual reading of recording feed flow controller.

81. Calibration factor for flow controller obtained by comparing
controller with volumetric measurements in blowdown tank.

82. TItem (80) times item (81)--a function of flow rate and
specific gravity (77).

83, TItem (69) times item (63), divided by item (79)--due to
high accuracy of chlorosity determinations, this is a more accurate
measure of feed flow than item (82).

84, Ttem (83) divided by item (53).
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Mass Balance

85. Same as item (53).

86. ©Same as item (69).

87. TItem (85) plus item (86).

88. Same as item (82). Theoretically equal to (87).

89, Item (87) minus item (88).

90. TItem (89) divided by item (87), times 100.

91. Same as item (83). Theoretically equal to (87).

92, TItem (87) minus item (91).

93. Item (92) divided by item (87), times 100. This is an
accurate indication of errors in flow rate measurement. Errors of 10%
would usually be considered satisfactory, but the error in these tests

rarely exceeded 3%.

Energy Balance

Ok, Same as item (70).

95. Same as item (5k4).

96. Heat loss from vapor side of LTV--as determined by test as
a function of item (26) minus the outside air temperature.

97. Sum of items (94), (95), and (96). Total calculated heat
transferred through the heating surface, on the basis of the heat carried
away.

98, Same as item (20). Calculated heat transferred from the
steam to the heating surface. Theoretically equal to (97).

99. Item (97) minus item (98).

100, Item (99) divided by item (97), times 100. This is a good
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check of heat input and distillate production. Errors of 15% would
usually be considered satisfactory. The error in these tests rarely

exceeded 8.

SUMMARY OF CALCULATION PROCEDURE

a) Calculation of Mass Balance

The evaporation rate was determined by timing the distillate drip-
pot, and determining the distillate density by its temperature. The
blowdown rate was similarly determined, by timing, and from blowdown temp-
erature and concentration. Both rates were added iogether to give a
value for the feed flowrate. - This value was compared to the blowdown
rate multiplied by the ratio of Biowdownceovncenteationblovwgesd eoncentra-

tion.

b) Calculation of Steam Enthalpy and Heat Load

The steam flowrate was determined from the steam condensate drip-
pot. The steam saturation temperature was determined by measuring the
absolute pressure of steam condensation and using the steam tables.
The steam superheat was calculated from the saturation temperature and
the ttemperature reading of the incoming steam. This determined the

enthalpy of the condensing steam, in Btu/hr.

From this was subtracted the heat loss from steam chest to atmos-
phere., This heat loss was experimentally determined before the beginning
of the heat transfer runs as function of the temperature difference

between steam chest and atmosphere, by filling the empty steam chest
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with steam and measuring the rate of condensation for various temperature
differences. This calibration was repeated after the heat transfer runs,
and was found to be unchanged. The heat loss was of the order of

3,000 - 13,000 Btu/hr for the heat transfer runs.

The steam-chest was continuously vented from the top of the conden-
sate drip-pot; during vacuum operation, to the vacuum pump, and during
pressure operation, to the atmosphere. Venting was always excessive to

insure removal of non-condensibles.

¢) Calculation of Feed, Blowdown and Vapor Enthalpies

For the purpose of this calculation, the feed was arbitrarily
designed as having zero enthalpy. - The blowdown enthalpy was calculated
by multiplying the blowdown rate by the blowdown specific heat and by
the blowdown-minus-feed temperature difference. - The specific vapor
enthalpy, Btu/lb, was calculated by adding the heat of vaporization to
the vapor-minus-feed temperature difference; this was then multiplied

by the vapor flowrate, lb/hrg

d) Calculation of Enthalpy Balance

Blowdown enthalpy and vapor enthalpy were added and compared to
the heat load. A correction was added due to the heat losses from the
vapor=-side (vapor-head, vapor line) to the atmosphere. This heat loss
was determined by measuring the cocling rate of circulating hot sea
water in a separate heat-inss test, performed befors the heat transfer

runs were started.
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As a check, a heat balance was also calculated around the condenser,
by use of cooling water flowrate and temperature rise. This balance

was only approximate, but served to point out any gross deviations.

e) Calculation of Overall Heat Transfer Coefficients

Steam-side temperature was taken as the saturation temperature
corresponding to steam-chest absolute pressure. - "Apparent"” vapor-
side temperature was taken as the saturation temperature corresponding
to vapor-head absolute pressure. - "Corrected" vapor-side temperature
was taken as the "apparent" vapor-side temperature plus the boiling-
point rise corresponding to the particular blowdown concentration and

temperature.

In calculating the overall heat transfer coefficients, the cal-
culated steam-side heat load and the inner tube diameters were used.*
The apparent coefficient was calculated by using the apparent vapor-
side temperature to calculate the overall temperature difference; the
corrected overall heat transfer coefficient was similarly calculated by
using the corrected vapor-side temperature to obtain the overall tempera-

ture difference.

T) Calculation of Pressure Drop

Due to the presence of tube inserts, pressure drops could not be
measured directly. Vapor-head pressure was subtracted from feed pressure

to give the desired pressure drop plus the orifice pressure drop. After

*¥ 38,3 s¢ £t for 7 1-in. tubes, 78.3 sq ft for 7 2-in. tubes.
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each run, the steam was turned off, all other operating variables re-

maining unchanged; the resulting pressure drop was then due to the in-

serts only, and was subtracted from the orifice-?lus-vapor pressure

drop to give the desired two-phase flow pressure drop.

RANGE OF PROCESS VARIABLES

The following is a list of the process variables and their ex-

plored range:

Tube I.D., in.:

Vapor-head sat. temp., °F:
Feed concentration factor:

Feed flowrate, 1b/hr:
Steam flowrate, 1b/hr:

¥ o
Feed superheat™, °F:

0.870, 1.782

100, 125, 150, 175, 200, 230

1, 2

l_ino
2-in,

l-in.
2-in,

0, 20

tubes:
tubes:

tubes:
tubes:

1,500, 3,000 .
1,500, 3,000, 6,000

150, 250
250, 450

The test schedule consisted of the determination of heat trans-

fer coefficients for all combinations of process variables.

OPERATING PROCEDURE

Since the equipment was run on a non-stop schedule, the beginning

of a run generally coincided with the end of the previous run. The pro-

cess variables were changed by setting the automatic control instruments

to the desired values; this was subsequently checked from

*Feed superheat = Feed temperature - V. H. saturation temperature.
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the next set of readings of the measurement instruments., - After three
or four hours a complete calculation was made from the last set of
readings. This was repeated every hour; generally two or three such
calculations were made each run, and the results compared. If there

was a change in readings, the run was continued until perfectly constant
conditions were reached. Usually, however, steady-state was reached
after two hours of operation, but the run continued for three or four

hours more to ensure non-transient behavior.

The two FC'z were generally idle and were used as feed storage
tanks, one for feed of concentration factor 1.0, the other for 2.0.
Blowdown and distillate were recombined and pumped back to the respective
FC. For tests with concentration factor 1.0 and cold feed (100 or 125 °F),
sea water was used directly, and the blowdown and distillate pumped back
to the ocean. - Feed of concentration factor 2.0 was directly prepared

in one of the FC's.

¥ FC = forced circulation evaporator



SECTION II
THEORY OF FALLING~FIIM FLOW

A, FUNDAMENTALS

For steady-state one-dimensional downward flow through a vertical
round tube, a force balance on an element of downward length dL yields,
for any flow regime,

S 1 AP Ty s (1)
dL ~ 2xg,v  dL 1y Ve,

The wall shear stress 7, is taken positive when opposed to the flow

direction L .

An energy balance on this same element yields:

—— TR 0 —

dL dL J 2ugov AL VEe

ag _aq _wv | 1 a(v?) g ] (2)

The dimensionless velocity distribution factor & 1is due to radial
variations in kinetic energy. It is C.5 for parabolic velocity distri-

bution, 1.0 for highly turbulent flow.

Assume isenthalpic flow, with negligible longitudinal variation in

kineti¢ energy. From equ. (1):

T w8 (3)

Consider the effect of decreasing flowrate on a tube with initially high-

speed full-pipe flow. For any type of flow to take place in the L-direction,

i.e., downwards, the pressure drqp - %% cannot be negative:

.
LA & (&)



e
This is valid for any type of flow regime.

Let Z@A be the unique wall shear stress such as to cause zero
pressure drop in full-pipe flow. It.is, therefore, the lowest wall
shear stress at which full-pipe flow can take place. For full-pipe
flow, 1= % :

'.o @g._g_ (5)
D L

From equ. (4) we have, for any flow regime,

L SN, (6)
m? D % 7, 2 On
. D
For full-pipe flow, rh = T Ty = Ty,
As we decrease the flowrate and Ty falls below Z@A ; 1t must necessarily
follow from equ. (6) that rh becomes less than % . If the tube wall

remains wetted, annular flow must result.

In annular flow, then, the pressure drop is zero¥*; friction loss and
eventual gain in kinetic energy occur at the expense of potential energy

only.

The flowrates employed in our research never exceeded 7% of the
minimum flowrate necessary to cause full-pipe flow, i.e., to cauce a

wall chear stress ?@A&

* For the purpose of this analysis, no interfacial shear was assumed.



The hydraulic radius for a film of thickness B 1is:

T . ]
L [DE - (D -~ 2B)2; / N
oy = 02 e u(1-3) (1)
D /
For very thin films this expression reduces to:
rh = B (8)

The Reynolds number is defined as in full-?ipe flow:

Lrpyv  Lbw LWr
(Re)E8 —— 8 — = —
Ralll o

),
It is, therefore, not necessary to know the film thickness in order to

(9)

calculate the Reynolds number.

For films thin enough so that equ. (8) holds, equ. {9) becomes:

(Re) = 5—;" (10)
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B) LITERATURE RESEARCH: FLUID MECHANICS

Consider a liquid flowing
down a flat plate, at an angle
with the horizontsl. Assume no

interfacial shear, and perfectly

streamline flow (Figure 2). A

force balance yields: : Figure 2

Pe(B-y)b dx sin g . ({4%-;‘;) bdx (11)

Postulating zero well velocity, equ. (11) is integrated across the film:

(By -,Xz ) eind (12)

u = 5

&
5

The mase flowrate per unit breadth is calculated as:
= [ upay- sinfl 1
r / pay - pE- (13)

The results of this classical analysis by Nusselt(37) in 1916 can also

be expressed in the following ways:

B= (%évf)l/s (Re )1/3 sin-1/3 9 (14)
V:(%.g/3 (Re)2/3 sin1/3{9 (15)
T,- s (16)

€c
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Twse 2L

From equ. (12) and (15) it can also be seen that the velocity wu; at

the interface (free surface) is 1.5 times the average velocity.

For vertically downward flow, of course, sin 9 is equal to one

in all these equations.

Hopf'* (31), the earliest investigator (1910), used too narrow a
trough for his data to be considered reliable except for very shalliow
depths because of ripple formation at the side walls. - Claasen(lh)
used very thin films, of the order of several mils, on pipes of varying

degrees of roughness. Unfortunately, over half of his runs were made

with molasses whose viscosity he did not record. - Schoklitsch(ul)

extended his tests to very high flowrates and cbserved the flow regimes

with the classical color-band method.

Copper, Drew and McAdams(l7) correlated the results df the first
six investigators of Table I. The results show fairly good agreement
with Nusselt's theoretical analysis for low flowrates, The friction
factors scatter ca. = 30% about the straiéht line of equ. (17) when
plotted on a log-log graph, for (Re) of less than 1,000. In analogy
with full-pipe flow, this was considered the streamiine portion. Above
a (Re) of ca. 2,000 the friction factors changed much less with (Re),

and this was, therefore, considered to be the turbulent zone. Other

*¥See Table I.
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manifestations of turbulence, such as eddies and waves, were observed

in this range.

This analogy betweenvfull-pipe and falling-film flow was contradicted
by Kirkbride's observation(33) that the first appearance of waves or
ripples occurred in falling water films at a (Re) as low as 8. He
noticed that the wave peaks were as much as 3.7 times the average film
thickness. The (Re) of first wave appearance, (Re)yy , decreased as

more viscous liquids were used. His film thickness measurement data

below (Re)wl , i.e. for smooth films, followed the Nusselt theory, but

those above, i.e., for wavy flow, did not. The latter may have been due
to Kirkbride's micrometer technique, which gave maximum rather than

average film thickness readings.

Fallah, Hunter and'Nash(25) correlated data from the literature in
a manner similar to Cooper, Drew and McAdams. Their own data were in

Tairly good agreement with the Nusselt theory for the entire viscous

region. - Sexauer(#3) ran falling-film tests at very high flowrates.
He used a retracting micrometer tip and took his film thickness readings
as the tip freed itself from the liquid. His readings were in poor

agreement with the Nusselt théoryq

Friedman and Miller(26) confirmed Kirkbride's observations regarding
ripples for (Re) ‘aboye 25; they also found the velocity at the interface
to be much higher than predicted by Nusselt above a (Re) of 25. These
velocities were measured with a dye technique. However, they found that
the mean film thickness followed Nusselt's correlation up to (Re) of

1,000 - 2,000.
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Grimley(30) also observed wave motion in falling-film flow at values
of (Re) above 25. He obtained very clear spark photographs of these
waves, By studying the behavior of test liquids with a viscosity range
of 0.7 - 26,4 cp and a surface tension range of 19 - 75 dyne/cm, he
derived the following dimensionless relation for the Reynolds number of

incipient wave formation:

(Re )y, = 1.16 (ﬁg)lﬁ (18)

For water at room temperature this turns out to be 25. - Grimley further
observed from his photographs that the waves propagated in an orderly
Tashion up to a (Re) of 1,000 for water, and that turbulence set in at a
(Re) of ca. 2,000; He foﬁnd that the range of wave flow regime was not
affected by moderate air velocities in eithér direction., - Grimley
studied the velocity profile by adding a drop of dye to the surface,
observing it with a modified ultramicroscope and timing the rate of fall;
no further description of the method is given. The resulting velocity
profile starts out from the wall at values of u that are slightly

below Nusselt's theory; at a % ratio of ca. 0.9, however, the velocity

rises to a sudden peak as much as 3 times the value of the theoretical
maximum velocity. At the interface itself the profile converges with

Nusselt's.

Pennie and Belanger(39) in 1952 measured the film thickness in a
falling-film heater. A sewing needle controlled by a micrometer traversed
the entire tube. The needle was glyptal-coated except for the point, and

was connected in series with an audio-oscillator. When passing through
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the air space no sound was emitted until re-entry into the film at the
opposite side. The whole needle was inclined 45° to the horizontal in
order to improve accuracy. - Their values tend to be too high since they
had no way of determining mean rather than maximum film thicknesses. -
This research was carried out in a single tube similar to those used in
their falling film heater. It is interesting to note that in the des-
cription of their heater the authors showed tube entrance orifices for
flow distribution very similar to those used by us; also, their observa-
tion of the flow pattern as a falling-film liquid emerges from the

bottom tube ends coincides with ours.

Dukler and Bergelin(22) in 1952 presented the first new theoretical
treatment of falling-film flow since Nusselt. Nusselt had developed
his equations for streamline flow only, since at that time little was
known about turbulent flow. Dukler and Bergelin used the Nikuradze -
von Karman universal velocity profile to integrate the flowrate equation
through the laminar layer, the buffer layer and into the turbulent
layer, thus presenting a universal correlation for any flow regime.

With the usual dimensionless variables:

ER *
v o= (19)

y\/
we L (20)

u'l\
T8
the friction velocity  u* = WPC (21)
+ * +

and with B = BY (22)
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one can integrate the flowrate equation for thin films:

+
B

(Re) = U fu*'df‘ , (23)
0

with a given universal velocity profile correlation.
Nikuradze's universal velocity profile and its substitution into
equ. (23) are, respectively,

(0<¢yt<5) (0< (Re )< 60) (24)

uF= 23.05 + 5.00 f’l}y""> 2 (Re)= B+(5ﬁnB+- 8.05) + 12.05
(5<y*<30) (60 <(Re)<1,080) (25)

+ _ _ + I
W= 5.5+ 2.5 oy 5 (Re)= B (2.54nB + 3.0) - 6k
ES
(y ">30) ((Re) > 1,080) (26)
Dukler and Bergelin extended their theory to include an interfacial

shear stress T; different from zero. In full-pipe flow (Figure 3a)

the radial shear stress profile for a given hydraulic radius is given

by the wall shear stress 'Z@ alone. In falling-film flow (Figures 3o,
c, d, e) the shear profile, and hence the velocity profile, depend on

73 as well as on T, and the hydraulic radius. If the film is thin

enough so that the hydraulic radius is equal to the film thickness B,

a force balance on an element of film gives:

€c

7.8
u*=v 1B | o (28)



\ B Lig "
..B=)—_)-Jv;°+3g (29)

+
For a given Reynolds number, B  is calculated from equ. (24) to (26) and

substituted into equ. (29); for a known value of Tj one can then calcu-

late the film thickness B .

A bl bl i T

| : \ ] / ' V |
I
(a) (b) (e) (d) (e)
No gas flow Concurrent Countercurrent gas flow
gas flow

( All liquid flow in downward direction )

Figure 3

The interfacial shear stress Z& can be derived from the general

pressure drop equation of the gas core:

ap 1 a(vy) 4T s
T Pe @ tT T 5 (30)
STy g (pg %‘c— %113> | (31)

if kinetic energy changes can be neglected and the film is very thin in
relation to tube diameter. - The term in parentheses in equ. (31) is

the frictional gas-phase pressure drop.



-3h-

Dukler and Bergelin presented experimental evidence only for the

case of zero interfacial shear. Equ. (29) simplifies to:

B = B+2/3 (f-)l/3 (32)

g

which below y+.= 30, (Re) = 1,080, falls very close to the Nusselt
correlation when applying equ. (24) and (25). The authors used a
Reynolds number range of 480 - 3,000 and found fairly good agreement
with their theory. Their experimental set-up was the flow of a thin
water film down a vertical flat brass plate. The film thickness was
measured indirectly by determining the electric capacitance of the film;
this was done with small disc electrodes held close to the film, and
gave the root-mean-square film thickness., The mean film thickness was
calculated from the root-ﬁean-square film thickness by means of a
geometric correction. derived from the study of the actual wave profiles
on high-speed flash photographs. - Brauer(6) has cobserved that the results
of Dukler and Bergelin fell slightly'above their theoretical film
thickness curve, and attributed it to the size of their disc electrodes,

which, although small (1/8 x 3/16 in.), were probably still too large.

Dukler and Bergelin's theory depends on the Nikuradze velocity
profile, which was obtained with full-pipe flow. Dukler and Bergelin
Justified 1ts application to film flow by postulating that a given element
of fluid does not "know" whether it is part of a liquid mass in full-pipe
flow or in film flow. For zero interfacial shear, their experimental
results seem to support their reasoning. For moderate values of Tj
they reasoned that Nikuradze's correlation should still be applicable

within the bulk of the film for the same reason as before, and that at
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the interface itself the turbulence would be so high as to make little

difference.

BrBtz(lo) in 1954 determined film thicknesses for flow down the
inner walls of vertical glass tubes. He found Nusselt's relationship
to hold up to a (Re) of 2,360; above this point he found B to be

proportional to (Re)l/3 but was unable to formulate a generallicorrelation.

Perhaps the most painstaking experimental investigation on falling-
film flow is due to Brauer(6) in 1956. He investigated flow down the
outside wall of a long vertical brass tube at room temperature. Reynolds
nunbers ranged all the way up to a highly turbulent 4,000. To determine
the effect of viscosity he used water and aqueous diethylene glycol
solutions, the viscosity ranging from 0.90 to 14 cp. Specific gravity
was 1.0 - 1.1. The effect of surface tension was evaluated by artificially
depressing water with small amounts of dodecyl sodium sulfate; surface

tension ranged from 62% to 100% of normal water (74.6 dyne/cm).

Brauer determined the following variables at different Reynolds

numbers: the wave peak film thickness, Bp ; the wave trough thickness,

Bt ; the average film thickness, B ; the velocity at the interface,

ui ; the average velocity, V ; the friction factor, f .

Peak and trough film thicknesses were determined by using a
micrometric needle-probe; an oscillograph coupled to an electronic
counter was connected to the needle. The number of waves per unit
time were counted for given wall-to-needle distances, and the statistical

frequencies were thus determined. The frequency curves were symmetrical
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about well-defined maxima which were characteristic of the flow regime,

and which gave Bp and Bt .

The average film thickness was determined by taking shadow photo-
graphs of the tube without liquid and with liquid, and planimetering

the difference in ares.

Hold-up measurements gave the flowrates, which yielded the
average velocities via the average film thicknesses, Interfacial
velocities were determined by floating tiny pieces of flat plastic down
the tube; for low velocities the rate of fall was visually timed, and
for higher velocities a piece of plastic was photographed for a given

exposure time, and the length of the streak measured.

Wall shear stress was measured indirectly. The heat transfer
coefficient was experimentally determined by inserting a small, electric-
ally heated copper surface flush into one spot on the tube, and measuring
the heat input and the copper surface temperature. Brauer "calibrated"
this instrument with smooth films to give T, as function of the heat

transfer coefficient h , since for smooth films Ty can be calculated

from the film thickness via equ. (27). The instrument was then used to

determine Ty on wavy films by postulating that the analogy between heat

transfer and momentum transfer was the same for wavy films as for smooth

films.

Brauver clearly distinguished a turbulent region above a critical
Reynolds number (Re)crit' This is analogous to full-pipe flow. Below

this critical point, however, he distinguished 5 more different flow
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regimes, separated by L characteristic Reynolds numbers denominated

(Re)Wl ; (Re); (Re)W2 and (Re), .

The visual aspects of the different flow regimes were described
as follows., Starting with a very low flow rate, the film was perfectly
smooth up to (Re)wl , the point of first wave formation (16 for water).
Above this point small sine waves flowed smoothly all the way doWn the
tube in closed rings. These waves formed roughly 4 in. below the feéd
point. At (Re); , the point of instabili%j (36 for water), the waves
broke up after 5 -~ 6 in. of travel. These partial waves then proceeded
further down the tube at different velocities, overtaking one another
to form new waves. The location below fhe feed point where waves first
formed;alscawahéE?ed updandwd@wn,ibutwa;wayeoabomtsitgigriginaiameansposi~
tion. At (Re)yp (60 for water) nc further change %ook place with
increasing flowrate. In the neighborhood of the critical point (Re)crit
(1,600 for water), the wave surface changed from smooth to rough due to
the formation of capillary waves. Tufbulent spots formed on the inter-
Tace, and at Reynolds numbers above 2,400 very large ring Waves formed
that seemed to fall rather than to flow down the tube. - No visual

effects were seen to change as (Re)e was passed (320 for water). -

See Table II for a quantitative description of Brauer's flow regimes.,

In full-pipe flow, the transition from laminar to turbulent flow'
occurs at a Reynolds number having a fixed value independent of the
fluid's physical properties. Brauer found that for film flow, all 5
characteristic Reynolds number depend on physical properties. Brauer

. R . a3,
expressed them in terms of the same dimensionless variable <-f

e
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used by Grimley. This nunber, called Ky by Brauer, is the only com-
bination of the Reynolds, Froude and Weber numbers that does not include
inertial forces, i.e., velocity and film thickness:
a3, (Re),+ Fr)
Kp = = (33)
F
,ﬂg (e )3
It is, therefore, the dimensionless variable that relates gravity forces,

viscous forces and surface forces. See Table III.

Table III
”Valﬁé"fbr Water at
General Value Room Temperature
(Re 1.20) gt/ 10 16
(Re s 5.40 Kpt/10 60
(Re)eo 0.072k kg3 320
(Re)opit 10 Kyl/10 1,600

Pp
B
found experimentally that the entrance length was equal to 892 B, or

892 ( %2) 1/3(Re )1/3,

In this expression, the non-turbulent value for B is used because *the

For flow to be fully developed, i.e.; constant ratio, Brauer

film, thoug¢h fully developed, was found to observe a non-turbulent

behavior for a short distance after constant E% was attained.
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The effect of a trip wire was studied by Brauer. He found that it
only had local efféct} and that the disturbance smoothed out éuickly. =
He also measured the interfaclal surface area on his shadow photographs.
He found that the increase in area due to waves was negligibly small
even for turbulent flow. - The only effect due toca change of surface
tension, according to Brauer, is a shift in the values of the charac~

teristic Reynolds numbers, expecially (Re).pi; no other effect could

be detected.

On comparing Brauer's results for average film thickness with
those of Dukler and Bergelin, the two corfelatiqns are.seen to check.
very closely in the turbulent as well as in the sub-critical range,
although the two correlations were derived in quite different ways.
His results also check with those of Friedman and Miller. - Brauer's
friction factor plot departs from Nusselt's above (Re)wl ; but comes
so close to it as to fall well within the scatter of the data summaxy
of Cooper, Drew and McAdams. - His observations on wave formation and

on the dependence of (Re)y. on physical properties check with

1

Kirkbride, Friedman and Miller, and Grimley.

Brauer's results present two curious festures. One is the value-
of ;i ; Which even for highly turbulent flow was observed to be 1.5.
The other is, that his friction factors do not satisfy the force
balance from equ. (27), T8 s;Bfg , except for smooth films., Brauer
mentioned these two points but only explained them as resulfing from

wave action.
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Dukler(23) in 1960 questioned the existence of a laminar sublayer
in turbulent falling-film flow. - It has long been known that for full-
pipe flow the laminar sublayer is a useful approximation only. In 1932

Fage and Townend(gu) had detected dampened radial pulsations very close

to the tube wall; even at O,SfL from the wall they were unable to find
rectilinear motion if the core of the liquid flowing through the pipe
was tﬁrbulent,* The increase of turbulence with distance from the wall
is gradual, not stepwise; since for full-pipe flow the region near tﬁe
wall is only a small part of the entire flow cross-section, the inac-
curacy involved in assuming the existence of a purely laminar sublayer
is negligibly small. - Dukler reasoned that for falling-film flow the
inaccuraey would be excessive, and that both laminar and turbulent
transfer mechanisms had to be considered at all points.of the film.

The general shear stress equation, to be integrated across the entire

film, is therefore:
1 du
T= = (4 + pEy| & i
T= g ((u & M) T (34)
or, in dimensionless form:
T - EM du+
= (/+ :i,) T+ (35)

Dukler used the Deissler correlation (19), (20) for the eddy

diffusivity Ey near the wall:

* They used an ultramicroscope to observe the flow of tap water through
a horizontal glass tube. When intensely illuminated, the water was
found to contain sufficient particles to act as bright points of
light when viewed against a dark background.
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Ey = nuy <.1 -e ¥V ):Vngu*y-" (l -y ) (0€y<20) (36)

and the von Karman correlation for highly developed turbulent flow at

a region further removed from the wall:

4
3

e g2 taw/ay)d _ po (au'/ay)3

(a°u/ay® )P (B Jay 2)? (y z20)  (37)

Em

The dimensionless shear stress equation, (35), thus becomes:

) o4+ + +
?—% = [1+ n2uty* (1 - e WY )] %‘% (0y'<20)  (38)
and T = /(2 (du+/dy+ )LL (3’+? 20) (39)

Tu (a%*/ay"2)"

The Deissler correlation is semi-empirical, and has been substan-
tiated by full-pipe tests with air, water, glycol, and sodium hydroxide.
Tests were run at wall-distance parameters as low as y“'= 2. The
validity of this correlation extends up to y+== 26; however, Dukler
only used it up to yj-g 20, Dukler used a value of 0,10 for n as
suggested by Deissler. - Von Kérmén's expression for the eddy diffusivity

in highly developed turbulent flow is derived from his similarity theory,

the suggested value for his universal constant K being 0.38.%

Dukler included interfacial shears Z2 different from zero in

his mathematical treatment. We already have equ. (29):

* Dukler's paper does not explicitly state that he used this value of
K , but the result of his calculations indicate that he apparently
did so.
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= B Lige
| %

- 2
= - Bg (29)

which for zero interfacial shear simplifies to:
+ 3/2 1/2
B = B }2.5. (40)

To simplify the mathematical treatment, Dukler defined the dimensionless
variable s , which is the ratio of the actual film thickness to the

thickness the film would have if T3 were zero, all other magnitudes

@, v, e )be}ing the same:¥

- B
g
It can also be shown that:
3 75
s = -z (42)

Substituting equ. (41) into equ. (29):

i e 5593 3t/%—g£+ @MY e/ (43)

Squaring both sides, dividing by (BT)? and re-arranging, we obtain:

T;8
s3 + % (B*)2/3zg;1;2—(33)1/3 -1=0 (Lk)

Define T, 8 (15)

P <g%f2;3>1 ’

1

* In Dukler's paper the symbols ¢ , m, /Z are used in place of our
s , B, BY , respectively.
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with /3>AO for co-current, (3<:O for countercurrent gas flow;'ﬂ&
is computed from the gas-phase frictional pressure drop, équ. (31).

The final equation for g is then:

S3+ Sg(l?‘pm-l=o (46)
Dukler solved this equation by means of a digital computer* for values

of p/(B+72/3 from O to 2,000.
The force balance: Tee = Ty - ype (47)

can be reduced to the dimensionless form:

Top-9 4t (x8)

T, =

Combining with equ. (38) and (39), we obtain:

2+ + + :
‘ ¥
1 - s3 = K (at /ay+)* (y* = 20) (50)
BT (aeut/ayt2)2

These two equations were integrated-on a computer for a wide range of

i% , and the results were plotted as a universal velocity profile on a

B 3
graph of u© wvs. yt 5 Eq; being a parameter.
B
B+
The flowrate equation (Re)= L J\dfdy+ (23)
0

was integrated on a computer using the above velocity profile. The

% This could have been done quite easily without a computer.
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-
results are given as B vs. (Re) , the interfacial shear number
being a parameter. For F3>>30, B’ is a function of (Re) only.

The film thickness equation B = s(B+)2/3 (%;?) 1/3 (51)

obtained from equ. (41) was similarly computed, and-plotted as B vs.
(Re) , with p as parameter. ‘For l@: 0 , B merges with the Nusselt
equation for (Re) « 200. At a (Re) of 1,600, Nusselt's film

thickness is only about 10% below that of Dukler. -

Anderson and Mantzouranis(l) in 1960 presented a mathematical

analysis based on the Nikuradze velocity profile. It is identical to
the work of Dukler and Bergelin except that the authors considered a
finite radius of curvature of the wall, i.e., a small-bore tube instead

of a flat plate. They also considered the effect of gas velocity.

It can be seen from their resulting curves that the tube bore
would have to be very small for the curvature to have any noticeable
effect on the film thickness; certainly much smaller than the tube

sizes used in our work.

Their experimental data were obtained with water flowing down a
0.427-in. I. D. glass tube and a moving air core, and scattered widely.
The authors attempted to explain this scatter by entrainment, or by the
formation of a "double profile", i.e., laminar flow at the interface
as well as at the tube wall, with the two developing velocity profiles
meeting at mid-film., - They found no influence of the ripples on the film
thickness. They found that the surface tension affected the ripple

regime but not the mean film thickness.
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C) LITERATURE RESEARCH: HEAT TRANSFER (NON-BOILING)

The main interest in the study of the whole field of falling-film

flow has been its application to falling-film condensers and coolers.

Nusselt(37)) (38) extended his fluid mechanics to the solution of the

heat transfer problem.

For his analysis he postulated pure saturated

vapor, streamline flow, no interfacial shear, a flat condensing surface,

and constant physical properties.

From Nusselt's film thickness expression, equ. (14),

3525\ 1/3
11:(% __5\

Defining gb

then

@

.(3

¢

Wi

> -1/3
Re

(s
\_/L%-,../
I Re

(53)

(54)

(55)

The heat transfer coefficient decreases with the oné-third power of the

flowrate. - Nusselt also solved the Graetz problem for a laminar film:

where

nL I, 146 o 0965

1]

Fep ™ o 2.235 3

~
Q
i1

0.0942 + 5.65 z/r

Yoz ({2— Re)uu/?) ()%)lh (pr)™t 1,

(Y €0.05) (56)

(¥ > 0.05)  (57)

(58)
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Equ. (38) and (39) can be approximated by the expression:

BL _ 560 17/,2/3 (59)

p
Nusselt applied his analysis to the study of falling-film con-
densers. He found that for a constant steam-to-tube temperature

difference 41,

by, = % by = 1.47 (ReL)-l/3 (60)
L |
where h.m = % J hdL (61)
0

and, hL is the heat transfer coefficient at the bottom end of the

condensing surface, i.e., at length 1L . - It we define a Nusselt

number : () = %E (62)

then according to Nusselt's theory:

(Nu) = 1 (Pure conduction) (63)
B
and (Nu)m = EQEE = % (6k)

Most industrial condensate films become so thick as they flow

- down the condensing surface that they reach turbulence. Values of hp

are, therefore, generally higher than according to Nusselt's correlation,
and increase rather than decrease with flowrate.* Falling-film condensa-

tion research since Nusselt has been oriented chiefly towards quanbitative

* Dropwise condensation will not be considered at this point.
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expressions that take turbulence into account. - Kirkbride(33) and

Badger(2)ﬂ (3) proposed an empirical correlation above a (Re); of
1,800, expressing hm/% as function of (Re)y . - Colburn(l5) suggested
a semi-empirical relation based on the j-factor analogy, for (Re)L‘
above 2,100; he expressed hm/¢> as a function of (Pr) as well as of

(Re)r . - Grigu11(28) used the Prandtl analogy and the one-seventh-power
L

law to derive an expression which was not explicit in hy and could only
be represented graphically, using (Re)L and (Pr) ; the trends were

similar to those of Colburn's correlation. Grigull decided on a

critical Reynolds number by taking that which would best correlate all
experimental heat transfer coefficient determinations. In a later
paper(29) in 1952 he presented an empirical correlation of hm/¢> as
function of (Re);, only, for (Re)y > 1,600. - seban(¥2) in 1954 applied
the Prandtl analogy and the Nikuradze velocity profile for (Re) > 1,600,
and obtained hmﬂ# as a complicated function of (Re); and (Pr) . -
Rohsenow, Webber and Ling(uo) in 1956 extended this treatment to condensa-
tion with high vapor velocities, and concluded that the critical

Reynolds number decreased with increasing values of T; to a lower

limit of 70,

This list of research studies on condensation heat transfer is by
no means complete, but serves to illustrate the trends in condensation
research. Most of the correlations depend on some critical Reynolds

number that varies from author to author; above this (Re) t the

cri

authors postulate laws of momentum and heat transfer that do not neces-
sarily apply to film flow. They also ignore departures from Nusselt's

correlation in the subcritical range; even for zero vapor velocity and
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no dropwise condensation, coefficients are usually reported between
12 and 35% higher than predicted by Nusselt's equ. (55) or (60). For
design purposes, MCAdams(3u) recommends a value for the subcritical
region 28% high than theoretical* and for turbulent flow the relation

of Kirkbridge - Badger or that of Colburn.

There have been several falling-film sensible-heat transfer studies
since Nusselt. Bays and McAdams(5)'used three steam-jacketed copper
tubes to determine local heat transfer coefficients for two mineral
oils in laminar flow down the inside wall. Temperature differences
were obtained with wall thermocouples or by using dropwise condensation.
Nusselt's equ. (59) was found to be valid when modified by a Sieder-
Tate-type viscosity ratio; Nusselt's postulate of constant physical
properties was too unrealistic with regard to oll viscosity in these

runs. As in equ. (59), h was found to be proportional to F1/9 .

Turbulent flow was investigated by Sexauer(u3). Water at room

temperature flowed down the outside of vertical tubes that were heated
from the inside by upflowing warm water. Flowrates were determined
by weighing; film temperatures were measured with a thermometer, local
wall temperatures with thermocouples. Temperature drops across the
film were of the order of 1 - 2 OF., The results were correlated by

the equation:

L ame)0 (e L 0P (65)

—_ =
k LO

¥ For the same (Re); .
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Here, Ly 1is a reference length, a a numerical factor. - This equation
correlated results for all diameters and lengths, but the factor a varied
according to tube material; for steel tubes it had 72.5% of the value

for brass tubes. Tube length is shown to be immaterial in turbulent

flow.

McAdams, Drew and Bays(35) used the same equipment as Bays and
McAdams to investigate water films in turbulent flow. For a mean water

temperature of 190° F they correlated their data by the equation:
n = 120 M3 (66)

with hy in Btu/(hr)(sq ££)(°F), [ in 1b/(hr)(ft). - Drew(21)
tentatively suggested a more general correlation in dimensionless
form:

2 0.01 (re)Y 3(er)t/3 (67)
$ -
which at ca. 190°F would reduce to equ. (66). - This is the equation
generally recommended by handbooks for the design of falling-film

heaters at (Re) > 1,800.

Garwin and Kelly(27) in 1955 measured the heat transfer coefficient

across turbulent water films flowing over an inclined brass plate. A
steam chest was flanged to the underside of the plate. Wall temperatures
were measured to within ca. 0.5°F with thermocouples. The mean film

temperature was ca. 93°F. The results were correlated by the equation:

h, = 87 r1/3 sin0-2 § (68)
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with hy, in Btu/(hr)(sq £t)(°F), [ in 1b/(hr)(ft). For the vertical
plate, of course, sin $ reduces to one, and the resulting equation is
similar to that of McAdams, Drew and Bays, equ. (66). - Eou. (67) for

water at 93°F has a ﬁﬁmerical coefficient of 65, instead of 87 as found

by Garwin and Kelly.

Brauer(7), 1957, (8), 1958, extended his results on fallingffilm
momentum transfer to heat transfer by means of a theoretical study.
In his mathematical model the entire resistance to heat transfer is
concentrated into an equivalent thermal sublayer of thickneSS»‘a , in
pure streamline motion. For smooth Nusselt-type film floﬁ, £ = B;
in the presence of ripples and waves, & 1is smaller than the trough

film thickness. Let u' %be the (unknown) velocity at y = & . Then:

T8, = /L:‘;—' (69)
k kee T

h = §=_ZL_C.{1_V‘V (70)

. g~ Tyl

()= B =2 (71)

Since both T, and B were expressed as functions of (Re) in his
previous work on fluid mechanics, he was able to express h and (Nu)
as functions of (Re); see Table IV. - Brauer postuiated u' as solely

dependent on physical properties, and defined a dimensionless viscosity

number Ky ¢

K, = -EC (72)
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Kv (or u') could be calculated from any one actual heat transfer

measurement. - Brauer considered Ky rather than (Pr) as indicating

the effect of viscosity on falling-film heat transfer.

TABLE IV

(Re) T, 8 n/¢ ()

ceerit | 2736326 (re )3 2. 7Y 3(pe )1/ 1.6y 3(5e)¥/ 15

ertt | 2.73(6B2 ) (Re);H3re )5 | 2,736 3me);Hf2(Re)?/5 | 1.6/ R ) 2 (re /5

Based on his heat transfer theory, Brauer developed equations for
the critical tube length that would divide the tube into a laminar sec-
tion and a turbulent section, and for overall heat transfer coefficients
of condensate films extending into the turbulent section. He found his
correlation satisfactory for the results of Badger(g) with diphenyl,
of Badger(3) with diphenyl - diphenyl oxide, and of Baker, Kazmark and
>Stroebe(u) with steam. He used whatever value of u' gave the best
correlation; for steam at atmospheric pressure, u'= 2.5 ft/sec. -
Brauer also compared his correlation with those of Kirkbride, Colburn
for (Pr) = 5, Grigull, Seban, and Rohsenow, Webber and Ling. He

showed that above a (Re) of 3,000 they all fell within.a ‘& 15%
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scatter band.*

Dukler(23) in 1960 extended his study of falling-film fluid flow
to the heat transfer problem. As in fluid flow, he considered eddy
transfer in superposition on molecular transfer at all points in the
film. The basic heat transfer equation is, therefore:

q= -(k + @CPEH) %3 (73)

Supposing physical properties and heat flux to be radially constant,

and defining a dimensionless temperature as:

4 1'/‘_)C \
L R (74)

Swall

the basic heat transfer equation in dimensionless form is:

o1 By oatt
e iy FJ 2 (75)

* Though of no direct bearing on ouf iubject matter, it may be of
interest to point out that Brauer 9) in 1958 also extended his theory
to mass transfer in falling liquid films. Replacing thermal con-
ductivity with diffusivity, and the heat transfer coefficient with
the liquid-film mass transfer coefficient, he obtained mass transfer
Nusselt numbers as functions of (Re) and Ky analogous to his
heat transfer w?rk He successfully correlated the results of
Kamei and Oishi 32) on absorption of carbon dioxide in water, and
previous work on absorption and desorption of carbon dioxide. For
all these results he used u' equal to 0.22 ft/sec. He used the
same value of u' to correlate mass transfer test results on
soluble-wall columns. Brauer explained the fact that u' had a
lower value for mass transfer than for heat transfer by ascribing
the physical transfer mechanism to radial motions of particles from
interface into the bulk due to wave action; this should have more
effect on mass transfer than on heat and momentum transfer, since
the latter two rely on molecular collision in addition to bulk move-
ment. - Since the liquid Schmidt number was not used at all, Brauer's
theory established proportionality between the liquid-film mass
transfer coefficient and the liquid diffusivity.
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_l.. ’ .
From the definition of t , equ. (74), the definition of B ,

equ. (22), and the definition of {9 , equ. (41), it also follows that:

n _ (pr)(3")Y3 (76)

st*

~&-

As in his fluid flow study, Dukler integrated the rate equation

!

for O< y+?< 20 with the Deissler correlation, and for y¢;£ 20

with the von KArmdn correlation and the assumption that Eg= Ey :

r . o4 + | %
- 1 2.+ + -n“u'y at
1 = : 1 - at_
By T (2 - )| 7= . (77)
(0L y = 20)
L = g';ti g
s + auF (57> 20)  (78)
1 - gq:y

The integration was carried out on a digital computer, using the

velocity profile obtained in the fluid flow study. For each value of

. so obtained, the value of h/d) was calculated by means of equ. (76).
The results were plotted as curves of h/% vs. (Re), {6 and (Pr)

being two independent parameters.

For condensers, similar curves were obtained for hm/¢> vs.

(Re)y, » ﬂ and (Pr) bveing parameters. They were arrived at by

integrating the local heat transfer coefficients along the entire tube:

(Re )L
hy
.(.P_ = (R?L +(5e) (79)

Hp

0
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Dukler tested his theoretical development against experimental
results. For zero interfacial shear, the heat transfer coefficients
merge with Nusselt's straight line at a (Re) of ca. 50. For steam
condensing at (Re);, between 150 and 1,000, we have found the Dukler
correlation to fall within % 7% of McAdams' recommended use of 1.28

times hy from Nusselt's equ. (60)

An extreme test for Dukler's work is the correlation of the results

obtained by Misra and Bonilla(36) in 1956 on the condensation heat

transfer coefficients of mercury and sodium vapors. These authors'
values of hy were only 5 - 15% of the values predicted from the Nusselt
theory; Reynolds numbers ranged up to 1,500.%¥ Dukler found his theory
to correlate these results in a satisfactory manner; all previous

attempts of other authors had failed.

For film flow under turbulent conditions, we have found Dukler's
correlation to fall within % 6% ot that of Bays, equ. (66), and
within = 5% of that of Garwin and Kelly, equ. (68), foi*ﬁhe range
of Reynolds and Prandtl numbers employed by these authors. It also
falls close to the correlations of Kirkbride - Badger and of Colburn

at high flow rates.

In the case of significant interfacial shear stress, Dukler's
correlation also proved satisfactory. Such tests were reported by

Carpenter(ll), who condensed water, methanol, ethanol, trichloroethylene

¥ Incidentally, ripples formed in the mercury at (Re) # 66.

*¥Despite the fact that these authors used the liquid bulk temperature, not
the interface temperature as does Dukler.
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and toluene inside vertical tubes at very high vapor velocities. His
results had been correlated by Carpenter and Colburn(lg) and Colburn(l6)
who used a semi-empirical expression derived in part from Nikuradze's
velocity profile. Dukler satisfactorily correlated Carpenter's test
results by calculating iﬁ via T3 and using the appropriate /5 para-
meter in his curves; 73 Wwas calculated from the Martinelli-Lockhart

correlation.



SECTION III
LITERATURE RESEARCH ON NUCLEATE BOILING FUNDAMENTALS

RATE OF HEAT TRANSFER IN NUCLEATE BOILING

McAdams, Addoms et al.(3o) used improved measurement techniques to
repeat work by early investigators on the boiling of saturated water on
submerged platinum wires. Pressures up to 1,200 psig were used, causing
wire superheats from 2 to 2,500°F. For superheats ur to 10°F, the heat
transfer rates were roughly those q
predicted from convective heat
transfer correlations. From “Burn-out”
17° F upwards, i.e., above the A
— “Knee "

"knee" of the curve in Figure U,

the heat flux rose very steeply

with increased superheat until 0 t ot
w~ 'sat
a maximum ("burn-out point")

Figure 4
was reached at a superheat of
420 F; film-boiling set in at higher superheats. Heat transfer coeffi-
cients are thus seen to be much higher in nucleate boiling than in

non-boiling convective heat transfer.

McAdams, Kennel et al.(3l) observed the upward flow of degassed
distilled water through an annulus, the inner surface being a cylindrical
heating element composed of a copper and a stainless steel section.

Heat transfer measurements were made for wide ranges of subcooling,

water flowrates and equivalent diameters. For +ty < tggt no boiling
occurred, and the heat transfer rate were predictable from the Sieder-

t

Tate correlation. For ty = tggt the same applied up to a transition

..57-
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wall temperature 14y . At this transition point, corresponding to the
knee in Figure 4, vapor first appeared and surface boiling commenced.
Below the knee, the driving potential was 1ty - tq ; above, 1t was

t

, 1.e., wall superheat At and ty was no longer a signi-

W " tsa‘t sat’

ficant variable. For ity > ttr all their points followed the correlation:

a=c(at_,)3% (1)

The constant C. was higher for tap water than for de-aerated water.*

Kreith and Summerfield performed similar tests for a wider range

of variables, with water(26> and with aniline and n-butanol(27).

Similar results as those of McAdams, Kennel et al. were obtained.

One of the practical interests of this field is the possibility of
accurately predicting boiling heat transfer rates at high heat flux
and high pressure in order to design'smaller and more compact boilers.

Rohsenow and Clark(uo) performed tests up to pressures of 2,000 psia.

They found results similar in form to those at lower pressures. The
significant parameters in nucleate boiling were found to be, first,

pressure (i.e. tggt), and in second place velocity, which ceases to be

significant at high heat fluxes.

For the nucleate boiling range, the heat transfer curve has
generally been found to follow a correlation similar in form to equ. (1).

The exponent of Atggt 1s mostly reported to be between 3 and L (25),

(28), (32), (38). The uncertainty lies in C , i.e., the location of

* Extrapolating these results to zero subcooling (t]=tggt) would
place the transition point at a wall superheat of 22°C F.
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the transition point.

Bernath and Begell(7) have made a thorough study on the effect of
velocity and subcooling. They plotted the results of hundreds of tests
for de-ionized water flowing up a heated annulus, as wall superheat

A tggt vs. degree of suocooling Atgyph ®B tsat - t1 (see Figure 5).

It was shown that the degree
of subcooling had no effect on
A".scli'
the rate of heat transfer

unless a critical degree of

subcooling Atsub was ex-

ceeded; for Atgy = At3up»

the curve in Figure 5 was a
sub
straight line of slope m.

The following are the empiri- Figure 5

cal correlations:

vV g - 3.2k x 107

t3gt = 54.0 - ¥
Atgat = 5%.0 - 78T ll-.leOa(De )O.L%3 (2)
O = 1.2(30.0 - V) ) (3)
£9 . = 1.2(30.0 - V 3
4 sy (3 2 x 1o5>
and for Atgy> AtQy, m= Zi/_:?.,... 2.54 x 107Tq - 1.297 * (1)

6 '
with temperatures in bF, velocity V in ft/sec, heat flux ¢ in

* Note interaction of velocity and subcooling for Atsub>Atgub3 also,
minimum value of V .
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Btu/(hr)(sq ££)(°F), equivalent diameter D in in. - These results

were obtained on an aluminum surface at pressures between 25 and 125
psia. According to Averin(g), Aty for aluminum is 6.0 * 0.50 ¢

higher than that for copper, nickel, or stainless steel. If this
correction is applied to the data of McAdams, Kennel et al., their
data as well as the data of Bernath and Begell are reported to follow

the above correlation within 4O F,

The role of additives on boiling heat transfer rates has not been
correlated or completely explained. Lowery and Westwater(29) suggested
that the determining variable might be a change in interfacial tension
between the liquid and some solid nucleus, as well as in liquid-metal
and liquid-air interfacial tension; the later two also have direct
bearing on the wettability of the heating surface and the bubble contact
angle. It is known that surface-tension depressants raise the boiling

heat transfer rate of Water(33)o

The literature contains various correlations for the burn-out point.
Rohsenow and Griffith(ul) presented a theoretical correlation based on
calculating the heat flux at which the bubbles would come so close to
each other laterally as to touch, thus coalescing and producing film

boiling.



-61-

BUBBLE FORMATION

Let p be the pressure of a small spherical gas bubble of
principal radii r; and rp . Let the bubble be completely surrounded

by a liquid phase at pressure ©p3 . If bubble and liquid are the same

temperature, then(l7):

1 .1 *
P-p= G‘(;;* 5‘5) (Gibbs equation) (5)
If the gas is the pure vapor of the liquid, the liquid is, therefore,

superheated; the superheat is easily calculated from equ. (5) by means

of the Clapeyron equation.

It we knew T to be constant down to molecular dimensions, p
for a bubble consisting.of one molecule of water would be 7,500 atm,
according to equ. (1). In order to form a bubble "de novo" inside a
mass of liquid would require that a number of molecules must simultan-
eously obtain sufficient kinetic energy to overcome the forces of
attraction between them. It has been calculated that the probability
of this occurring is virtually nil except in the region of the critical

points.

To prove this experimentally, de-gassed and purified water has
been heated to 520° F without boiling; such water has also been
saturated with gases at 100 atm and de-pressurized to atmospheric

pressure without effervescence.

Bubble formation cannot occur without the presence of available gas

* Developed previously by Laplace, based on force balance; Gibbs is credited
with its development based on thermodynamic energy considerations.
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particles, contaminants, mechanical shock, etc. Bubble formation is not
promoted by edges or points unless these contain absorbed gas on the

surface or trapped gas in capillary spaces(ll)o

Equ. (5), then, does not necessarily apply to commercial boiling
systems, where the superheat needed to initiate boiling may be far less
than calculated. due to the nucleating influence of gas absorbed or
occluded by foreign particles or by the heating surface itself. Besides,
Gibbs' equation is based on a simplified model in which there is a
unique surface between phases. In reality there seems to exist a
transition layer several molecules thick between phases. For diameters
smaller than, say, 20 molecules (ca. 80 X) the theory cannot be
applied(go). Also, Gibbs' theory assumes static equilibrium and there-
fore a reversible process of formation; the apparently instantaneous

nature of bubble formation would appear to invalidate this assumption.

Experimental evidence, however, indicates that the inaccuracies
involved in Gibbs' simplified model are tolerable small. Jakob and
Fritz(gu) boiled water at atmospheric pressure on a copper surface
having cubical cavities of 0.25 mm per side. The measured superheat,
1° ¢, corresponds to a Gibbs-equation bubble of 0.07 mm diameter,
ca. 1/3 of what could be expected from the cavities. - Bankoff(B)ﬂ (&)
discussed cavities and grooves in metal heating surfaces. He calculated
the maximum width of & cavity into which the meniscus of a given liquid
can advance at given values of temperature, pressure, surface tension
and contact angle; he performed a similar calculation for the maximum

radius of a semi-circular groove. He reviewed the data of Rinaldo(37)j



-63-

Addoms(l), and Vos and van Stralen(uz), who had measured the minimum

superheat in saturated pool boiling of water at pressures from 1k4.7

to 1,985 psia. For each experimental determination he calculated the
critical cavity or groove dimension; these fell amazingly close to the
Gibbs-equation bubble diameters. - Griffith and Wallis(lg) used gramo-
phone needles to punch cavities of known radius in the surface of their
metal heating surface; the measured superheat corresponded to Gibbs-

equation bubble radii that fell very close to those of the needles.

Corty and Foust(lo) made a detailed experimental study of the size

and shape distributions of the microroughnesses in their heating surface,
and correlated them qualitatively with the nucleation site density and
the wall superheat for several liquids. - Clark, Strenge and Westwater(8)
took photomicrographs and electron micrographs of nucleation sites on

a single zinc crystal, on polycrystalline zinc, and on aluminum alloy
202k, using ether and n-pentane and applying extreme precautions against
contamination. They found that grain boundaries had little or no effect
on boiling nucleation and that nucleation sites were not regions of
special atomic density in the metal (effect of anisotropy). Of the

20 sites studied, 13 were pits of 0.3 to 3 mils width, L4 were scratches
of 0.1 to 0.8 mils width. The measured superheats in all cases corre-
sponded to Gibbs-equation bubble sizes larger than the widths of the

nucleation sites. - Averin(g) found no effect of surface roughness on

boiling heat transfer at all, near the burn-out point.

McAdams, Kennel et al.(31), and later Pike, Miller and Beatty(34),

investigated the influence of the presence of gas on nucleation.



6l

De-gerated tap water initiated boiling at a much higher superheat (70O F)
than tap water (20° F) or water saturated with carbon dioxide, in pool
boiling on a wire. Wire gage or wire position relative to the liqﬁid
surface had no influence on superheat. - Bankoff, Hajjar and McGlothin(5)
measured superheats in the pool boiling of 7 organic liquids that had been
allowed to stand exposed to the air, in order to prove that nucleation
occurs on the wire and not in the liquid phase. The wire was annealed

in air. They noted that with time the superheat increased, probably

due to the desorption of air from the wire due to boiling. Also, the

bulk of the nuclei were observed on the wire, not on the dust particles

within the liquid phase.
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BUBBLE GROWTH

The expansion rate of bubbles is of interest because of the agita-
tion effect on the liquid and the resulting acceleration of the rate of
heat transfer. Plesset(35) combined the Gibbs equation with the Rayleigh
equation and derived a differential equation in which figure the first
and second derivatives of the bubble radius with time. (The Rayleigh
equation is a more general fluid flow equation and applies to any bubble
pressure, irrespective of its relationship to the radius via the surface
tension.) The mathematical model on which it is based assumes a
spherically symmetrical pressure field, a liquid of infinite extent,

inviscid flow, and a spherical bubble. Foster and Zuber(l5) combined

Plesset's equation with the Clapeyron equation and solved for the
expansion rate in terms of the superheat, after considerable simplifying

assumptions. A similar mathemetical analysis by Plesset and Zwick(36)

yielded a much simpler expression for the bubble radius as function of
time. Its validity was experimentally proved by Faneuff, McLean and
Scherrer(lh), Who sent periodic current pulses of very short duration
(1 fLsec) through a nichrome wire submerged in 180° F water; a strobo-
scopic light source actuated by the same timer allowed bubble growth to

be photographed with a high-speed camera.

Griffith(lB) reasoned that the principal stirring action occurred

during the visible life of the bubble, and that during this time the
growth rate was essentially dependent on the heat transfer in the liquid

to the bubble wall. Assuming laminar flow and constant physical properties,
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he solved the heat diffusion equation for the velocity, and obtained

an expression that successfully correlated the experimental results of

(12)

Dergarabedian for the expansion rate of bubbles in boiling water

(ca. 0.22 ft/sec).
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BUBBLE BEHAVIOR

Fritz(16) has shown that the maximum diameter of a steam bubble is:

2géﬂ'

X g(F:]_'Fg) (6)

!
D= Cp F

\ .
where p is the contact angle, Cy, an empirical constant. Jakob(23)

showed furthermore that the bubble diameter was inversely proportional
to the number of bubbles per hour, for the same heat flux; that the
number of bubbles per square foot of heating surface at any moment was
directly proportional to the heat flux; and that the velocity of bubble
detachment was equal to the product of bubble diameter and number of

bubbles per hour.

Gunther and Kreith(gg) and Gunther(gl) made detailed photographic

measurements of bubble behavior while heating a flow of subcooled water
with a submerged electrically heated metal strip. For low velocity

and subcooling, bubbles were ébserved to have a period of steep initial
growth, followed by a rather long period of slow growth and a period of
slow decay. As velocity and subcooling increased, the growth and
collapse curves tended to steepen and to become mirror images of each
other; both bubble size and bubble life span decreased, and changes in
heat flux only caused a change in the bubble population. - While attached
to the wall, the bubbles were roughly hemispherical in shape; with less
subcooling they began to detach themselves, since the quenching boundary

had moved further away from the wall.
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SUGGESTED HEAT TRANSFER MECHANISMS IN NUCLEATE BOILING

The following are some mechanisms that have been suggested:

1) Bubble activity excites microconvection in the normally laminar
sublayer. According to this theory, though, heat flux should depend on
subcooling, which it does not. Also, the translational motion of bubbles
is of the order of 10 ft/sec; it does not seem logical that it should
cause higher heat transfer rates than convection, which may well reach
linear velocities of 20 - 30 ft/seco Another reason against this theory

is the fact that bubbles only occupy 25% of the heating surface(l3).

2) Bubbles act as surface roughness. However, in that case the heat
flux should again depend on subcooling, and also on the "relative
roughness" (ratio of bubble size to tube size); neither of the two

apply.(13)

3) Latent heat transport: the bubble absorbs latent heat, which it
transfers to the liquid upon céllapsing° - Rohsenow and Clark(39>
analyzed this possibility by making a rigorous thermodynamic calculation
of the amount of heat thus transported by a bubble of given size,
specific volume, and specific heat of vaporization. The heat per bubble
was multiplied by the bubble density and bubble frequency from the high-
speed motion pictures of McAdams, Kennel et al. It was found that, of
the increase in heat transfer over convection due to boiling, at most

2% could be due to the bubbles acting as "carriers". - A similar conclu-

sion can be drawn from the photographic analysis of Gunther and Kreith(zg)s
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L) Bubble pumping action: the bubble leaves an empty space upon
collapsing or detaching itself, which is filled up by cold liquid. This
mechanical pumping action is far more effective than convective heat
transfer, which is based on diffusion by eddies. - Yamagata, Hirano

et al,(u3) reported direct proportionality between the heat transfer
Nusselt number and the cube root of the number of vapor columns forméd

in water boiling over a horizontal heating surface, - Rohsenow(38)

calculated the bubble Reynolds number, which should characterize this
agitation, and correlated the bubble Nusselt number as function of

(Re) and (Pr); the final Rohsenow correlation is:

1 Atgat /

_ |
AHygp \

Here, g 1s the heat flux in excess of the convective heat flux, Cgr

an empirical constant. Rohsenow found his correlation to be satisfactory
for the experimental pool boiling results of previous investigatorsu‘-
Clark and Rohsenow(9), investigating boiling heat transfer to water at
high pressures, also found the Rohsenow correlation to hold. - Other
correlations based on heat transfer from heating surface to liquid with
stimulation due to bubble agitation have been suggested by Baﬁkoff and

Mikesell(6), Engelberg-Foster and Greif(l3), and others.

5) Film model, suggested by Bernath and Begell(7) and others; the film
is defined as having the thickness which is the distance from the heating
surface to the point where the average temperature of the mixed phases

is the saturation temperature of the liquid: i.e., the region where
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there is superheat. Bernath and Begell postulate that wall superheat
is proportional to film thickness. Film thickness is a function of
heat flux, subcooling, and free-stream turbulence. Qualitatively,

the effect of heat flux is described as tending to increase film
thickness (and hence superheat) because of greater bubble population;
the effect of subcooling and/or convection, as tending to decrease film
thickness because of the bubble-quenching zone moving closer to the
wall; the effect of velocity is described as causing increased wall
shear stress, hence a thinner film. The interaction of velocity and
subcooling, as per equ. (h), is explained by the negligible quenching
effect of subcooling on the thickness of a thick film (1ow velocity)

as compared to the considerable effect of the same degree of subcooling
on a thin film (high velocity). Photographic evidence for this concept

(22)

was taken from the work of authors such as Gunther and Kreith , and

Gunther(gl).



SECTION IV

LITERATURE RESEARCH ON GAS-LIQUID FLOW

The practical interest in this field is mainly to be able to predict
pressure drop with reasonable accuracy; preferably in the case of passage
of mass from one phase to the other, as in evaporation or condensation.
Due to the extreme complexity of the process, however, there is no
unified general theoretical treatment. Experiment is still far ahead

of theory, but as yet there is no general empirical correlation either.

Boelter and Kepner(5), Martinelli, Boelter et al.(al), Martinelli,
Putnam and Lockhart(23), Lockhart and Martine11i(19), and Martinelli and

Nelson(22) proposed a simplified model. Designed for isothermal air-
liquid flow through horizontal pipes, its basic assumptions are that
pressure drop is only frictional, that gas pressure drop is equal to
liquid pressure drop (i.e., no radial pressure gradients), and that the
two phases are in thermodynamic equilibrium and fill the pipe completely.
For the purposes of the Martinelli model, a phase is arbitrarily con-
sidered in laminar or turbulent motion, irrespective of its actual flow
behavior, according to whether its superficial* Reynolds number is below

1,000 or above 2,000 respectively. Using these superficial Reynolds

nunbers, friction factors are calculated for each phase: r%gj if
"laminar", Z-giggg if "turbulent". From the friction factors, super-
Re )¥*

ficial* pressure drops are calculated separately for gas and liquid, and

are denominated (A.E> and {(A p>l s respectively. It can then be
g

AL AL
shown that the actual two-phase pressure drop <‘%’LE> TP is a unique

* Superficial in the sense that for the purpose of this calculation the
phase in question is fictitiously assumed to fill the whole cross-
sectional flow area in single-phase flow.
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function of either one of the two superficial pressure drops and of the
(unknown) actual hydraulic radii and cross-sectional surface forms of

the two phases. By defining:

/ (AP/ Z\-L)Tp

= | A3t (1)
l \ Z.\:p L.‘.L 1

10O+
H

[ S

C—fg _ 1‘; (4 P/AL)TP (2)
Z e { (ApML)g
Vo= / (AP/ ﬂL)]_ (3)
= 7 \ 29/ 2L),

the above can be stated more conveniently by saying that.i;l and dg g

are unique functions of ;XT . = Calling the liquid and the gas volumetric
holdups R; and Rg , respectively, it can also be shown that Ry and Rg
should be unique functions of ,}C » = Since the actual hydraulic radii
and the cross-sectional surface forms of the two phases are unknown,

the functions must be experimentally determined. This was done by the

investigators for the horizontal flow of air-water mixtures.

Due to the many simplifying assumptions contained in the Martinellil
model, it correlates two-phase pressure-drop data within a scatter of
ca. £ 50%. Despite its drawbacks, it is much used because of its eage
of manipulation. It has even been applied, with empirical modifications,
to cases that directly contradict its initial assumptions, as in upward
or downward flow with and without vaporization, where frictional pressure
drop is far from being the total pressure drop, and in stratified or plug

flow, where radial pressure gradients cannot be neglected. Analytical
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modifications of the Martinelli model were proposed by Levy(16) and
Gazley(l3); neither correlation improves the predictions of pressure

drop and liquid holdup. Far more numerous are the empirical modifications
of the Martinelli model: Johnson and Abou-Sabe(l5) for horizontal non-

isothermal air-water flow; Lieberson(l7) for isothermal vertical upflow;

Van Wingen(3l), Chenoweth and Martin(9) and Baker(l) for gas-o0il flow in

large-diameter pipe lines; Stein, Hoopes et al.(28) for downflow through
concentric internally-heated annuli; Martinelli and Nelson(22) for hori-
zontal forced-circulation evaporator tubes; Dengler(ll) and Untermeyer(3o)

for vertical upflow evaporator tubes.

A different approach from the Martinelli model is the homogeneous
flow model. 1Its basic assumptions are equal linear velocity for both
phases ('"fog" flow) and interphase thermodynamic equilibrium.¥ This
model permits the use of friction factors. The pressure drop equation
can thus be integrated along the tube. - The friction factors in all
correlations are empirically determined. Several authors applying the
homogeneous flow model correlated their friction factors against modified
Reynolds numbers, without offering any theoretical Jjustification:

Shugaeff and Sorokin(27),fMarcy(20), and Dittus and Hildebrand(lg) used

the liquid-phase viscosity in their Reynolds number, and McAdams, Wood
and Heroman(zu) employed a weighted viscosity; Shugaeff and Sorokin

for air-water flow, Marcy for the flow of flashing refrigerants, and the

(29)

* The latter assumption is not axiomatic: Styrikovich and Miropolski
reported superheated steam in the upper part of a heated horizontal
pipe carrying steam-water mixtures.



~Th-

others for the flow of oil with vaporization. Bottomley(6) and BenJjamin
and Miller(g); (3) successfully applied the homogeneous flow model to water-

steam flashing.

Jakob, Leppert and Reynolds(lu> measured pressure drop for the
forced-convection: boiling of water in a horizontal heating tube, and
recalculated their results according to the homogeneous flow model and

the (separated-flow) Martinelli-Nelson model; their actual results fell
between the two widely-spreading curves without showing preference for
either model. In general, the homogeneous flow model is best applicable

to high-speed flow, as in flashing. Davidson, Hardie, et al.(lo), investi-
gating forced-circulation boiler tubes, found that pressure drops calcu-

lated with friction factors were several times greater than the actual

values except at high Reynolds numbers.

(18)

Linning proposed a model for vaporization two-phase flow in
which he postulated annular flow. This model has not had much applica-

tion, due perhaps to the unwieldiness of the final equation.

Other methods that have been used to analyze gas-liquid flow are

(26)

dimensional analysis, suggested by Schmidt , and the approach of

Calvert(7), who obtained velocity profiles by applying the principles of
Prandtl and von Kirmdn to two-phase annular vertical air-water upflow.
Calvert calculated the gas-phase pressure drop from the interfacial
shear; the latter was assumed to be a function of interfacial roughness,
and was obtained by taking some fraction of the stagnation pressure times

the area of drag caused by the roughness. Since the degree of roughness
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at the interface is unknown, the final equation contained unknown con-
stants which were calculated from empirical data obtained by Calvert

and by Radford(25),

There are hardly any dats in the literature on two-phase pressure
drop for liquid phase in downward falling-film flow through pipes of
more than capillary size. Carpenter(8) measured pressure drops in a
vertical-tube condenser for condensing vapors at high vapor velocities.
The substances used were water, methanol, ethanol, trichloroethylene and
toluene. Since for falling-film flow the film thicknesses were negligibly
small as compared to tube size, superficial Reynolds numbers were used
for gas-phase Reynolds numbers. Also, total pressure drop was equated
to gas-phase pressure drop, and the gas friction factor plotted against
the gas Reynolds number for varying liquid flowrates. For zero liquid
flowrate, the friction factor plot was idenfically equal to that for
pure gas flow. The shape of the friction factor curve for increasing
liquid rates was closely akin in form to single-phase flow friction
factor curves for increasing tube-wall roughness. - The parameter in
these curves was taken as é: rather than as (Re)1 s since the viscosity
did not vary sufficiently tolwarrant the use of a Reynolds number. For
liquids other than

G
water, the parameter \\\\

was furthermore divided

- Log fg
by the ratio of sur-

face tension to water

surface tension (see Log (Re)g

Figure 6 ). It can be Figure 6
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seen that the pressure drop was equal to the dry-wall pressure drop

except at high gas and liquid flowrates.

Bergelin, Kegel et al.(u) performed tests for co-current down-flow
of air-water mixtures through 1-in. tubes. Their results followed
Carpenter's correlation fairly closely, but deviated + 30% from the

Lockhart-Martinelli correlation.



SECTION V

LITERATURE RESEARCH ON PERTINENT EVAPORATOR STUDIES

There is a large amount of published evaporator literature in
existence. The following is an abstract of several studies that may

contribute to a better understanding of falling-film evaporation.

A, Climping~Film LTV's

Dengler(3) in 1952 made a fundamental study of heat transfer and

pressure drop, evaporating water in a single-tube LTV. With regard to
pressure drop, he found that the Lockhart-Martinelli model could be used
if sufficiently modified; to do this he employed radioactive tracers.

For heat transfer he used thermocouples to measure wall temperature, and
found that for temperature drops of up to ca. 10 OF, heat transfer obeyed
an essentially convective mechanism and could be predicted by using a
Dittus-Boelter type of correlation. For higher temperature drops the

heat transfer coefficients became higher than the corresponding convective
coefficients would have been, and varied with powers of the temperature

drop greater than unity, as in nucleate boiling.

Guerrieri and Talty(u) in 1956 performed similar tests with 5 organic
liquids over a wide range of operating variables. They essentially

corroborated the findings of Dengler in all respects.

Sonic choking at the tube ends was discussed by Schweppe and
Foust(18) and by Harvey and Foust(6) in 1953, They found that critical
flow in their experimental evaporator was occasionally reached at flow-
rates lower than predicted. Their discussion was incomplete in that it
técitly assumed a homogeneous flow model, and because void fraction,

-i.e., linear velocity, was not measured.

=[7=
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B, Wiped-Surface Evaporators

Several studies have been published on evapcrators in which the
heating surface is mechanically wiped in order to produce a very thin
film of liquor. This has special application in cases of heat-sensitive

liquids where low hold-up and low temperature difference are desirable.

Climbing-film evaporators of this type have been described by Hadley
and Thomas(5), and falling-film wiped-surface evaporators by Hausschild(7),
Schneider(17), Billet(l), Poécza(l5), Kirschbaum and Dieter(lg), Kern

and Karakas(9), and Lustenader, Richter and Neugebauer(ls). In most

cases the experimental results apply only to the particular machine
being studied, and consist of empirical correlations of hold-up and
heat transfer in terms of wipér—blade velocity and feed rate. The
theoretical studies assume streamline flow only. There is also a con-

siderable number of patents in this field.

C, Falling-Film LTV's

The literature on falling-film LTV's is practically non-existent.
Chambers and Peterson(g) described a falling-film sulfuric acid con-
centrator, but did not present sufficient data to study the heat transfer

characteristics. Kerry(lo)

qualitatively described a falling-film
machine used as a liquid-oxygen vaporizer in an air separation plant.
Keville(ll) described the performance of a falling-film LTV {ised for

concentrating milk; his published numerical data are not sufficient for

the formulation of a sound heat transfer correlation.
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Karetnikov(B) in 1954 made a laboratory investigation of heat
transfer through a falling film of de-aerated water at ca. 1LOCF, under
boiling and non-boiling conditions. The apparatus was a vertical 16mm
OD x 600 mm copper tube, inside a glass shell. The tube was electrically
heated from inside and had thermocouples caulked into the walls. The
water flowed down the outer tube surface from a special feed distributor.
The glass shell was provided with a manometer. Reynolds numbers ranged
from 570 to 2,600, and the heat load from 1,800 to 12,500 Btu/(hr)(sq ft).
- Boiling heat transfer experiments were carried out under a vacuum of
ca. 24 in, Hg. Non-boiling tests were performed under identical condi-
tions but at atmospheric pressure. - The following observations were
made:

1) In non-boiling heat transfer the film was transparent and offered a
visual appearance similar to that found by previous investigators.

2) When boiling, the film was never transparent, being full of bubbles
all the time.

3) When the heat flux reached maximum values ranging from 3,500
Btu/(hr)(sq ft) at (Re) 570 to 12,500 Btu/(hr)(sq ft) at (Re) 2,600,
the film was actually repelled from the wall and falling-film
evaporation became impossible.

L) Boiling heat transfer coefficients varied little with heat load; if
anything, they decreased with increasing heat load.

5) Boiling heat transfer coefficients increased with increasing flow
rate.

6) Boiling heat transfer coefficients were lower than the non-boiling

coefficients for the same flowrate and heat load. - At extremely
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low flowrates, the boiling coefficients reached and even excesded the
non-boiling coefficients. However, this may be due to the fact that
the author used the arithmetic mean rather than the log-mean tempera-
ture difference to compute the non-boiling coefficient. This error,
which causes coefficients to appear too 1low , becomes all the more
severe as the flowrate decreases, and may thus account for this
reversal of trend at extremely low flowrates.

7) The non-boiling heat transfer coefficients deviated considerably from
any known falling-film heat transfer correlation. The author did not
indicate his method of measuring temperature differences, and this
deviation can therefore not be explained. This does not mean that
his conclusions under heading 6) are necessarily untrue, since the
relative relationship between boiling and non-boiling coefficients
may be sound despite the fact that their absolute magnitudes may be
questionable, - The author did not mention the heat transfer work

of any previous investigators.

Richkov and Pospelov(l6) in 1959 studied the falling-film evapora-
tion of preheated water and caustic soda solutions flowing down the cut-
side wall of a 30 mm OD x 1,200 mm vertical nickel-plated copper tube,
at atmospheric pressure. The tube was electrically heated from inside
and was provided with wall thermocouples. - The range explored was (Re)
3,100 to 4,100, q from L,800 to 52,000 Btu/(hr)(sq £t) - Feed and exit
liquor temperatures were measured with mercury thermometers (ﬁo an ac«
curacy of 0.10 C) and their average used as the boiling temperature of

the liquid; although not expressly stated, this value was then apparsntly
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subtracted from the wall temperature in order to compute the heat trans-

fer coefficient. - The conclusions made were as follows:

1)

The visual appearance of the boiling film was described at great length
though not supplemented by sketches or photographs. For heat fluxes
not in excess of 9,000 Btu/(hr)(sq ft), steam bubbles formed continu-
ously, rapidly growing to the same size as the film thickness itself;
they flowed down the tube in this manner until surfacing and bursting.
The liquor film had the aspect of a descending deposit of large bubbles.
At high heat fluxes, of the order of 50,000 Btu/(hr)(sq ft), the film
seemed to disintegrate with the formation of large falling droplets. -
This is similar to the observation of Karetnikov.
An empirical correlation for water was derived:

h = 2.12 qO.ia(Re)O.MBB
A1l magnitudes are in British engineering units, Btu - hr - ft - °F.
Similar correlations were derived for caustic solutions of different
strengths. These correlations differ in the value of all three numeri-
cal factors; besides, for all caustic solutions the exponents of ¢
were negative.

The ease with which an excessive heat load destroys the typical falling-

film flow regime was also commented on by Mueller(lh) in 1961, He cited

the case of a falling-film vaporizer which under = temperature drop of 16°F

still maintained a falling-film flow regime, but which under higher heat

loads had a temperature drop of 45 - 55°F as in pool boiling. He explained

this by assuming that in a falling-film evaporator the critical tempera-

ture drop was so low because of the absence of a force that would bring

the fluid back to the tube walls once it had left them.



SECTION VI

DESIGN AND RESULTS OF EXPERIMENTS

INTRODUCTION

Fach run was characterized by a different set of magnitudes for
the 6 independent variables. The object of each run was the measurement
of the overall heat transfer coefficient.

The 6 independent variables were: tube diameter, feed rate, steam
rate, vapor-head temperature, feed temperature, and feed salinity.

The experimental work was initiated with a 2-level experiment
of 5 variables, for a constant tube diameter. The experiment, the LWCI
runs, consisted of 32 randomized runs, and its results indicated the
significance of each variable. Further experiments were designed on the
basis of this information in order to explore the entire region, defined
by the upper and lower levels of each one of the 6 variables, with as
few runs as possible. A total of 105 runs was performed.

Since the overall heat transfer coefficient is a function of all
6 variables, it was found impossible to make a clear representation of
the results in graphical form. They are therefore presented as numerical

tables.
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Each run was characterized by a different set of magnitudes
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The experimental work was initiated with a 2-level experiment
of 5 variables, for a constant tube diameter. The experiment, the IWCI
runs, consisted of 32 randomized runs, and its results indicated the
significance of each variable. - Further experiments were designed on
the basis of this information in order to explore the entire region,
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with as few runs as possible. A total of 105 runs was performed.

Since the overall heat transfer coefficient is a function of
all 6 variables, it was found impossible to make a clear representation
of the results in graphical form. They are therefore presented as num-

erical tables,
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SECTION VI
DESIGN AND RESULTS OF EXPERIMENTS

A. RUNS LWCI-1 TO LWCI-32

Design of Experiment

Runs ILWCI-1 to =32 constitute the initial study. Their obJject was
to determine which of all possible variables had a significant effect on
the heat transfer coefficient, and to determine the sign and magnitude

of this effect, in 2-in. tubes.

Table V gives the varisbles that were studied, together with their

range of magnitude,

Variable | Lower Higher

- Level Level

Vapor-head saturation temperature, Op 150 230
Feed concentration factor 1 2
Feed "superheat" * , OF 0 20
Feed rate, 1b/hr 1,500 6,000
Steam rate, 1b/hr 250 | 450

TABLE V

"The low and high levels of the operating variables were set by
practical considerations. 150° F was the lowest vapor-head saturation
temperature that could be.reached with the existing condenser, cooling
water and vacuum equipment. 230° F was the highest because of possible

scale formation at higher temperatures; the danger of scale also

¥ i.e., feed temperature minus vapor-head saturation temperature
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determined the choice of 2 for the highest feed concentration factor.

The range of feed superheat, O to 209, covers the practical range of
interest for falling-film LTV operation. The flowrates for feed and steam
were limited by the equipment, but cover the practical range of interest;
liguor Reynolds numbers vary from 1,400 to 10,300 and feed-to-evaporation

ratios from 3.3 to 2k,

In order to run a completely balanced experiment(4), each level of

each variable was tested at all the levels of all the other variables.
Since each variable was run at 2 levels (low and high), and the number of

variables was 5, the number of experimental runs was ('2.)5 2.

The runs were assigned the letters LWCI, followed by consecutive
nunbers from 1 to 32, this being the order in which they were performed.
They were arranged in a randomized fashion, shown in Table VI,in order

to cancel out any time trends.

Feed rate 1 1,500 6,000
Steam rate | 250 . b0 250 | k50
Conc. factor | 1 i 2 11 2 1 e 12
VH sat, Feed :
temp. superh.
0 L 18 0k 2 3016 3R 21 1
20 ? 15 20 22 7 13 11 27 31
0 5 23 24 1 26 16 8 29
‘ 230 |
3 20 17 10 9 19 3 28 25 12

TABIE VI
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Accuracy of Results

Errors may have originated from the following causes:

1) Malfunctioning of the test equipment.

2) Malfunctioning of the measuring instruments.

3) Random error.

L) Error in data on physical properties used in order to calculate heat
transfer coefficients.

5) Personal error in reading the instruments.

6) Personal error in recording, transcribing, and calculating.

Test equipment malfunctioning was mainly due to poor performance of
the automatic control instrumentation. This was due to the fact that
the range of operation was too wide for the existing instrumentation. A
steady steam rate and good feed temperature regulation were often very
hard to obtain. Results obtained under doubtful conditions were afterwards

discarded.

The instrument errors having the greatest effect on heat transfer
coefficients are errors in steam-chest pressure and in vapor-head pressure.
Since overall temperature differences were of the order of a few degrees
only, even small errors in absolute pressure would cause large errors in
heat transfer coefficient. - At 150° F, mercury manometers were used to
read both pressures. At 2300, however, the steam-side pressure was read
on g Bourdon gage. A series of precision pressure gages were tried; none
were satisfactory, since their calibration (against a mercury manometer )

would often change after several days of operation. The vapor-head
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pressure at 230° was measured with a mercury manometer, vapor being pre-
vented from entering the instrument piping by means of a small but positive
hand-controlled purge of compressed air through the manometer pipe into

the vapor-head. (A similar scheme for the steam-side pressure would have
introduced air into the steam chest, thus inhibiting condensation.) A

larger instrument error at 230° than at 150° F was therefore expected.

The boiling-point rise data¥* were taken from Report No..h38, W. L.
Badger and Associates, Inc., written for the U. S. Department of the
Interior, Office of Saline Water(5). They are based on the correlation
of the work of several investigators on sea water concentrates and on
pure sodium chloride solutions, and involve a small degree of interpola-
tion and extrapolation. They are presented as curves of (BPR) vs. con-
centration, with temperature as parameter. Any error due to the use of
these data would be expected to be larger at 230° than at 150° F, first,
because boiling-point rise at 230°is larger than at 150° F, and seccndly,
because at 230 the heat transfer coefficients are higher, and (BPR) thus
constitutes a larger percentage of the apparent temperature difference
than at 1500 F. - The (BPR) was calculated for the average chlorosity in
the tube, and for the film temperature (roughly, the average between

steam temperature and vapor-head temperature).

Personal error in instrument reading, and in recording, transcribing

and calculating, was held down as much as possible. Instrument readings

* Graph No. 1 of Appendix E..
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were generally performed by the engineers, not the operators; the steam
tables of Keenan and Keyes(g) were used in the calculations; readings
with poor mass or energy balances were discarded; and the written work
was checked several times. Several runs were re-run at a later date, and

the results were found to be practically the same.

Experimental Results

A summary of the experimental results is presented in Appendix A.
These data represent the last 2 sets of readings for each run. In cases
where there was evidence of equipment or instrument malfunctioning
during one of the readings, only the more reliable set or Sets of readings

are presented in Appendix A.

The average overall heat transfer coefficient for each run is

presented in Table VII, expressed in Btu/(hr)(sq £t)(°F).

B Feed rate 1,500 6,000
| Steam rate 250 450 250 450
Conc. factor 1 {2 |1f2f1fla]1]e
VH sat. Feed
temp. superh.
0 L5 heh W72 L35 (565 L98 520 500
120 20 418 1438 Lhk1 koo LG8 480 481 470
0 6hs 678 606 5731868 TTh 94 Ths
= 20 590 606 600 587 {737 687 701 647

TABLE VII



From Table VII it can be seen that the temperature and the flow-rate
are significant variables. This was expected, since it is similar to
most cases of heat transfer to a moving fluid. - Feed salinity, as
expected, is a variable of little or no significance. At these low con-
centrations, concentration has little influence on density, viscosity
or Prandtl number, and it is quite probable that the discrepancy between
runs that differ only in concentration factor is due to small errors in

estimating the boiling point rise.

Perhaps the most surprising result is the insensitivity of the
overall heat transfer coefficient to the steam rate, i.e., the heat
load, This is the kind of result one would expect from a sensible-heat
transfer run, not a boiling run; in nucleate boiling, an increase in
heat load of 80% normally causes an increase in heat transfer coefficient

of 220 - 4B80%. * This is certainly not the case here.

The effect of feed superheat is also surprising; it depresses

the heat transfer coefficient by roughly 6%.

With regard to the accuracy of the results, some of the results at
2300 F seem to be off; run 14 seems to be too low, whereas 26 and 8 are
definitely too high. The error must be ascribed to the causes pre-

viously mentioned.on page 85.

*See page 58.
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B, RUNS IWCJ-1 TO LWCJ-16

ATID

C, RUNS ILWCK-10 TO LWCK-29

The results of the LWCI runs permitted an intelligent planning of
further research. In the LWCI runs, the variables had been tested only
at their lowest and at their highest possible values; the runs had
shown that temperature and feed rate might bring additional information
if run at intermediate values, but obviously not so the steam rate and

the feed concentration.

The LWCJ series was designed essentially to complement the LWCI
series by running tests at intermediate vapor-head saturation temperatures
(175 and 200° F); runs were also made at the intermediate feed rate of
3,000 Ib/hr at all temperatures. These runs, 16 in all, were all run
at a concentration factor of 1 and a steam rate of 450 1b/hr; 8 of them

at a feed superheat of O, the others at a superheat of 20°F.

At a later date, the pilot plant was modified by adding a steam-jet
air ejector to the Nash vacuum pump, and by substituting the steam shell
.of an idle FC evaporator for the old overhead condenser. This allowed
operation at higher vacuum, and the range of vapor-head saturation
temperature was extended down to 100° F. These are runs LWCK-10 to

IWCK-29, run at 100 and 125° F. - This concluded the work on 2-in. tubes.

TableVIITindicates the runs for the entire test program on 2-in.
tubes (series LWCI, IWCJ, LWCK), constituting a total of 68 runs. The

letters LWC have been omitted for brevity.
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. Feed rate 1,500 3,000 6,000
Steam rate . 250 450 250 | k50 250 450
 Conc. factor 1 E 2 1 2 1 ’ 1 1 2 1 2
' VH sat. Feed
temp. SUP. ! ‘
0 | K-18 K-19 K-15 K-12 K-16 K-10
100 —— |
20 ‘1 K-21 K-29 X-20 . K-14 X-13 K-17 K-28 K-11
0 K-22 | K-2l K-26
125 - |
_ 20 K-23 ! K-25 K-27
0 1-18 I-4 I-2 I-30] J-1 I-6 1-321-21 I-1
150 T |
20 I-15 I-20 I-22 I-7 J- 2 1-13 I-11 I-27 I-31
0 ! J-11 J- 3 J- 1
175 5 : j
20 . J-12 i J- b J- 8
0 | J- 5 3-15 - 9
. 200  ——— |
: 20 . S J- 6 J-16 : J-10
0O I-5 1-23 I-24 I-1k J-13 1 I-26 I-16 I- 8 I-29
230 T | |
L 20 [ I-17 I-10jI-9 I-19; J-1h|I-3 I-281-25 I-12

TABLE VIII

The experimental data of the IWCJ and LWCK runs are summarized in

Appendices B and C, respectively.

The overall heat transfer coefficients for the entire test program
on 2-in. tubes are presented in Table IX,expressed in Btu/(hr(sq £t)(°F).
The conclusions that were reached after the ILWCI runs regarding the

effect of the different variables on the heat transfer coefficient are
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shown to be valid for the entire region.

It is because of this that

68 runs were sufficient to explore this region, which consisted of

144 possible combinations of the different levels of variables involved.

TABLE IX

, % . o ~
Feed rate 1,500 3,000 | 6,000 ~
| Stean rate 250 | k50 250 Ls50 250 % bso
e _ : Lo ; o | , .
Conc. factor 1 | 2 1 2 1| 1 |1, 2 f 1| 2
?VH sat. Feed
_ temp. | sup.
- 0 |31k 305 327 35 | 329 327
100 | i
‘ 20 1331 325 30k ' 293 290 | 291 299 25k
o 373 | Lol | 428
125
| 20 380 391 388
g O | bbs u6h b2 L35 | 460 § 565 498 520 500 .
| 150 ,
’ 20 | 418 438 k41 Lo2 L W6 | L68 480 481 470 .
0 k91 | 527 | 57U
175
20 | 469 ko5 | 528
0 530 576 556
200 '
20 553 , 557 591
0 |6k 678 606 573 6h1 | 868 T 9k ThS
230 % ‘ ]
i 20 | 590 606 600 587 i 618 | 737 687 701 6LT §
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D. RUNS LWDA-2 TO IWDA-38

These 37 runs comprise the test program using l-in. tubes. They
were performed after the runs with 2-in. tubes had been completed,
and had a similar choice of variables. Vapor-head saturation tempera-
tures were 100, 125, 150, 175, 200, and 230°F, as with the 2-in. tubes;
feed superheats were also O and 20° F. The feed rates were 1,500 and
3,000 l'b/hr° (Flows higher than 4,000 lb/hr proved impossible for
these narrow tubes: one of the 7 tubes would revert to full-pipe flow
and starve the other 6 tubes of feed.) The steam rates were 150 and
250 lb/hr. The latter gave roughly the same heat flux of ca. 6,000
Btu/(hr)(sq ft) as 450 1b/hr of steam gave with the 2-in. tubes. The
150 1b/hr steam rate was really too low for adequate process control;
it was used in 12 of the 37 runs, chiefly to test the assertion that
steam rate had little significance on heat transfer coefficient. Only
1 run was made with a feed concentration factor higher than 1, to test

the assertion that concentration had little or no significance.



-93-

e mtses i

Feed rate I 1,500 | 3,000
Steam rate 150 250 | 150 250
Conc. factor = 1 1 2 ? 1 1
‘ VH sat. Feed
temp. superh.
o .3 2 37k
5o o JENY SSSS— :
20 3 3 383 5
0 8 | 6
125 — :
20 9 5 7
| 0 .33 10 30 12
150 : §
20 13 11 ¢ 31 13
! 0 1k 16
175 ' . '
20 | 15 5 17
{ 0 19 18
200
i 20 20 21
0 23 22 o5 2l
230
20 4282y 29 26
TABLE X

Table X shows the run numbers of our work with 1-in. tubes.
Appendix D) gives a summary of the experimental results of each run.
Table XI gives the measured overall heat transfer coefficients, in

Btu/(hr)(sq £t)(°F).
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Feed rate i 1,500 ; 3,000
Steam rate 150 250 150 | 250
é | Conc., factor ?f 1 1 .VHHQ 1 ii
 VH sat. | TFeed o T
. temp. superh.
| 0 191 17e 177 162
f 100 ‘ | ;
g | 20 162 153 161 - 130 133
| 0 267 | 031
Co1e5 :
| 20 2k5 190
| o |3 38 B0 319
: 150 i ‘ ’
E | 20 | 368 36k - 28k 280
| o | ok 436
AT | ;
20 | L8l Lo5
| _
o | 626 509 |
200 | ;
! 20 605 51T 1
_ A R B
0 : 652 T73% - 099 643 §
2% | *

20 1656 687 631 67k

TABLE XI

The following conclusions may be drawn from the tests on l-in. tubes:
1) The significance of the variables in l-in. tubes is very similar to
that in 2-in. tubes.except that of feed rate.
2) At high temperatures (200 - 230° F) the heat transfer coefficiente
are practically the same as in 2-in, tubes; they become increaszingly

lower than those in 2-in. tubes as temperature is lowered. This effect

This figure is evidently too high.
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of vapor-head saturation temperature appears to be the only difference

between operation with 2-in. and l-in. tubes.



SECTION VII

THEORETICAL MODEL OF FALLING-FIIM EVAPORATIVE
HEAT TRANSFER MECHANISM

FUNDAMENTAL MODEL

Figure 7 serves to WALL, FILM | VAPOR
illustrate the definition 'g
of the heat transfer coef- §_
ficient through the liquid |§
film, he . If t, is the
temperature at the inner
tube wall, t, the tempera-
ture of the film at or close
to the vapor interface, then: Distance
Figure 7
bte = ty - by (1)
= 3 (2)

he = e
Our experimental work shows conclusively that the heat transfer
coefficient remains practically unchanged even when the heat load is
increased by 80%, and that this is valid for all temperatures, flow-
rates, feed superheats, concentration factors and tube diameters
employed. This indicates that the heat transfer mechanism should be
convective. In view of the low temperature drops_involved, this ex-

planation is plausible, especially in view of the analogous results of

Dengler and of Guerrieri and Talty with climbing-film LTV's.

The available correlations for convective heat transfer through

-96-
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falling liquid films are those of Drew, Brauer, and Dukler.* Drew's
correlation is not supported by any expgrimental evidence except for
water at 1900 F. - Brauer's correlation contains an empifical factor,
namely, the velocity at the "equivalent” film thickness; we have no
way of predicting this factor, which seems to depend on the nature of

the liquid and its temperature.

Dukler's analysis is the direct computer solution of the basic
differential equations for momentum and heat transfer. Except for the
use of the Deissler and the von Karmin universal velocity profiles, no
simplifying assumptions or empirical factors of any kind are contained
in this analysis. It successfully correlates experimental falling-film
sensible-heat transfer and condensation data over an extremely wide
range of variables; this shows that the two universal velocity profiles,
though derived from tests with full-pipe flow, are valid for falling-

film flow. We used this correlation as our theoretical model.

The Dukler correlation for our range of variables i1s presented *¥*
in graphs 2 and 3. Graph 2 is a plot of the dimensionless film thickness
25\ 1/3 R .
group B @*%. versus Reynolds number, for negligible interfacial

shear. Graph 3 is a plot of the dimensionless heat transfer coefficient

h
_i as function of the Reynolds and Prandtl numbers, also for negligible

P

shear. Graph 2 is taken directly from Dukler's paper. Graph 3 resulted

h
from a cross-plot of Dukler's curves of Loy, (Re) for values of

(Pr) of 1.0, 2.0, and 5.0.

* See pages 50, 51 and 53 respectively.

*% See Appendix E.
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Graph 4 is a plot of gb , computed for sea water concnetrates as

function of temperature and chlorosity.

The heat transfer coefficients thus calculated are essentially
local coefficients. The mean value of the coefficient with respect to
the entire tube length should, in all rigor, ﬁe calculated by integrating
the local coefficients along the tube. This may be avoided, however,
by considering that in our tests the vaporization rate was low ébmpared
to the feed rate; the average between feed rate and blow-down rate shogld
" be satisfactory for computing the mean Reynolds number, especially since
the flowrate varies linearly due to the constant heat flux along the
tube. The small change in salinity during vaporization has little effect
on the physical constants of the liqﬁor, and can be satisfactorily taken

into account by using the mean salinity.

Graphs 5 and 6 are plots of viscosity and Prandtl number, respectively,
of sea water concentrates. They were calculated from data on physical
properties contained in Report 438 of W. L. Badger Associates, Inc.,

for the Office of Saline Water(5).

BOILING POINT ELEVATION

According to our theoretical model, Figure [ , a precise knowledge
of ty as well as of the wall temperature is required in order to cal-
culate A te . However, tvb would be extremely difficult to measure,
and must therefore be calculated from the local vapor pressure, Dy.
This pressure is equal toc the measured vapor-head pressure plus any

(usually very low) pressure drop Ap caused by friction, acceleration
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and elevation, and can be computed.

Let the general function t = £(p) (3)
be the equation of the temperature vs. vapor pressure of the volatile
solvent; for aqueous solutions it is tabulated in the steam tables. T
the vapor phase in falling-film evaporator tubes consisted of saturated

steam, it would then follow that t, = f(p,). For boiling liquids, how-
ever, the equilibrium vapor is not saturated but superheated: t > f(pv)a

This superheat is due to two causes: the presence of bubbles, and the

presence of solute.

Let a spherical bubble of radius r Dbe in equilibrium with the

surrounding liquid phase. Let p' be the pressure of the gas inside

the bubble. ILet p, be the pressure of the liquid, which is the same

as the pressure of the extended equilibrium gas phase (no curvature). A
balance on the tangential tensile forces acting on the bubble surface

yields the well-known relation:
E QW’r*—‘-(p' -pv)\-.ﬂ’rz (M)

e (5)

or: p' - p, B ——

The presence of solute lowers the vapor pressure of the solution
below that of the pure solvent. This causes the equilibrium vapor to be
superheated by a temperature difference (BPR), the boiling-point rise.
If t, and p" are the temperature and pressure, respectively, of the

vapor in equilibrium with the liquid, then:

ON
~—r

(BPR) = t, - £(p") (
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Consider now the case of both bubble and solute action occurring

simultaneously, as in bolling sea water. The vapor in equilibrium with
the boiling liquid is in bubble form; hence 7p' of the discussion on
bubble action becomes identical with p" mentioned under solute action.
Combining equ. (5) and (6), we arrive at the conclusion that in this
case the boiling-point elevations due to bubbles and to solute are

additive:

ty = 2(p,+ Z5) + (BER) (7)

Using our symbols, f(p,) is the "apparent" vapor temperature, and
f(py)+ (BPR) the "corrected" vapor temperature, in the parlance of
industrial evaporator.practice. The neglect®of the Eg: term in industry
is due to the fact that_in most cases it is negligibly small except for
very small bubbles, and because there is little information regarding

the size and behavior of bubbles in commercial evaporators.

In falling-film evaporation, both Karetnikov and. Richkov et al.#*

report observations on bubble size, namely, that the bubbles become

stable when they‘feach the same proportioné as the film thickness itself.
This stands to reason,.’Firsty a stéble bubble can-certainly not be
larger than the film. Second, suppose there exists an array of bubbles
of different sizes, ranging from very small up to a maximum with
diameter equal to the film thickness B . These bubbles cannot all
exist at equilibrium with eéch'other, for the same reason that small .

crystals cannot exist in equilibrium with large crystals when suspended

eqa

* See Appendix F for the effect of neglecting - in_fallingmfilm evapora -

tion.,

*% See pages 79 and 80 respectively.
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in a saturated solution: according to the second law of thermodynamics,
the smaller bubbles (or crystals) shrink spontaneously until they

disappear.

The Dukler analysis offers the needed information on the thickness
of falling films, and the surface tension of sea water concentrates can
be found in the work of Sverdrup et al,(g). The bubble boiling-point

E%: may be calculated as follows:

ha X
B = 8) 1/3 in. Hg (8)
(6]

where )f is defined as:

elevation

X = 3.876 x 10~ o*h‘ﬁ%) in. Heg, (9)

7~ being expressed in dynes/cm, @E% 1/3 in ££71 .

fb

U

The convenience of this formulation is that X: is a function of

1/3

temperature and chlorosity only, whereas B éiii) is a function of

the Reynolds number only. Graph 7 shows Z: s B (kf%g) 1/3 can be

read from Graph 2, the Dukler film thickness correlation.

The film thicknesses for our experimental work range from 11 to
28 mils, when calculated with the Dukler correlation. Values of Eg:
range from 0.11 to 0.25 in. Hg. Neglect of the bubble boiling-point
elevation*is unimportant at 230° F, but at low temperatures it can cause

considerable error due to the slope of the vapor-pressure curve of water

at low temperatures. This may explain the reason why Karetnikov™¥

* gee Appendiy F
*¥%See page 79
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found his boiling coefficients to be lower than his non-boiling co-
efficients, especially since he worked at very low Reynolds numbers (and

hence low film thicknesses).

Boiling-point elevations from bubble action and from solute action
change little along the length of the tube¥; the values for the average
values of film temperature and chlorosity were always used in our cal-

culations.

LONGITUDINAL PRESSURE-DROP MODEL

It is necessary to know the pressure-drop in order to be able to

calculate p, :

Dy = Pyg + Avp (10)

This pressure-drop is the friction, acceleration and elevation pressure-
drop due to the downward two-phase flow through the tube, with eventual

sonic choking.

No sonic choking was encountered during the experimental work.
It was calculated that the highest vapor exit velocity, ca. 950 ft/sec,
was less than T70% of the speed of sound at that temperature. Vapor
exit velocities were calculated from a separated-flow model, which of
itself yields higher values than the homogeneous-flow model such as used

by Harvey and Foust and by Schweppe and Foust,.#¥

Acceleration-pressure drops were calculated according to the

¥ See Appendix F for a discussion of this point.

** See page T7.
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separated-flow model, which should be applied in falling-film flow.
To do this, the film thickness was calculated from the Dukler correlation,
and the liquid cross-sectional area subtracted from the total tube

cross=sectional area to give the gas flow cross-section.
Elevation heads were also calculated.

A certain degree of conjecture had to be used in order to calculate
frictional pressure-drop. A thorough search of the literature on two-
phase flow had failed to yield a satisfactory universal correlation for

two-phase pressure-drop in falling-film flow.

Bergelin, Kegel et al. reported that for gas flowrates below a
critical value, the pressure-drop in falling-film two-phase flow was
equal to the pressure-drop of the gas phase alone. Our highest cal-
culated exit gas velocity in 2-in. tubes was 386 ft/sec, with a gas
Reynolds number of 20,000. For the low liquor rates employed, this
gas rate is lower than the critical gas rate for 1.025 in. tubes as
employed by the authors. Pressure-drop for 2-in. tubes was therefore

calculated for dry-tube flow as follows:

dp _ . 2G°v
T =f T (11)
L
o
Woodpe (2 BT g (12)
J7 TgD
0

Let Gp be the terminal value of the gas flow density G . Let Lp

be the terminal length of the tube (24 £t in our case).
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Basic assumption: uniform heat flux along the tube.

G

1.1 G = __ L (13)
Ly
L ~
( 2G§de
No—Ap = ) T ~ dL (lh)
§  e.DLE
L
205 5
_AD = 5 SfﬂJﬂJ (15)
chLT 0

This integral can be solved by dividing the tube into a laminar length
where the Reynolds number varies from zero to 2,100 and f = (%27 , and

a turbulent length with f = 0.0L6 (Re)'o'2

» It can be shown that the
pressure-drop arising from the laminar section is negligibly small and

tha®t the laminar section is negligibly short. Hence:

1.8 0.2.1.8
_ap _ (0.046)(2)G7 (VL (16)
dL ~ 1.2.1.8 e
gcb Ip
) ,108 002
. (0.086)(2)G7" e "V 5 g o
Wo-AD = 15 L (/by v const.) (i7)
2.8g.D Lo

The pressure-drop increases with the 2.8th power of the tube length. In
fact, for the typical case of zZ-in. tubes, with vapor-head temperature
100% F, steam rate 450 1b/hr, we have 90% of the pressure-drop concen-
trated in the bottom 3.7% of the tube length. It is practically an
"exit pressure-drop"”. In order, therefore, to avoid an integration of
pressure-drop with length, we simplified the pressure-drop model by

caleculating the whole pressure-drop as an exit pressure-drop. The error
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involved.in this assumption is small because of the low magnitude of
the pressure-drops involved, so low, in fact, that they could not be

experimentally determined during the tests with 2-in. tubes.

Table XIT presents the calculated values of the total pressure-drop,
in in. Hg, this being the sum of friction, acceleration and elevation
pressure-drops. Friction accounts for one-half to two-thirds of the
total, and was calculated for dry-tube flow as described. Graph 8
reproduces Table XIT for purposes of interpolation, for temperatures

below 200° F.

Tube size, in, | 1 2
Steam rate, lb/hr: 150 250 . 250 450
Feéd rate, 1b/hr {1,500 | 3,000 | 1,500} 3,000 | 1,500 6,000 | 19500' 6,000
.'Vapor . temp., °F | ;-_-"~
100 0.708 | 0.725 | 1.827 | 1.879 | 0.067 0.069 | 0.205§ 0.211
125 0.359 | 0.368 | 0.928( 0,958 0.033 | 0.03k | o.103f 0.106
150 10.195 | 0.200 0.506 | 0,518} 0.016 0.017 | 0.05u5 0.055
175 ? 0.108| 0.111 | 0.288| 0.295 | 0.005 | 0.006| 0.027} 0.028
200 | 0.059 | 0.061 | 0.168 | 0.173}-0.003 |-0.003| 0.010| 0.011
230 0.024 | 0.02k | 0.085 | 0,088 {-0.015 |-0.01k4 [-0.006|-0.006
TABLE XII'

It can be seen from Table XII that for 2-in. tubes the vapor
pressure-drops are extremely small; so small, in fact, that at the higher

temperatures the pressure gains due to the weight of the 24-ft column of
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vapor is higher than the combined friction and acceleration pressure-drops,
thus producing a total vapor pressure-drop that is negative, i.e., a

pressure gain.

As mentioned earlier, the upper tube ends were provided with entrance
orifices in order to equalize the feed distribution among the T tubes.
The unavoidable disadvantage of this scheme was our resulting inability
to measure feed pressure directly; feed pressure minus vapor=-head pressure
would then have given us the vapor pressure-drop. As it was, the measured
quantity was the sum of the vapor pressure-drop plus the orifice pressure-
drop, the latter amounting to a major portion of this sum, This dis-
advantage was circumvented by the following procedure: after s sufficient
number of hourly heat transfer readings for a given run, the sbteam was
shut off but nothing else was changed. Under these conditicns the
pressure-drop was due only to the orifice pressure-drop, since the tube
did not contain any vapor. The orifice pressure-drop was measured, grd
subtracted from the measurements taken during the run itself; this

should yield the vapor pressure-drop.

The values thus obtained scattered considerably. This wag nch
unexpected, because:
1) the orifice pressure-drops amounted to several inches Hg, while the
vapor pressure-drops were very small:
2) the orifice pressure-drops themselves fluctuated strongly dus to
momentary pressure changes in the feed line;
3) any amount of flashing through the orifice, due to even & very 1ow

feed superheat, raised the orifice pressure-drop considerabl.y.
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The theoretical minimum for the two-phase pressure-drop is the
dry-tube pressure-drop as per Table XIT . The vapor pressure-drops
observed in fhe 2-in. tubes were of the same order Qf'magnitude; hence
the valuesbof Table XII' were used in our calculations as the two-phase

pressure-drops.

For 1-in. tubes the problem was more complex because:
1) orifices were smaller*, hence orifice pressure~-drops were higher;
2) the measured two-phase pressure-drops were higher than the dry-tube
pressure-drops for runs at lower temperatures and at the high steam
rate.
The two-phase pressure-drops were approximated as follows: the dry=-tube
values of Table XII were corrected by adding the empirical corrections
of TableXIIIjthis roughly correlates the experimentally obtained two-

phase pressure-drops. Data are in in. Hg.

Feed rate 1,500 3,000

Steam rate 150 250 150 250

Vapor , temp.

100 - 175°F 0.00| 0.60| 0.00 | 1.20

200 - 0.00| 0.00| 0.00 | 0.60

230 . 0.CO0| 0.00| 0.00 | 0.C0O

TABLE XIII

* Preliminary work with the 1-in. tubes had shown a tendency for full-pipe
flow to occur in any one tube, which then completely starved the other
six of feed. This could only be avoided by installing smaller orifices. -
For the same reason feed rates in excess of 4,000 1b/hr could not be used.
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CALCULATION OF TUBE-SIDE HEAT TRANSFER FILM-COEFFICIENT FROM THECRETICAL

MODEL

This is best illustrated by taking a typical example from the

Appendix; say, the first of the two sets of data of run CI-I1:

“ the film viscosity, is found on Graph No. 5: 1.17 1b/(hr j(£t).

(Re), the film Reynolds number, is calculated as hw/qu: éiggg.

(Pr), the film Prandtl number, is found on Graph No. 6: 2.88.

bf/¢> ; the dimensionless Nusselt heat transfer group, is found on Graph
No. 3: 0.319 (Dukler's correlation).

¢) 5 the Nusselt heat transfer coefficient group, is taken from Graph

No. 4: 4,060 Btu/(hr){sq £t)( OF) .

;[ s the bubble superheat magnitude, is taken from Graph No. 7: 2.83 in. Hg.

25 \1
B<é_%> /3, the dimensionless Nusselt film thickness group, is taken from

ﬁL

AD; the tube exit pressure-drop, is taken from Graph No. 8; for 1-in.

Graph No. 2: 23.4 (Dukler's correlation).

tubes we correct for liquid effect by adding values from Table
XITI. TFor the set of data of this example, the result ig:
0.06 in. Hg .

Py s the actual pressure in the tube vapor core, ig the VH sat. press.

plus Ap: 7.6l + 0.06 = 7.67 in. Hg .

Lg 9 028'\1/3
5 the bubble superheat pressure, is calculated as AL/B %—g :
2.83/23.4 = 0,12 in. Hg .
La , , _ A - )
f(pv”+'“§_)ﬂ the tube vapor core temperature corrected for bubble super-

heat, is found in the steam tables: f£(7.67+ C.12) =

£(7.79 in. Hg abs.) = 151.16 CF .
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ty the tube vapor core temperature (corrected for BPR as well as
bubble superheat): f(p, + L‘%) + BPR = 151.16 + 2.03 = 153.19° F .
he the heat transfer coefficient for actual eonduction-convection(Dukler)
h
f

through the falling film itself, is calculated by multiplying ay

by S[’ (0.319)(%4,060) = 1,295 Btu/(hr)(sq £1)( OF).

Ats , the temperature drop through the falling film (see Figure 7 , page 9'),
is calculated by dividing the heat load @ by the inner tube

surface (78.3 sq ft) and by he: 458,000/(78.3)(1,295) L.5° F .

This solves the heat transfer problem, since it gives the wall
temperature: t,+ Aty =153.19 -+ k.52 = 157,71° F. - Heat transfer
occurs only across the film itself, over a temperature drop of
Atf = M.52o F . However, in experimental work and for evaporator design
the important temperature difference is between the wall temperature
and the BPR-corrected Vapgr-head saturation temperature, & t. pp. It
must be emphasized that in a falling-film evaporator A t.,p, 18 not
a temperature drop across a film, but simply the difference between two
temperatures. Still, the BPR-corrected vapor-head saturation temperature
has the advantage of being experimentally measurable¥*, and heat transfer
coefficients based on it are the usual way of reporting heat transfer
information. At.gpyis therefore calculated here from our theoretical
model, ;

A togpp = 15771 - (150.22 + 2.03) = 5.46° F

* The vapor-head saturation temperature is experimentally measurable,
and BPR is added to it.
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Calculation of heat transfer coefficients as illustrated on

the previous two pages may be summarized as follows:

VH pressure pVH = 7.6l in.; £(7.61) = 150.22°
+ Tube exit pressure drop +Ap = 0,06 in,

Vapor core pressure Py = T7.67 in.; £(7.67) = 150.53°
+ Bubble superheat + 49/B = 0,12 in.

7.79 in.; £(7.79) = 151.16°

+ Boiling-point rise (solutes) + BPR = 2,0%°

Vapor core tempersture t, = 153.19°

+ Temp. drop across film (Dukler) + Ate = L,52°

Wall temperature ty = 157.71°

Hence A tapp = 157.71 - 150.22 = 7.49°F
and A togp= Atgyy - BER = 7.49 - 2.03 = 5.46°F

Figure 8 shows temperatures and pressures at different points

according to the proposed model.

WALL FIIM VAPOR CORE
38 mils
t, = 157.71 j &, = 155.19
sVl o
p, = T.67 ij/ = 155.19 P, = 7.67
Z e ty = 153.19
/ o—<—
/ = 7.79
;d\ Equlllbrlum) L\pv = T.67
2% \\_ BUBBLE
Z
;ﬁ
TUBE %
END

VAPOR HEAD
® pyg = 7-61
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Adoption of the proposed model implies that several basic assump-

tions must be postulated:

1)

The liquid contains bubbles. This is based on the observations of
Richkov and Pospelov, and of Karetnikov; the films at Wrightsville
Beach could not be observed due to the nature of the equipment,

There is not enough relative motion between bubbles and liquid to

create turbulence. Heat transfer therefore follows the laws of

~ convection for liquid films. - The assumption of little relative

motion is also based on the observations of Richkov and Pospelov and
of Karetnikov, who report that the bubbles floalt downwards at the
same velocity as the liquid.

There are not enough bubbles to destroy the essentially liquid tex-
ture of the film; for heat transfer calculations, the physical prop-
erties of the film are those of the liquid phase.

There are, however, sufficient bubbles so that the liquid tempera-
ture at the vapor core interface 1s determined by the bubble super-
heat,

The bubble diameters are of the same order of magnitude as the film
thickness.,

The bubble surface is spherical in shape, at least near the vapor
core interface,

The model does not contain any suggestions regarding the form,

temperature and pressure of that part of the bubble that is close to the

wall, Neither does it contain any assumption regarding what fraction of

the vapor enters the core by evaporation of the plane interface, and what

fraction enters the core due to the emergence and bursting of bubbles.
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Transfer of vagpor does not necessarily have to occur solely by bubble
bursting, because according to the model the liquid at the plane inter-
face is superheated, and will spontaneously form superheated vapor of
the same temperature and pressure. This constitutes a driving force that

forces the liquid to lose enthalpy to the vapor core.

The thermodynamics of this statement are readily illustrated by
the temperature-entropy diagram, Figure 9. The T-S curve is that of the
(plane-surface) vapor-liquid equilibrium of a salt solution having a BPR

of 2.03°F,

15%.19°F

152.56°F

Figure 9.

Point A represents the condition of the (superheated) liquid
near the plane interface with the gas core; point B represents the con-
dition of the (superheated) vapor in the core. We have the following

relationships in terms of F, the free energy:



FB‘ - FA€ =0 (equilibrium)
T.67
F -F_ = v dp (reversible isothermal
B B single-phase expansion)
T-T79
7.67
F -F = v,dp (reversible isothermal
A A single-phase expansion)
T-79
7.67
S AF = FB -_FA = ///‘ (Vg - vl) dp < O (spontanegus
process)
7-79

Hence superheated liquid (A) is spontaneously transformed into super-

heated vapor (B).

The proposed model is necessarily limited by assumptions 1) to
6), all of which are postulated’without there being any experimental
proof of their validity. It must be emphasized, therefore, that this
is by no means the only possible model for falling-film evaporative
heat transfer. However, the present model appears to be thermodynamic-
ally sound, and is shown in the next Section to yield a satisfactory
prediction of heat transfer coefficients under widely varying operating

condition.



SECTION VIII

PREDICTION OF OVERALL HEAT TRANSFER COEFFICIENTS
FOR RUNS WITH ZERO FEED SUPERHEAT
FROM THEORETICAL MODEL
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INTRODUCT ION

Overall heat transfer coefficients were predicted for all com=~
binations of operating conditions that were actually tested in our ex-
perimental work for runs at zero feed superheat.

In order to calculate the overall coefficients, the tube=-side
temperature drops were predicted from our theoretical model; the steam=-
side temperature drops were predicted from the experimental results of
Baker, Kazmark and Stroebe and from the recommendation of McAdams.

It was found that overall heat transfer coefficients thus esti-

mated agreed within lO% with those measured in our experimental work.,
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CALGULATION OF STEAM~-SIDE TEMPERATURE DROP

In heat transfer studies it is usual to measure the wall tempera-
ture directly, chiefly by means of thermocouples. These give readings
with a scatter of ﬂ:O.S%, say, for good operation. For our runs, however,
this degree of scatter would have meant a scatter in liéuor-side film
coefficient of up to .§,65%, not counting scatter from any other source.
This is due to the unusually low temperature differences encountered
in falling-film LTV evaporation. - In addition, the installation and
operation of thermocouples would have presented problems of a practical

nature for which the pilot plant was not equipped.

Another possibility was the experimental determination of the
steam-side film coefficient by means of a Wilson plot. Steam condensate
Reynolds numbers ranged from ca. 200 to ca. 1,500. At these very low
steam rates it proved impossible to determine the steam-side coefficient
in this manner, since temperature drops at the hot end of the tube be-
came immeasurably small. This was pfedicted by calculation and proved

in an experimental attempt to make a Wilson-type determination.

The only alternative was to estimate the temperature drop through
the condensate and the tube wall. Little dropwise condensation of
steam zould have taken place because the tubes had been in continuous
operation for weeks or months before these tests took place; because
no oily layer was ever observed in the steam-condensate drip tahk;
because the tube metals used do not tend to promote dropwise condensation

as does, say, stainless steel; because the outside of the tubes before,

-110-
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during and after the tests never showed any trace of oil; because no
time trends in overall heat transfer coefficient were ever observed;
because of the excessive continuous venting of the steam chest; and

because the steam condensate passed through 2 vertical storage tanks
before returning to the boiler, whose main consumer of steam was our

pilot plant.

For such cases, McAdams* recommends the use of a film coefficient
28% higher than that obtained from the Nusselt correlation with the same
Reynolds number. - Dukler*¥ has recently presented a correlation that
we have found to fall within * 7% of that of McAdams. - The curves in
Graph 9 were constructed according to the McAdams recommendation and
were used to determine the steam-side temperature drop for each set of
readings. This recommendation is particularly applicable to the LTV,
as shown by Baker, Kazmark and Strdbe(l) in 1939. Their tests were con-
ducted on a single-tube LTV consisting of a 2-in. tube 20 ft long. Tube
wall temperatures were determined with thermocouples embedded at intervals
of 1 ft. 1In the particular region of interest, namely, (Re) « 900,
the steam-side heat transfer coefficients averaged 1.28 times the Nusselt

correlation; see Appendix F for a discussion of the scatter in a tgip.

CALCUIATION OF TUBE-WALL TEMPERATURE DROP

The temperature drops through the tube walls were determined as follows:

* See page 49,

**See nage 53.



-112-

a) 2-in. tubes: 7 2-in. 12 BWG x 24'-0" tubes:

No. of tubes Material k, Btu/(hr)(ft)( °F)
2 Aluminum brass 58
2 Copper 200
1 Ampco grade 8 43
1 Admiralty 6l
1 90-10 Cupronickel 26

Average conductivity (arithmetic mean): 92.7 Btu/(hr)(ft)( °F)
Log-mean diameter: 1.895 in.

Temperature drop, F: 1.177 x 1076 Q, where Q is the total LIV
heat load, in Btu/hr (if.e,,0 not the load per tube).

b) 1-in. tubes: 7 1l-in. 16 BWG x 24'-0" tubes:

No. of tubes Material k, Btu/(hr){(ft)( °F)
3 Aluminum brass 58
2 Copper 200
1 Admiralty N
1 90-10 Cupronickel 26

Average conductivity: 94.9 Btu/(hr)(ft)( °F)
Log-mean diameter: 0.932 in.

Temperature drop, °F: 1.39 x 1076 Q

The tube-wall temperature drops turned out to be so small, even
when compared to the steam-side_and liquor-side temperature drops, that
the effect of using mixed tube bundles on the distribution of the heat

load among the 7 tubes was insignificant.¥

* The purpose of installing mixed tube bundles was to make simultaneous
corrosion studies on different tube metals.



-113-

CALCULATION OF OVERALL HEAT TRANSFER COEFFICIENT

The overall heat transfer coefficient is calculated by dividing the
heat flux Q/A by the overall temperature difference ( Atgiy + ATy, +
~Afborr)- This is best illustrated by a typical calculation; again, take
the first set of data of run CI-1, Appendix A, as example.
hgtm , the steam-side heat transfer coefficient, is read from Graph No. 9:

1,089 Btu/(hr)(sq £t)( °F)

A tgty, the mean temperature drop through the condensate layer, is cal-
culated by dividing the heat load Q , 458,000 Btu/hr, by hetm
and the outer tube surface, 87.9 sq ft: 4,78 OF

Aty , the temperature drop through the metal tube wall, is calculated
as 1.177 x 10'6 Q: 0.54 OF

UVH , the overall coefficient,is calculated by dividing Q, 458,000 Btu/hr,
by the inner tube surface, 78.3 - sq ft, and by the overall
temperature difference, L4.78 + 0.54- 5.46 = 10.78 OF :

542 Btu/(hr)(sq ft)( OF)

COMPARISON OF THEORETICAL MODEL WITH EXPERIMENTAL RESULTS

obtained heat transfer coefficients and the values predicted from our
theoretical model for UVH in the 2-in. tubes. It is interesting

to obgervé ‘that there is agreement with a maximum deviation of 10%,
except for the two runs whose results are in parentheses. These two
runs are the very same ones whose experimental values were considered to

be definitely too high, from an analysis of the experimental data alone
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(see page ¥ ). Our theoretical model corroborates this; the error in
the two runs is probably due to experimental error, therefore, and cannot

be ascribed to a defect in the theoretical model.

Feed rate 1,500 3,000 6,000
Steam rate 250 | 450 250 Ls50 250 450
Conc. factor L2 12 1] 1frfeal1fe
VH sat. temp. Experimental Values of Uyg

100 31k - 305 327 315] 329 327

125 373 Lok 428

150 Lhs Lkl L2 L35 Leo| 565 L4981 520 500

175 491 527 5Th

200 530 576 656

230 6Ls 702 621 573 61 (868) Tk |(79L4) TL5

Theoretical Values of Uyg

100 291 297 326 317} 363 362

125 | 392 L3l L69

150 L7 b1} 470 Lés 513| 571 529|551 548

175 530 566 607

200 578 615 656

230 650 650| 623 629 6591 759 749 | 69k 698

% Deviation

100 -8 -3 -0 #1| 49 +10

125 +5 | +6 +9

150 +6 +2| -0 +74 +10| +1 46| +6 49

175 +7 +7 45

200 +8 +6 0

230 +£1 8] +0 49 +3|(-14) -3 {-14) -7

TABIE XIV
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Table XV compares the experimental values of Uyy in the 1-in.
tubes with those derived from the theoretical model. For some runs,
deviation between experiment and theory is higher than with the 2-in.
tubes. This is because pressure-drop dominates the whole picture.
Take, for example, the first set of readings of run LWDA-12. Here,
is 13.80° F., of which 8.70° F are accounted for by pressure-

~Seorr

drop alone (the rest is made up of Aty = 4.61C F, and a bubble super-

heat of 0.49° F). For tubes as narrow as these, then, a good two-phase
pressure-drop prediction is far more important than a good heat transfer
prediction, and the % deviation of Table XV is a test of the pressure-

drop accuracy rather than of our falling-film heat transfer model.

The test enclosed in parentheses is the same one whose experimental
value is evidently too high (see page 94 ). - Also, the runs with
150 lb/hr steam have little significance, since adequate control at

this low steam rate was impossible in our experiments.

Except for the runs mentioned in the previous paragraph, whose
experimental values are unreliable, our theoretical model predicts

Uyg for the 1-in. tubes with a maximum deviation of 9%.

Figure 6 shows the agreement between theory and experiment in
graphical form, for both 2-in. and 1l-in. tubes. It refers to all runs

with saturated feed.
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,500

Feed rate 1 3,000
Steam rate é 150 | 250 | 150 | 250
Conc. factor 1 1 1 1
VH sat. temp. Exptl. Uyg
100 3 191 172 | 177 162
125 267 231
150 391 381 350 319
175 | 4ol 436
200 626 529
230 652 (773)|599  6L3
, Theor. Uyg
100 - 200 17k to02 158
125 | 265 237
150 | L6637k | 486 335
175 173 ih6
200 - 608 580
230 707 671 {769 712
% Deviation
100 +5 1 j+12 -2
125 | -1 +3
150 +16 -2 [+28 &5
15 | -b to2
200 -3 +9
230 +8 (-13) {+22 410

TABLE XV
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CORRELATION OF Uyy
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A more stringent test of the model is the prediction of the
liquid-side heat transfer coefficient. The predicted value of hVH can
be compared with experimental values; although the latter were not meas-

ured directly, they can be computed by taking

Ll = 1l _ Astm/Af _ AW/Af
h U h h
1
VE oxptl. VH o1 500 wal

Table XVI and XVII show the comparison for 2-in. and 1l-in. tubes, res-
pectively; agreement is generally within 20%. Figure 11 illustrates
the correlation of predicted with measured values of the experimental

h___.
VH
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Feed rate : 1,500 3,000 6,000
Steam rate § 250 ﬁéo 25om~u5o éé&wwmv : ”uééu-ﬁ
Conc. factor ~ 112 1] 2 1|1 1 > 1 >
VII sat. temp. | Experimental Values of B

100 438 L7 L2 470 | LB2 492

125 583 665 738

150 2 683 690 | 824 719 777 11025 925 998 918

175 f 854 967 - 1148

200 y 928 1095 % 1431

230 1147 1221 {1161 1004 1289 {(2100) 1591%(2125) 1813

Theoretical Values of hVH
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