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abstract 

The paper summarizes the current research in the Computer 
Vision Research Laboratory at the University of Michigan. 
The laboratory concentrates on developing generic vision 
algorithms for industrial applications. Generic vision algc- 
rithms can be applied to a wide variety of inspection prob- 
lems. The paper includes a discussion of the current state 
of the machine vision industry and provides recommenda- 
tions for improving the transfer of vision technology from 
research to practice. 

1 Introduction 
'-. The University of Michigan recently formed a laboratory, 

called the Computer Vision Research Laboratory, within the 
Department of Electrical Engineering and Computer Sci- 
ence for research in computer vision. The Computer Vision 
Research Laboratory will evolve through interaction among 
the researchers of various related disciplines and through 
inductrial and government contacts. 

The research program in the Computer Vision Labora- 
tory concentrates on the development of generic vision algo- 
rithms that can be applied to  a variety of situations. Generic 
perception algorithms are simple, reliable modules that hide 
the details of perception in a packaged hardware or software 
component that can be used by applications specialists who 
are not themselves expert vision researchers. Generic vi- 
sion algorithms are not developed for specific applications, 
but are designed to  solve a vision task that is part of many 
different inspection problems that OCCUI in different appli- 
cations in different industries. In developing generic vision 
algorithms, researchers leverage their efforts by providing 
solutions to  classes ofvision tasks while removing the details 
of the application from the research efforts. This insulates 
the vision researchers from the details of the application 
and allows them to concentrate on understanding the vision 
problems. 

Another aspect of research on generic vision algorithms 
is that the algorithms are clasified according to  properties 
that are meaningful in the context of the emerging knowl- 
edge of vision fundamentah, as opposed to classification 
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according to applications areas. There are no automotive 
vision algorithms or aerospace vision algorithms; vision al- 
gorithms are not specific to any one industry. Vision algo- 
rithms are defined by the properties of the vision processing 
task; that is, in terms that depend on the vision processing 
itself, rather than on some intended use for the algorithm. 

The nature of the problems of applying vision to spe- 
cific applications has not been widely perceived. The cur- 
rent macroeconomic system of machine vision is inapprc- 
priate. The solution is to place machine vision technology 
in the hands of the end users who are familiar with the re- 
quirements of their environment. Vision technology should 
be like any other instrumentation: plug it in and use it to 
make measurements. It is not practical for the developers of 
machine vision applications to perform the development spe- 
cific to the application and to develop the 'instrumentation" 
required for the development at the same time. To change 
the current, untenable system, vision researchers must pro- 
duce generic vision algorithms that can be used by vision 
systems developers in a variety of applications. 

Researchers are currently addressing problems related 
to vision engineering but without much, if any, concern for 
designing machine vision systems. The focus of the Com- 
puter Vision Research Laboratory on vision algorithms that 
are generic, rather than applications specific, meets needs 
not addressed by other research institutions. The Com- 
puter Vision Research Laboratory provides a focus for the 
synergistic interaction of researchers aided by interactions 
with industry. The goal of research in the laboratory is to 
address fundamental problems blocking advances in the de- 
sign of machine vision sys tem for various applications. The 
research addresses basic issues in computational vision re- 
search and the design of systems that can perform vision 
tasks in real time for a given application. New engineering 
techniques for designing systems are being developed that 
can perform tasks in an unstructured environment. The 
research may also advance the understandihg of biological 
vision systems. 



2 Research Problems 
Visual perception is the process of interpreting measurc 
ments surh as light intensity and range that relate to the 
projection of surfaces in a scene onto the image plane. The 
central problem i n  vision is t he  rcconstruction of surface 
s t ruc tu re  and propertics from the projection onto the image 
plane. This paper outlines some of the rescarch problems 
ciirrmtly hcing rxplored i n  thr Computer Vision Rescnrch 
1,aboratory. 

I)ynnmic vis ion 

Jtange images 

Knowledge-hased perception systems 

Computer architectures for vision algorithms 

Sensor integration 

Jlridging the gap between rcscarrh rcsults and appli- 
cations 

3 Dynamic Vision 
Motion provides valuable clucs to surfacc structure. Al- 
gorithms for interpreting sequences of images can provide 
mcasurcinents that  are very useful for applications. Image 
flow research has many applications including passive sens- 
ing systrms for autonomous mobility, machine inspcction of 
sorfarr s t incturp,  passive smsors for aircraft and satellitr 
docking systems, and irnagc compression. 

3.1 Background 

The  last frw years haw seen incrcasing intcrest i n  dynamic 
sccrir analysis. The input to a dynamic scene analysis sys- 
trrri is a sequence of images. A major pToblem in a computer 
vision system is to recover the informatioil about objects in 
a scene from images. This problem canno t  be solved without 
sonic assumptions about the world. A sequence of frames 
provides the additional dimension of time for recovering the 
information about a 3-dimensional world that is lost in the 
projection process. Multiple views of a moving object ac- 
quired using a stationary camera may allow recovery of the 
structure of the object 1451. A mobile camera may be nscd 
to acquire information about the structure of the stationary 
objects in a scene using optical flow [ l l ] ,  axial motion stereo 
[25,321, and other methods 1211. 

Many researchers in the psychology of vision support the 
recovery of information from image sequences, rather than 
from a single image [11,31]. Gibson Ill] argued in support 
of active information pick-up by the observer in an environ- 
ment. Neisser 1311 proposed a model in which the perceptual 
processes continually interact with the incoming informa- 
tion to verify expectations formed on the basis of available 
information. In computer vision system, the power of ex- 
ploiting motion, even with such noise sensitive approaches 
as difference pictures and accumulated difference pictures, 
has been demonstrated on complex, real world scenes 1201. 
Many researchers are addressing the problem of recovering 

information in dynamic scenes; but due to the legary of 
static scenes, most researchers are approaching the recovery 
problem using just two or three frames of a sequuence. This 
restricts the results to quasi-dynamic scene analysis, rather 
than true dynamic scene analysis. The information recovery 
process requires constraints about the scenc. The analysis 
bascd on small numbers of frames rests on assumptions that 
ignorc t,he most important information in dynamic SCCIICS. 

The viewpoint of the Compntcr Vision Resc;rrcli I.ab- 
oratory is that image undorstanding is a dynamic process. 
Dvnamic vision aleorithms cope with tlrc crror-fillwl visual 
world by exploiting redundant information in i,he image sc- 

qucnce. Current rcscarch cfforts are developing a qualitative 
approach to vision that uses only relative information avail- 
able in a sequence to infer rrlationships hctwetn ohjccts in 
a scene. 

3.2 Segmentation 

I n  many dynamic scene analysis systcms, the goal is to r w -  
ognize moving objects and to find their motion characteris- 
tics. If the scene is acquired using a stationary camwa,  then 
scgmentation generally refers to the separation of moving 
components from stationary components in the S C R U C  and  
identification of individual moving objects bawd on vcloc- 
ity 01 some other characteristic. For the case of a moving 
camera, the segmentation task may be the samo ahovr 
or may involve further segmentation of the stationary rom- 
ponents of the scene by exploiting the motion of llic c i i i r i ~  

era. Most research efforts for the segmentation 01 dynamic 
scmes have been concerned with thc extraction of thr i r w  
ages of the moving objects observed by a statimary camera. 
It has long been argued by researchcn in pcrccptiun \11,45\ 
that motion cues aid the segmentation process. Cornputrr 
vision techniques far segrncnting dynamic sccncs p d o r m  
well in comparison to those for the segmentation of statim- 
ary scenes. The scgmentation of moving camera S C C ~ P S  into 
their stationary and nonstationary components h a  rereiwrl 
attention only recently 1221. The major problem i n  the srg- 
mentation of moving observer scenes is that every surface 
in the scene shows motion in the image. For scpamtion 
of moving object images, the motion component assigncd 
to various surfaces in the images due to the motion of the 
camera must be removcd. The fact that  the image motion 
of a surface depends on its distance from thc camcra and 
the surfacc structure complicates the situation. 

Jain developed techniques for the segmentation of dy- 
namic scenes [19,20,22]. These techniques have hccn used 
in many applications. Sandia Laboratories is developing 
systems for tracking objects for Army applications using 
techniques based on differencing using a likelihood ratio. 
Recently research led to a new approach for segmentation 
using accumulative difference pictures that may he imple- 
mented easily on special hardware 1231. 

U 

3.3 Image Flow 

Image flow is the velocity field in the image plane that arises 
due to the projection of moving patterns in the scene onto 
the image plane. The motion of patterns in the image plane -. 



raay be due to the motion of the observer, the motion of 
objects in the scene, or both. Thc motion may also be a p  
parent motion where a c.hmge ~ J I  the image betwwn frames 
gives the illnsion of niotion [SC]. 

The intent of this research is to d i o v e r  new mod& 
for image flow that wi!l yield new algorithms for inuge flow 
estimation and analysis. Constmint equations that better 
model the intemctiom between changes in object position 
and the illumination and surface reflectance chairwteristics 
will nat.urally result in better algorithms and better nnder- 
standing of exifiting algorithms. 

Trior irnage flow resewch developed an 
tion O r  smooth patterns o i  image inadianc 
locity fields 1271. The equation was extended Grst to image 
irradiance patterns with discontinuitiea and then to veloc- 
it,y fields wi.th diacontinuities [55,56,60]. Future mearch in 
imsge flow constraint eqoations will aim. to increase OUT un- 
derstanding of image flow characteristics. This will lead to 
new ;~lgoritknis for image Bow fistim.tion that incorporate 
ihe new contirruiiy equations. Restrictions on the sitnations 
in ivhi.cb existing continuiiy equations can bz .used will be 
discovered and these insights will improve the performance 
OF existing image flow estimation algorithms by pin pohting 
the &natiorra where the algorithms cannot be use& 

3.4 "slioo Stereo 

1)eptiz determination is a continuing problem in computer 
vision. &!CLeaKCh in this area Is motivated by the need foor 
taxget t,rr;cking, autonomous vehicles control, visual pros- 
t,hescs for. the blind, realistic flight trainers, and models of 
the birman visual system. There is a plethora of depth de- 
termination ti*r.bniques. Many different sterm sya tem for 
depth det.crruination have been developed j m t  in the last 
few yeass. 

Stereo infomation can also be obtained using a aingle 
moving cameea. Jain and O'Bricrr [2.~,32] map images into a 
complex log space where the movemerit of the objects h two 
dimenuiom due to the camera motion becomes a translation 
along one ,wk in the new spsce. Gived C h i i s  phenomenon, 
the motion correspondence problem is greatly reduced, since 
only e small ntrip OF the new space nwdo to be searched 
1181. This constraint is siLnilar to the epipolar constrairtt 
in atereo. In addition, the tramform is acaie and rotation 
irivurisnt. It a180 liw an aialog in the h u m  visual system: 
the mapping of the retinal npacc into the striate cortex is 
very closely spproximrited by the CLM. Figwe I oliows an 
image *mi: its mqpirxg. 

Optical @ow hos been studied with the aim of recover- 
ins inlormdcion &ant the enviroment and the motion of 
the observer. The epornofiora compler !opadmi;c mapping 
[EGLM) rxploits wme cixaracteristicir of optical flow 3vith- 
out compu,tiw it. The mapping combines sale, projection, 
an3 rotation inv.miancea of complptc 
chwscteriaticu oi optical 
mentation of &age mqnenceu to recover images of moving 
objecta. The distance to stationary objects can &qo be corn- 

Usiug this mapping, motion stereo and eegmentation can 
be itchieved i.n one step. The feasibility of the appraach bm 

PUted from bile egOi3WtiOil COKXlpleV f&!J~thk kmpphg. 

... . 

Fignure 1: An image and ita co log mapping are shown 
in this figure. The mapping lar to the retino-striate 
mapping in primate visnai systems. This mapping is vew 
useful in fiegmentation and depth recovery in dynamic vi- 
sion. 

been demonstated. The next step is Lo alndy its application 
in dynamic #cones. This research should yield hpoi%:ant 
results for the navigation of mobile robots. 

9.5 ~~~~~~ ~~~~~~~~~~ 

Iterative algorithm for determ'lnini: trr$ectosies of poinb in 
an extended h m e  eequence miug pat6 co?:r~cu~c we being 
developed. The emphasis in this appmach ia to exploit eoo- 
Cion characteristics for etabli&in$ com-spondmce without 
muming rigidity of objects. A greedy exchange algorithm 
has been developed to implement tY i  idea [44. The mdta 
of applyks  this algo~itlun to a seqnence from the Sprparmn 
mmie ate &OWR in Fig. 2. 





0. llu: long 'terra goni of thi:j project is to develop techniques 

t,hat will be usehi in object recognition and navigation usirig 
range inforinstion. 

Tiic lait few years have seen increasing attention to  the 
analysis OF range imak;sa. Il?.nge images may be obt.aincd 
wit11 passive methods, such as binocular stereo, or with 
range sensors. Range images contaiu explicit information 
about suifams. Thia expiicit inlormation PdCilitZltes recog-. 
nit.ion and location tasks in many applicirtioas. The goal in 
range image understanding is i;o find robust symbolic rinrface 
descriptions tXat are indcperidciit of viewpoint. Techniqnes 
f.0 ci,ar.sctt:riZe su1 

.. 

(1s in range: imagen are being developed 
[5&!4]. 

Surfaces izc segmented Tising local Fcatu~e~, such as Gaus- 
sian arid mea,ii curvai,nres and related d.iffcrentia1 geometric 
Ivic5surs. :rhe signs of tire CUTVKLI~TF;J at earh point in the 
image are u s d  I;O assign un.c of eight basic surface types to 
e ; d  poinL in *.ire inrage. 'Pile next step is to develop tech- 
niques to  identily surlaccs by grouping points wing the sur- 
f x e  type, spatiai proxiniity, and other criteria. All grouping 
processes must corifol-n-i 113 i.he sensed iniormaiioii since the 
uitima.tc tsut,h is in thai sensed data. This stirnnius hound 
irpproach uses syaitolic siirtkxe descriptions in the segmen-. 
%ation of ixnitges. Figuxc 4. shows a result or this segments-. 
t i o n  approaciI. The cpmbolic su&cc descriptions will play 
inqmi'tao i, role in man:; applications. 

6.l ;tker:ngnition Methods 
. . .  0b j jcc . t  nxognitinn i:; B major niotivstion in most imagcL 

:iiidi:rstaiidirrg systexm;. IJespite strenuoms eflorts, only lirn.. 
itci! has lbceri nchieved. 

'The object rerolgnition task ciin be clmified bmcd on 
r l ty  i n  sevcrai way:;. One way is based on t.he di:gree of 
lainty allowed in the oLject's posilion md orientation. 
car1 range From no uncertainty, to uncertaint,y only in 

its 2.-D position, tlrrougli uncertainty in both its 2-1) posi- 
tion and rotation, up to nncerta.iuty in its 3-.E position ;tiid 
or ieiitation. 

The titsk can be ftuLlier clmified based o n  the complex-. 
ity of interactions allowed between objects. In the simplest 

ZC, ew,h object to b e  :recognbed must bc completely visi-. 
? and surrounded by background. 111 a more complex case, 

objects are allovied to touch but not overlap. In the most 
general $:ti;t?, objects 3.1s allowed t,o partially occlude one 
;v10ther. 

Most W O F ~  on the occluded-objjccts problem has concen-. 
trated on the case where there is only om object type in the 
aiene. Algorittrvnri developed for this problem c.2n be ex- 
tended to  cas& ofrnultiple 0b.jmt.s types, Rimply by running 
i.he algorithm multiple tiuies, once for each possible object 

FS not consider or lake ad- 
vantage of the ni differemw among possible 

n time incream' riemIy with 
the nrrmber OF pnssihie objtxt:ts, after a fixed time for prtr 
processing. This can bm:onie R problem as the number of 

. .  
.. possible object typen increascs. 

A new mcthod for objmt recogbition called the Jeeottrre 
indezed hgpotheses method is being developed. This method 
bree.ks the recognition process into two phases: hypotho 
s a  genera.tion and hypothesis verificat,ion. By wing [ea- 

.tures that occur multiple timw in thc pu=sible object set, 
i,he number of features in the search can be greatly reduced 
generating a small number of fake hypot,heses that axe easily 
rejected. By carefully selecting the features, t h e  recognition 
time growth r;i.te ca,n he reduced to t,he square root of the 
number of possible objwts. l:his method also has tlic a d v a ~ - -  
tage that unique Ceatura which are diRicult or impcssiblc to 
find if the possible obj& set contains many si.mil<u objects 
are not required. The method's feasibility is demonstrated 
by the resoits of a prototype two-dimensional occluded-parts 
recognition system. 

5 ~~~~~~~~~~-~~~~~ ~~~~~~~~~~ sys- 
"cen3s 

Most complex tariks require specialized knowledge, image 
understanding is no exception. The last few years have seen 
an  increasiiig application of knowledge in 8:ompuier visicn 
systerr*s. T h e  application of knowledge at different lcvcls in 
a. vision system i s  being studied. 

6.1 ~ ~ ~ ~ ~ ~ ~ ~ ~ - ~ ~ ~ @ ~  Algtrrith.ms 

A n  image interpretation system is a program that. derives a 
scene description from a tiuie.varying image. Tlre inpol sig- 
nal is a rectangular grid of signal sarripies tvkfn at regular 
time intervals I(z,y,t). The sample can he  iakeri in several 
frequency rang= (for ex~mple, red, green, sad hlne) and 
combined into a timcvarying vector field C(z ,y , i ) .  'i'bere 
is wide agreement that this characterizes the  environmental 
data used by such a system [S,l?]. On the other h i d ,  it is 
much more diiiicislt to iormulate a description of the out.put 
of an interpretation system. In this project, the output of 
:in interpretation system is a network representiiig the SCPDC 

being viewed, an approah  common to other intcrpretatinn 
s y s t c n ~ .  The nodes of such a network are groups oi objects 
within the scene: individiiat objects, object parts, or rcfer- 
erica to clusters of image events. Arcs in the network arc 
labeled with relations between the objects. Since primitive 
object par& are urually depiceed as geometric solids or col- 
lections OF joined surfam patches [IO], these represeiitntions 
are incliided in the repmentalion wed in this work. 

However, there is nu n m i  to liuiit orirselves to  only that 
type of reprcsentation. In Pact, the study of which types of 
primitivew are uschi m d  h w  they relate to the prorewing 
oC the image is part of our cwmnt resfarch. The &IPS of 
which retations to use, how to vary those relations with tiure, 
and how to incoxporsle the variations in object deficriptioris 
that occur over lime axe a h  hekg studied. 

The image F ~ U ~ W X  is not thg only w ~ n e  of data used 
by ZUI irbcqpretation witem. A 11qp database of relational 
and descriptive iuformation, including inf~xmatiun .rbout 
procsxses m d  procedures, is also n c c s s r y  for image imrr- 





Figure 6 This figurn shovm an image showing-hw SEM 
images of a section of a wafer and the 3-D surface structure 
as rcconstmcted iisi.ng our *em slei;y, algorithm. 
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