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abstract

The paper summarizes the current research in the Computer
Vision Research Laboratory at the University of Michigan.
The laboratory concentrates on developing generic vision
algorithms for industrial applications. Generic vision algo-
rithms can be applied to a wide variety of inspection prob-
lems. The paper includes a discussion of the current state
of the machine vision industry and provides recommenda-
tions for improving the transfer of vision technology from
research to practice.

1 Introduction

The University of Michigan recently formed a laboratory,
called the Computer Vision Research Laboratory, within the
Department of Electrical Engineering and Computer Sci-
ence for research in computer vision. The Computer Vision
Research Laboratory will evolve through interaction among
the researchers of various related disciplines and through
inductrial and government contacts.

The research program in the Computer Vision Labora-
tory concentrates on the development of generic vision algo-
rithms that can be applied to a variety of situations. Generic
perception algorithms are simple, reliable modules that hide
the details of perception in a packaged hardware or software
component that can be used by applications specialists who
are not themselves expert vision researchers. Generic vi-
sion algorithms are not developed for specific applications,
but are designed to solve a vision task that is part of many
different inspection problems that occur in different appli-
cations in different industries. In developing generic vision
algorithms, researchers leverage their efforts by providing
solutions to classes of vision tasks while removing the details
of the application from the research efforts. This insulates
the vision researchers from the details of the application
and allows them to concentrate on understanding the vision
problems.

Another aspect of research on generic vision algorithms
is that the algorithms are classified according to properties
that are meaningful in the context of the emerging knowl-
edge of vision fundamentals, as opposed to classification
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according to applications areas. There are no automotive
vision algorithms or aerospace vision algorithms; vision al-
gorithms are not specific to any one industry. Vision algo-
rithms are defined by the properties of the vision processing
task; that is, in terms that depend on the vision processing
itself, rather than on some intended use for the algorithm.

The nature of the problems of applying vision to spe-
cific applications has not been widely perceived. The cur-
rent macroeconomic system of machine vision is inappro-
priate. The solution is to place machine vision technolegy
in the hands of the end users who are familiar with the re-
quirements of their environment. Vision technology should
be like any other instrumentation: plug it in and use it to
make measurements. It is not practical for the developers of
machine vision applications to perform the development spe-
cific to the application and to develop the “instrumentation”
required for the development at the same time. To change
the current, untenable system, vision researchers must pro-
duce generic vision algorithms that can be used by vision
systems developers in a variety of applications.

Researchers are currently addressing problems related
to vision engineering but without much, if any, concern for
designing machine vision systems. The focus of the Com-
puter Vision Research Laboratory on vision algorithms that
are generic, rather than applications specific, meets needs
not addressed by other research institutions. The Com-
puter Vision Research Laboratory provides a focus for the
synergistic interaction of researchers aided by interactions
with industry. The goal of research in the laboratory is to
address fundamental problems blocking advances in the de-
sign of machine vision systems for various applications. The
research addresses basic issues in computational vision re-
search and the design of systems that can perform vision
tasks in real time for a given application. New engineering
techniques for designing systems are being developed that
can perform tasks in an unstructured environment. The
research may also advance the understanding of biological
vision systemns.



2 Research Problems

Visual perception is the process of interpreting measure-
ments such as light intensity and range that relate to the
projection of surfaces in a scene onto the image plane. The
central problem in vision is the reconstruction of surface
structure and properties from the projection onto the image
plane. This paper outlines some of the research problems
currently being explored in the Computer Vision Rescarch
Laboratory,

e Nynamic vision

e Range images

o Knowledge-based perception systems

e Computer architectures for vision algorithms
e Sensor integration

e DIridging the gap between rescarch results and appli-
cations

3 Dynamic Vision

Motion provides valuable clues to surface structure. Al-
gorithms for interpreting sequences of images can provide
measurements that are very usefu! for applications. Image
flow research has many applications including passive sens-
ing systems for autonomous mobility, machine inspection of
surface strcture, passive sensors for aireraft and satellite
docking systems, and image compression,

3.1 Background

The last few years have seen increasing interest in dynamic
scene analysis. The input to a dynamic scene analysis sys-
tem is a sequence of images. A major problem in a computer
vision systern is to recover the information about objects in
a scene from images. This problem cannot be solved without
some assumptions about the world. A sequence of frames
provides the additional dimension of time for recovering the
information about a 3-dimensional world that is lost in the
projection process. Multiple views of a moving object ac-
quired using a stationary camera may allow recovery of the
structure of the object [45]. A mobile camera may be used
to acquire information about the structure of the stationary
objects in a scene using optical flow {11], axial motion stereo
{25,32], and other methods [21].

Many researchers in the psychology of vision support the
recovery of information from image sequences, rather than
from a single image [11,31]. Gibson (11] argued in support
of active information pick-up by the observer in an environ-
ment. Neisser [31] proposed a model in which the perceptual
processes continually interact with the incoming informa-
tion to verify expectations formed on the basis of available
information. In computer vision systems, the power of ex-
ploiting motion, even with such noise sensitive approaches
as difference pictures and accumulated difference pictures,
has been demonstrated on complex, real world scenes [20].
Many researchers are addressing the problem of recoveting

information in dynamic scenes; but due to the legacy of
static scenes, most researchers are approaching the recovery
problem using just two or three frames of a sequence. This
restricts the results to quasi-dynamic scene analysis, rather
than true dynamic scene analysis. The information recovery
process requires constraints about the scene. The analysis
based on small numbers of frames rests on assumptions that
ignore the most important information in dynamic scenes.

The viewpoint of the Computer Vision Rescarch Lab-
oratory is that image understanding is a dynamic process.
Dvnamic vision algorithms cope with the error-filled visual
world by exploiting redundant information in the image se-
quence. Current research efforts are developing a qualitative
approach to vision that uses only relative information avail-
able in a sequence to infer relationships between objects in
a scene.

3.2 Segmentation

In many dynamic scene analysis systems, the goal s Lo rec-
ognize moving objects and to find their motion characteris-
tics. If the scene is acquired using a stationary camera, then
segmentation gencrally refers to the separation of moving
components from stationary components in the scene and
identification of individual moving objects based on veloe-
ity or some other characteristic. For the case of a moving
camera, the segmentation task may be the same as above
or may involve further segmentation of the stationary com-
ponents of the scene by exploiting the motion of the carm-
era. Most rescarch efforts for the segmentation of dynamic
scenes have been concerned with the extraction of the im-
ages of the moving objects observed by a stationary camera.
It has long been argued by researchers in perception {11,45!
that motion cues aid the segmentation process. Computer
vision techniques for segmenting dynamic scenes perforin
well in comparison to those for the segmentation of station-
ary scenes. The segmentation of moving camera scenes into
their stationary and nonstationary components has received
attention only recently [22]. The major problem in the seg-
mentation of moving observer scenes is that every surface
in the scene shows motion in the image.
of moving object images, the motion component assigned
to various surfaces in the images due to the motion of the
camera must be removed. The fact that the image motion
of a surface depends on its distance from the camera and
the surface structure complicates the situation.

Jain developed techniques for the segmentation of dy-
namic scenes {19,20,‘22]. These techniques have been used
in many applications. Sandia Laboratories is developing
systems for tracking objects for Army applications using
techniques based on differencing using a likelihood ratio.
Recently research led to a new approach for segmentation
using accurnulative difference pictures that may be imple-
mented easily on special hardware [23].

For separation

3.3 Image Flow

Image flow is the velocity field in the image plane that arises
due to the projection of moving patterns in the scene onto
the image plane. The motion of patterns in the image plane



may be due to the motion of the observer, the motion of
objects in the scene, or both. The motion may also be ap-
parent moetion where a change in the image betwesn frames
gives the iHusion of motion {36].

The intent of this research s to discover new models

_Jor image flow that will yield new algorithms for image flow

estimation and analysis, Constraint equations that betier
model the interactions between changes in object position
and the llumination and surface reflectance chatecteristics
will naturally result in better algorithms and betier under-
s‘ta.ndmg of existing algor whmﬂ

Frior image fow résearch d?veloped an jmage flow equa-
tion for smooth patterns of image itradiance and sihooth ve-
locity fields {27]. The squation was extended first o image
irradiance patierns with discontinuities and then to veloe-
ity fiolds with discontinuities {55,56 60]. I'utum Tesearch in
image flow constraint equations will aim to incresse our un-
derstanding of imape fow characteristics. This will lead to
new algorithms for image fow estimadion that incorporate
the new continuity equations. Restrictions on the situations
in which existing continuity equations can be used will be
dizcovered and these insights will improve the performance
of existing image ow estimation algorithms by pin pointing
the situations where the algorithms capnet be used.

2
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Motion Stersc

Depth determination iz a continuing problem in computer
vision. Research in this ares is motivated by the need for
targes trecking, autonomous vehicles contrel, visual pros-
theses for the blind, realistic flight trainers, and models of
the human visual aysteny. There is a plethora of depth de-
termination technigues. Many different stereo systems for

epth determination have been developed just in the last
few years.

Stereo informeation can also be obtained using a single
moving camera. Jain and O'Brien {25,32] map images into 2
complex log space where the movement of the objects in two
dimensions due to the camera motion becomes a translation
along one axis in ?}z.e neW Space. Gwan_thl.s phenomenon,
the motion correspondence problem is greatly reduced, since
cnly a small sirip of the new space needs $o be searched
f18]. This constzaint is similar to the epipolar constraint
in steren. In addition, the iransform is acale and rotstion
invariand. It slsc has an analog in the human Visual system:
the mapping of the refinal space into the striate cortex is
very clossly approximated by the CLM. Fxgme 1 shows an
bmoege and ibs mapping.

Optical Sow has been studled with the aim of recover-
ing information about the environment and the motion of
the observer, The egomotion complex logarithmie mapping
(ECLM]) exploits some charscteristics of optical flow with-
out computing it. The ma.ppmg combmea acaie., pro_;ectton,
and rotation mva,na.m:ea of mmpiex ]og JIoapping with the
chara,:,te:rmtms; of optucai How. This mappmg is nseful § m sog-
ment&*wn of image aequemw to recover images of moving
{)b_]"ctﬂ The distance to statlcna:} ob_;earts can also be com-
puted from the egomﬂtlpn complex logarithmic mﬁppmg‘
Using this mapping, motion 3‘&31_'60_&.::-:"1‘ segmentation can
be achieved in one step. The feasibility of the approach hes

Figure 1: An image ami ita comp!ex log mappmg are ghown
in this Ggure. The mappmg is similar to the retmo-‘stmate
mapping in primate visual system;s ‘This mapping iz very
useful in segmentation and depth tecovery in dynamic vi-
SI0T.

been demonstated. The naxt step is to study its application
in dynamic scenes. ‘This research should yield important
results for the navigation of mobile robots.

8.5 Motion Trajectories

Iterative algorithms for determining trajectories of points in
an extended frame sequence using path coherenes ave being
developed. The emphasis in this approach is to sxploit mo-
tion characteristice for establishing corvespondence withous
agsuraing rigidity of objects, A gi‘éﬁd}' exchange slgorithm
has been developed to implement this idea [41]. The results
of applying this algorithm to & sequence from the Superman
maovie ave showsn in Fig. 2.



Figure 31 Three frames from the Supsrman sequence are
shown in this figore, Puints on the head pad helt of the three
soldiers running towards the camers were tracked using 2
greedy wachange algorithm. The trajectories are also shown
e

Figare §: This g
tinn algorithm. For the road shown in the top Wb
the rond edges are shown in the

it Botton

Another spproach to Snding irajectories that will detor-
mine motion events i boing sindied, In this approsch, mo-
tiom parameters are recovered ueing constrainis imposed by
the equations for the motion of poiats {15 The slporithe
uges succassive rofinement to determine the irajeciar
points. A very atiraciive festure of this wpproach is that
determines discondinnities and {ries to wse emooths
for the krown srnooth path in extabliching coress

The determinstion and role of events it dvneinic
is being studied. 4 motion event may sccur dus 1o 5 changs
in the motion paramneters or due fo occlusion. A major
shrust of other vesearch is o develop techaiques thet will
reogver gualitative nformation sbout depth and motion of
obiects using consiraint propagation.

3.8 MNavigation

Techniques for the guidance of avtonomous mobile robota
ot vehicles are being developed. This requires tachaiguas to
recover information sbout the snvironmment ueing vislon and
thes o use hnowledge based technigues to contrsl the nevi-
gation. The observation thsat the location of road vanishing
polats does not change signiflcantly from Prame to frame
is used to develop an algorithes for finding rosd boundaries
{25), The algorithin wses the hypothesize and test paradige.
Rausults of this approack arve shown in Fig. 4.

.



4 Range Images

The long term goal of this project is to develop technigues
that will be useful in ohject recognition and navigation using
range information. '
The last few yoars have seen increasing attention to the
analysis of range images. Range images may be obtained
with passive methods, such as binocular stereo, or with
Tange Sensors. Ran?e inzages consain explicit information
shout surfaces.” This explicit Information {acilitates recog-
nitlon and location tasks in many applications. The goal in
range image understanding is to find robust symbolic surface
descriptions that sre independent of viewpoint. Techniques
{0 characterize surfaces in range images are being developed
[5,4,24].
Surfaces are segmented using local features, such as Gaus-
sian and mean curvatures and related differential geometric
measures. The signs of the curvatures at each point in the
trasge are used to assign one of eight basic surface types éo
each point in the image. The next step is to develop tech-
nigues to identily surlaces by grouping points using the sur-
face type, spatial proximity, and other criteria, All grouping
processes tuust conform to the sensed inforration since the
ultimate truth iz In the senzed data. This stimuiss bound
approach uses symobolic surface descriptions in the segmen-
tation of images. Figure 4 shows a result of this segmenia-
tion approach. The symbolic surface descriptions will play
froportant role in many applications.
4.1 Recogunilion Methods

(}u_; et recognition & a majoy motlvation in most image-
wnderstanding systems. Despite strenuouns efforts, only lim-
itedd success has been achleved.

The objert recognition task ¢an be classified based on
difficnliy in several ways. One way is based on the degree of
unceriainty allovied in the o’c»;o(.t vosition and orientation.
This can range from no unceriaindy, fo uncertainty only in
its 2- position, through uncertainty in both its 2-D posi-
tion and rotation, up lo uncerfainly in its 3-I) position and
oridntation.

T'he task can be further classified based on the complex-
ity of Titeractions allowed bs,ftWéén objects. In the simplest
case, cach object to be recognized must be completely visi-
ble snd siﬁmun&{zd by backgmux_zd. In 5 more complex case,
objecis arée allowed to touch but not overfap. In the most
general case, objecis are allowed fo partially occlude one
another.

. Most work on the occluded-objects problem has concen-
.,ratfd on the case where there js only one object type in the
dgeene. Algorithms developed for this problem can be ex-

tended to cases of multiple objects types simply by running

ﬂfw algoritho multiple iml&:, once for each pozsmbie object
type. Thid is ot ideal, 28 it does not mnmder or take ad-
vantage of the snmﬂ@mi,wa and dxﬁermceﬁ among possible
objacts, mi% tha re«wgmimﬂ ifine increades lmcmiy with
the mxm’!}er of posmhle ohiects, after a fixed time for pre-
processing. This cant become a problam as thc number of
possible objoect Lypes lncresses.

A new method for object recognition called the feafure
indezed hypotheses method is being developed. This method
bresks the recognition process inte two phages: hypothe-
ses generation and hypothesis verification. By using fea-
tures that occur multiple times in the possible object set,
the number of features in the ssarch can be greatly reduced
generating a small number of false hypotheses that are easily
rejected. By carefully selecting the foatures, the recognition
time growth rate can be reduced to the square root of the
number of possible objects, This method also has the advan-
tage that unique leatures which are difficult or impassible to
find if the possible object set contains many similar objects
are not required. The method’s feasibility is demonstrated
by the results of 2 prototype two-dimensional occluded-parts
recognition system.

=

5 Hanowledge-Based Perception Sys-

ternns

Most compler taske require specialized knowledge, bmage
undersianding is no exception. The last few yoars have seen
a0 increasing application of knowledge in computer vision
systerns. The spplication of knowledge at different levels In
a vision system Is being studied.

5.1 Hnowledge-Based Algorithms

An image interpretation system is a program thet derives a
scene description from a time-varying image. The input sig-
nal iz a rectangular grid of signal samples taken at regular
timne ntervals 7(x, v, t). The sample czn be taken in several
frequeney ranges {for example, red, green, and blue} and
combined inte a thme-varying vector field €z, y,4). There
is wide agreerment that Lthis characterizes the environmental
data used by such a system [9,17]. On ithe other hand, it is
wmuch more difficult to formulaic a description of the output
of an interpretstion system. In this project, the output of
an interpretation system is a network representing the scene
being viewed, an approach common to other interpretation
systems. The nodes of such a network are groups of objects
within the scene: individual nbjects, objeci parts, or refer-
ences to clusters of i image evenls. Arcs in the network are
labeled with relations between the objects. Since primitive
object party are usually depicted as geometric solids or col-
lections of joined surface patches [10], these representations
are incladed in the representation used in this work.

However, there is no need to limit ourselves to only that
iype of répresentation. In fact, the study of whach types of
primitives are useful and how i.hey yelate to the pmcemmg
of the image is part of our current research. The issues of
which relations to use, how to vary those relations with time,
and how {o mcorpgraf;e the variations in Ob‘]ﬁct descriptions
that occur over time are also being studied.

The image sequence is not the only source of data used
by an interpretation system. A lé.rgé database of relational
and descriptive information, including informmation about
processes and procedures, is also pecessary for image inter-
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& Vision Computer Architecture

Fhe read-time application of image understanding algorithros
requires eomptier hardware that allows the algorithms to be
sxecuted at high spead. The NCURE machine s being used
to study hypercube srehitectures Tor the implementation of
vision algorithmae,

This research 5 concerned with developing techniques
te perfortn computer vision compaiabions on loosely and
pightly coupled psrailel processors. The sige of data seis
sad the speed ai which they can be created i current prob-
lemms swamp even the fastest computers. The procossing
power required to keep up with the npuet iz greater than
100G MIPE, This level of processing power is pousible only
with some degree of parallelism, However, s rale of thumb is
that parsliel processors can rarely sestain an efficiency level
of greater than 20% [38]; thus the machine peeds to have
& peak powsr of about 500 MIPS, Normally the sumber of
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T  Sensor Integration

Hepreseptations snd techningues for combining vision, range,

tagtile, and other sensory inforrcation are being studi
Representations that will allow easy inference
rensory are not knosmn.

ing mmuhi
Bepresentations thal will faciiitate
comnbining mutisensor information for pleaning and recon-
nition tasks using partial information obisined from sach
soniree are key to the suecess of sensor fusion. Technignes to
comnbine uncertain snd impreciss information are being de-
veloped using nonmonotonic and probabilistic approaches,
Methads that try to combine beliefs and disbelefs wing un-
cartainty caloulus for solving problems n distribuied prob-
fern solving systems are being stndied.

Compnter vision and koowledge-hased wysiems have to
desl with uncertain and lmprecize dats in almost all phases
of reasoning. Many approaches, suech as Bayesian methods,
furzy logic, Dempeter-Schaefer theory, and gualitative ap-
proaches, have been proposed for dealing with nncertaingy.
All of these spproaches have their problewms snd advas-
tages. Unfortunately, it is not clear which method Is best
for shich types of applications. With the aim to under-
stand the sirenghis and weaknesses of each approach, & lan-
puage called ULOG s belng developed that will implement
uwueeriain variables in a PROLOG type snvironment. The
HLOG language allows a user to changs the algorithos used




Pigure 4 A range image and its segmentation using Besls
and Jain’s algorithio are shown in the {fop-left and bot-
tom-right corners respectively. Using the polynomial de-
seriptors of the segroented surfaces, the original image is
reconstructed. This is shown at top-right.

Figure 5: This figire shows an image showing the classifi-
cation of solder joints by our algorithm.

Figure 6: This figure shows an image showing two SEM
images of a section of a wafer and the 3-D surface structure
as reconstructed using our sem stereo algorithm.
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