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This paper is dedicated to the memory of Derlon Chu (Nov. 20, 1959 – June 19, 2003) – a 
colleague and a friend who has contributed much to make CFD impact the design of 

automotive components.  Derlon Chu spearheaded the formation of the “Partnership on 
CFD Codes and Models for the Automotive Industry” to address error issues in CFD. 

 
 

This paper presents and evaluates a method for estimating grid-induced errors in CFD solutions that 
recognizes error at one location in the flow domain may not be generated there, but rather generated 
elsewhere and then transported there.  This paper derives a system of discrete error-transport equations 
(DETEs) to compute the evolution of grid-induced errors in finite-volume solutions of the Euler equations 
for compressible flows in two dimensions.  The finite-volume method to which the DETEs were derived is 
one which can be applied to structured or unstructured meshes with cells that can be triangular, rectangular, 
or other polygons.  Results for a test problem involving an oblique shock wave show that if the residuals in 
the DETEs are modeled accurately, then the DETEs can predict grid-induced errors accurately. 

 
 

 
1. INTRODUCTION 
 
 With computational fluid dynamics (CFD) becoming 
more accepted and more widely used in industry for design 
and analysis, there is increasing demand for not just more 
accurate solutions, but also error bounds on the solutions.  
The error in each CFD solution can be attributed to three 
main sources (see, e.g., Roache1, Oberkampf, et al.2, and 
Cosner, et al.3).  The first is inadequate modeling of 
physics that are not resolved by first principles such as 
turbulence inside the flow domain and inflow boundary 
conditions at the domain boundary.  The second is non-
physical effects such as numerical diffusion and dispersion 
that result when the governing partial differential equations 
(PDEs) are discretized into algebraic equations on a 
discrete domain by finite-difference, finite-volume, or 
finite-element methods.  The third source of error is from a 
poor quality or an insufficiently fine grid or mesh. 
_____________ 
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 For most users of CFD, especially those who do not 
have access to the source code, the mesh and the time-step 
size are the only parts of the solution procedure in which 
the user has full control.  The importance of the mesh 
cannot be over emphasized.  The mesh must represent the 
geometry with sufficient detail and enable the algebraic 
analog of the governing PDEs to resolve the relevant flow 
physics.  For complicated steady and unsteady, three-
dimensional problems, the number of grid points or cells 
that can be used in a mesh is restricted by either the 
available computer resource or a need to have a practical 
turn-around time in computing a solution.  With a 
constraint on the number of grid points or cells, accuracy 
demands grid points to be placed in regions where they are 
most needed to resolve the geometry and flow physics 
(e.g., by r- or h-refinement).  Unfortunately, this non-
uniform distribution can create what are referred to as 
poor-quality cells, which can induce considerable errors in 
the computed solutions4.  Also, even when using the 
solution to adapt the grid as optimally as possible, the 
solution generated is often far from being grid independent 
because of resource constraints. 
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 Thus, the questions are (1) what can one believe in the 
computed solutions?  (2) What is the error bound on the 
solutions from a poor-quality or an insufficiently fine grid?  
How can the grid or mesh be improved to increase 
accuracy? 
 
2. PREVIOUS WORK 
 
 A number of investigators have developed and 
evaluated ways to quantify errors in solutions of PDEs that 
arise from poor-quality or insufficiently fine grids/meshes.  
Roache1 reviewed and classified all of these methods into 
two categories:  methods based on multiple grids and 
methods based on a single grid.  Methods based on 
multiple grids5-7 require solutions to be generated on a 
series of increasingly finer grids (at least 3).  These 
methods can give definitive statements on errors, but is 
more expensive in requiring solutions at finer meshes, 
which can be prohibitive for realistic engineering 
problems.  If Richardson’s extrapolation is used, then the 
meshes must be sufficiently fine for the truncated Taylor 
series to be bounded before this method can yield 
meaningful results. 
 Single-grid error-estimation methods can be classified 
as algebraic or PDEs.  Algebraic methods assume that the 
error at a grid point or cell is a function of the grid in 
question and the solution there.  A lot of work has been 
done on algebraic methods, mostly in relation to solution-
adaptive mesh refinement (see, e.g., Carey4, and Refs. 8 to 
14).  These algebraic error estimators, also referred to as 
grid-quality measures, typically only consider gradients of 
the scalar fields.  Shih, et al.15 and Gu, et al.16,17 proposed 
grid-quality measures that also account for the vector and 
tensor nature of the flow field and link the solution to the 
geometry and size of each cell in a grid. 
 Single-grid PDE error estimators, first proposed by 
Babuska, et al.18,19, recognize that errors once generated 
can be transported by advection and diffusion to other 
parts of the flow field.  Thus, a transport equation is 
needed to understand the generation and evolution of 
errors. 

A method for deriving transport equations for error 
was presented by Babuska, et al.18,19 for finite-element 
methods.  Ferziger20, Van Straalen, et al.21, and Zhang, et 
al.22,23 applied it to finite-difference and finite-volume 
methods.  Their method proceeds as follows.  Consider a 
differential operator L operating on dependent variable U: 

 
L(U) = f (1) 
 

where f contains the non-homogeneous terms.  If Ua is an 
approximate solution, then its substitution into Eq. (1) will 
produce a residual R since it will not satisfy Eq. (1); i.e., 
 
 L(Ua) – f = R (2) 
 

If Eqs. (1) and (2) are linear or linearized, then subtracting 
Eq. (2) from Eq. (1) yields the following transport equation 
for error: 
 

L(e) = −R  or  L e = –R (3) 
 
where 
 
 e = U−Ua (4) 
 
is the solution error.  Since the error in the solution is 
defined with respect to the exact solution of the PDE, the 
error-transport equation given by Eqs. (3) and (4) can 
account for both errors from the grid and errors from the 
numerical scheme. 
 Qin and Shih24 noted that Eqs. (3) and (4) is only valid 
for finite-expansion methods such as finite element and 
spectral, but not for collocation-type methods such as 
finite-difference (FD) and finite-volume (FV).  This is 
because for FD and FV methods, the differential operator 
L in Eq. (2) is replaced by a discrete operator so that 
subtracting Eq. (2) from Eq. (1) will not yield Eqs. (3) and 
(4).  This inconsistency was also noted by Roache1.  To 
rectify this inconsistency, Roache1 suggested all FD and 
FV solutions at grid points or cells to be made into 
continuous functions.  However, Roache1 recognizes that 
the resulting continuous function is non-unique and will 
depend on the interpolants used. 
 Qin and Shih24 proposed to overcome the 
inconsistency by defining a discrete-error-transport 
equation that is based on the FD/FV method without 
regard for the original PDE.  Their method proceeds as 
follows.  Suppose for a FD/FV method, the differential 
operator L in Eq. (1) is replaced by the discrete operator 
LD so that the algebraic analog of Eq. (1) is 
 
 LD (Ui, h. k) = 0 (5) 
 
where Ui is the solution at grid point or cell i; h denotes the 
grid spacing or cell size; and k denotes the time-step size.  
As h and k are refined for an unconditionally consistent 
FD/FV equation, the solution Ui approaches the grid-
independent solution Ug,i.  With Eq. (5), the grid-
independent solution is given by 
 
 LD (Ug,i, hg, kg) = 0 (6) 
 
where hg is the grid spacing or cell size and kg is the time-
step size needed to obtain the grid-independent solution.  
Qin and Shih24 derived two different discrete-error-
transport equations from Eqs. (5) and (6).  One is based on 
the coarse grid spacing h, and the other is based on the 
grid-independent grid spacing hg.  They showed that only 
the one based on the coarse grid spacing has meaning 
because one can accurately interpolate Ug,i onto h but not 
U onto hg.  Thus, following Qin & Shih24, the grid-



independent solution is inserted into Eq. (5) with the 
coarse mesh (h, k).  This produces a residual; i.e., 
 

LD(Ug,i, h, k) = Ri (7) 
 

If LD is linear or linearized, then substracting Eq. (5) from 
Eq. (7) gives the discrete-error-transport equation, which is 

 
LD(ei, h, k) = Ri or LD(h, k) ei = Ri (8) 
 
ei = Ug,i – Ui (9) 
 

Since Ug,i is not unique in the strict sense and may differ 
from the exact solution because of spurious modes 
permitted by the FD/FV method, Eqs. (8) and (9) can only 
account for grid-induced errors, but not for errors from the 
FD/FV discretization.  This is a deficiency of the discrete-
error-transport equation, henceforth referred to as DETE. 

Qin & Shih24,25 showed that if the “actual” residual 
defined by Eq. (7); i.e., 

 
Ri = LD(Ug,i, h, k) or Ri = LD(h, k) Ug,i (10) 
 

is used (which requires the grid-independent solution to be 
computed), then the DETE given by Eq. (8) can predict 
grid-induced errors perfectly for FD/FV equations that are 
linear, nonlinear, steady, or unsteady.  They also found that 
the linearization procedure used to derive DETE for 
nonlinear FD/FV equations need not be conservative when 
computing weak solutions because the error-propagation 
speed is captured by the FD/FV equations (which are in 
conservative form), and not by the DETE. 
 In practice, the grid-independent solution is not 
computed and so the residual in Eq. (8) must be modeled.  
This is the main challenge when implementing both the 
continuous and the discrete error-transport equation.  The 
modified equation of Warming & Hyett26 has been used to 
guide the modeling of the residual22-25.  Zhang, et al.22,23 
and Qin & Shih24,25 showed that modeling the residual by 
using the leading terms of the truncation error in the 
modified equation can give excellent results if the grid 
spacing or cell sizes are sufficiently small.  However, 
when the grid spacing or cell size is too large, then the 
error predictions can be quite poor.  Recently, Celik, et 
al.27 modeled the residual in Eq. (8) by expanding terms in 
the FD/FV equations about the cell center and keeping the 
leading terms.  This modeling approach is essentially the 
same as using the modified-equation except time-
derivatives are not replaced by spatial derivatives. 
 Since the modified equation and Taylor-series 
expansions are not useful in modeling the residual when 
the grid is coarse (the typical situation), Qin & Shih28 
proposed an alternative approach based on data mining.  
This approach involves two steps.  The first is to study the 
behavior of the residual by evaluating the “actual” residual 
created by a variety of poor quality meshes in a systematic 

way.  The second step is to model the residual based on the 
understanding gained on the behavior of the residual 
through statistical analysis and curve fitting. 
 
3. OBJECTIVE 
 
 So far, the discrete-error transport equation (DETE) 
has only been developed and demonstrated for simple 
model equations such as the advection diffusion equations 
and the inviscid Burger equation.  Also, it has only been 
applied on structured grids, where finite-difference and 
finite-volume methods can lead to identical algebraic 
analogs of PDEs.  Thus, the objective of this study is to 
develop a DETE for a more complicated set of equations 
in the framework of arbitrary shaped elements (e.g., 
triangles, rectangles, and  other polygons). 
 The remainder of this paper is organized as follows.  
First, the test problem selected is summarized.  Next, the 
finite-volume method (FVM) enabling solution on 
arbitrary elements is derived.  Then, the DETE 
corresponding to this FVM is derived.  This is followed by 
some preliminary results. 
 
4. DESCRIPTION of TEST PROBLEM 
 
The test problem involves two parts, the set of PDEs and 
the application problem.  The set of PDEs selected is the 
continuity, x- and y-momentum, and total-energy 
equations valid for two-dimensional compressible, inviscid 
flow of a colorically and thermally perfect gas.  These 
equations can be written as 
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where ρ is density; u and v are the x- and y-components of 
the velocity, respectively; E is mechanical and thermal 
energy; P is pressure; T is temperature; and γ is the ratio of 
specific heats. 
 The application problem selected is uniform 
supersonic flow with freestream Mach number M1 and 
pressure P1 over a sharp edge wedge with half angle θ.  A 
schematic diagram is shown in Fig. 1.  As can be seen in 
the figure, only half of the wedge is simulated because of 



symmetry.  For this problem, there is an exact solution 
given by 

 θ











−











θ






 +γ

=
α

tan1
sinM

M
2

1
tan

1
22

1

2
1  (12a) 

 







+γ
−γ

−θ







+γ
γ

=
1
1

sinM
1

2
P
P 22

1
1

2   (12b) 

 
( )

( ) θ−γ+

θ+γ
=

α
θ

=
ρ
ρ

22
1

22
1

1

2

sinM12

sinM1
tan
tan

 (12c) 

 ( ) ( ) 


















+γ
−γ

+
θ+γα−θ

θ
=

1
1

sinM1

2
sin

sin
V

V
22

11

2   (12d) 

 
where α is the angle of the oblique shock with respect to 
upstream flow direction; 1 denotes the condition upstream 
of the oblique shock; 2 denotes the condition down stream 
of the oblique shock; V1 = M1 1RTγ (R is the gas 
constant); V2 is the magnitude of the velocity downstream 
of the oblique shock.  This solution is valid as long as the 
angle of the wedge θ is sufficiently small so that a bow 
shock does not form upstream of the wedge. 
 The boundary conditions used are specified freestream 
conditions at the inflow boundary, extrapolated boundary 
condition at the outflow boundary, zero flux/flow 
boundary condition at the symmetry plane and the wedge 
surface. 
 
5. FINITE-VOLUME METHOD OF SOLUTION 
 
 In this study, a cell-centered, finite-volume method is 
used to generate solutions to Eq. (11) in which the mesh 
can be structured or unstructured and the cells can have 
arbitrary shapes such as triangles, rectangles, or other 
polygons.  The method proceeds as follows.30 

 Integrating Eq. (11a) over an arbitrary i’th cell with 
volume Vi in a flow domain replaced by a structured or 
unstructured mesh gives 
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where i

r
 and j

r
 are unit vectors in the x- and y-directions.  

By invoking Gauss’ theorem, 
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Eq. (13) becomes (assuming cell does not change in time) 
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If the boundary iV∂  that surrounds cell volume Vi 
involves Ji faces (with the faces being lines in 2-D and 
planes in 3-D), then Eq. (15) becomes 
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where Si,j denotes the length of the jth face. 
 So far, no approximations has been made.  In this 
study, the mean fluxes on the faces given by Eq. (16c) is 
approximated by the following first-order Lax-Friedrichs 
formula, which is TVD preserving, 
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In the above equation, the subscripts L and R refer to the 
left and right cells about face j; 2/)vv(v R,nL,nav,n +=  is 

the average face normal velocity; and 2/)cc(c RLav +=  
is the average speed of sound. 
 The time derivative in Eq. (16a) is approximated by 
the following two-stage Runge-Kutta scheme: 
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where the solution (
n

Q ) at the nth time level (tn) is 

assumed to be known, and the solution (
1n

Q
+

) at the 
(n+1)th time level (tn+1) is sought. 

Since only steady-state solutions are of interest in this 
study, local time stepping is implemented to accelerate 



convergence rate.  The time step size at each cell ( it∆ ) is 
limited by CFL condition given by 

 

 ∑
=

+=∆
iJ

1j
j,ijnii S)cv(VCFLt  (19c) 

 
 This completes the finite-volume method employed if 
only the solution is sought.  However, if we also seek to 
estimate grid-induced errors, then it is important to note 
that F and G in Eq. (13c) can also be written as 
 

F = AQ , G = BQ (20a) 
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This is because F and G are homogeneous functions of Q 
to degree one.  Thus, there are two ways to evaluate F and 
G, via Eq. (11b) or via Eq. (20).  Both give identical 
results.  With Eq. (20), f(Q) in Eq. (17) becomes 
 
 yx nQBnQA)Q(f +=  (21) 

 
Equations (20) and (21) are needed because the DETEs 
require linearization.  Incidentally, these equations are also 
needed if an implicit method was used to approximate the 
time derivatives. 
 
6. DISCRETE ERROR TRANSPORT EQUATIONS 
 
 The derivation of the discrete-error-transport 
equations (DETEs) for the finite-volume equations (FVEs) 

given by Eqs. (16) to (21) proceeds as follows.  The first 
step is to linearize the FVEs.  As noted by Qin & Shih,24 it 
is important to linearize by using values of variables 
computed on the “coarse” mesh for which error estimation 
is sought.  Thus, the linearized FVEs have the following 
form: 
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where the time derivative is approximated by Eq. (18).  In 
Eq. (22), all variables with subscript c are evaluated by 
using the information on the coarse mesh. 
 It is important to note that though Eq. (22) is said to 
have been linearized, it is identical to the non-linearized 
FVEs because of the identities given by Eq. (20).  Thus, 
when the solution Qc obtained on the coarse mesh is 
inserted into Eq. (22), they will satisfy Eq. (22) perfectly 
with no residuals.  Equation (22) is considered linearized 
only when the grid-independent solution is inserted into it 
because in that case the coefficients A, B, and V are not 
evaluated by using the information on the mesh used to 
generate the grid-independent solution.  Thus, when the 
grid independent solution Qg is inserted into Eq. (22), a 
residual Rg will be produced. 
 Thus, second step is to subtract the Eq. (22) with Qc 
inserted from the Eq. (22) with the Qg inserted.  The 
resulting equation constitutes a system of DETEs for the 
FVEs given by Eqs. (16) to (21), which is 
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where e is the grid-induced error and is given by 
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7. RESULTS 
 
 With the Euler equations summarized, the finite-
volume method of solution described, and the discrete-
error-transport equations (DETEs) derived, we now 



examine the usefulness of the DETE concept for more 
complex PDEs, that are coupled and quasilinear. 
 In this study, the grid independent solution was 
generated by using 641 x 321 grid points.  Since the 
oblique shock wave is a weak solution involving a sharp 
discontinuity, the solution generated on this or any other 
grid will clearly not be grid independent, but simply one 
selected to be sufficiently good.  The solution obtained on 
this grid is used to compute the residuals (Rg) in the 
DETEs (Eq. (23) and to calculate the actual absolute and 
relative errors, which can be used to assess how well 
DETEs predict errors on coarse meshes. 
 Figures 2 to 5 show the residual (Rg) for the solutions 
generated on the following four coarser meshes: 321 x 
161, 161 x 81, 81 x 41, 41 x 21.  Only the residuals for the 
continuity equation (density) are shown.  These residuals 
were computed by substituting the grid-independent 
solution into Eq. (22) with the coefficients A, B, and V 
computed by using the information on the coarse meshes.  
Thus, the residuals shown are exact.  As expected, these 
figures show the residual to be high just upstream or 
downstream of the oblique shock.  The blobs and 
jaggedness in the figures are due to the interpolation of the 
scheme used to plot contours. 
 Figure 6 shows the errors in the solutions generated on 
the coarsest mesh: 41 x 21.  Only the relative errors in the 
computed solution for pressure and Mach number are 
shown.  These errors were computed by using Eq. (23b); 
that is by subtracting the coarse mesh solution from the 
grid-independent solution at the center of each cell in the 
coarse mesh and then dividing by the grid-independent 
solution (e.g., Ere = |Mg – Mc|/Mg).  Trilinear interpolation 
is used to transfer the grid-independent solution to the 
center of each cell in the coarse mesh. 
 To demonstrate the usefulness of the DETEs derived, 
Eq. (23) with the exact Rg (e.g., those shown in Figs. 2(a) 
to 5(a)) were used to compute the grid-induced error.  
These computations show that the DETEs were able to 
predict perfectly the errors if the Rg is exact.  Thus, this 
result is similar to what was found when testing the DETE 
concept on simpler model equations. 
 Since the residual Rg is generally unknown, the main 
challenge in using DETE concept is to develop models for 
the residual.  This effort is currently on-going.  Also, the 
DETE concept was tested on meshes with triangular cells.  
These results can be obtained by e-mailing 
tomshih@iastate.edu. 
 
8. SUMMARY 
 
In this study, the discrete error-transport equation (DETE) 
is derived for the two-dimensional, compressible, Euler 
equations solved by a cell-centered finite-volume method.  
Results obtained show that DETE concept to be applicable 
to coupled, quasi-linear PDEs with weak solutions.  More 
work is still needed in modeling the residual in the DETEs. 
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Fig. 1.  Schematic of Problem. 

 



 
 
 
 
 
 
 
 
 
 

 
 

Fig. 2.  Exact Residual Rg for the continuity equation: 321 x 161 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 3.  Exact Residual Rg for the continuity equation: 161 x 81 
 
 
 
 
 
 

 
 
 
 
 

 
 

Fig. 4.  Exact Residual Rg for the continuity equation: 81 x 41 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 5.  Exact Residual Rg for the continuity equation: 41 x 21 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.  Actual relative error in solution generated on coarsest 
mesh: 41 x 21.  Top:  Mach number.  Bottom:  pressure. 
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