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## ABSTRACT

Network scalability has emerged as the essential problem in designing architectures and protocols for large-scale communication systems. Minor efficiencies, that can be tolerated in small networks, can accumulate and become a dominant factor determining the performance of large networks. In this thesis, we consider three problems that are related to scalability. First, we examine the size of routing tables as the number of nodes in the network increases. It is shown that the widely used shortest-path and straightline routing algorithm can be implemented only when nodes' memory increases with the network size. On the other hand, it is established that there exist information-efficient algorithms, e.g., column-first routing protocol, that route packets correctly even if each node in the network is capable of storing information on a fixed number of destinations only. In the second part, we present a novel computational model utilizing time encoding, that enables a distributed scheduling mechanism. The scheduling algorithm we propose achieves performance comparable to centralized algorithms under uniform traffic. Exploiting a connection between switch scheduling and interval packing, we argue that the distributed nature of the algorithm limits the maximum relative load to $1-e^{-2}$ under the worst-case scenario. The stability of the algorithm can be improved by enabling reversibility in distributed decision making. Finally, we discuss the bandwidth sharing problem for multi-hop networks. A buffer management policy that utilizes only simple packet attributes delivers a constant fraction of the maximum possible throughput. Moreover, the policy is robust to heavy traffic loads in the sense that the throughput does not degrade due to congestion.

## CHAPTER 1

## Introduction

Network scalability, a topic motivated by the growth of networking infrastructures, has emerged as a pivotal problem in designing architectures and protocols for largescale multi-hop wireless networks. Indeed, the impact of large scales on the system performance can be acute: minor efficiencies, that can be tolerated in small networks, can accumulate and become a dominant factor determining the performance of large networks. As a result, the amount of local resources (e.g. buffer space, computational power, transmission bandwidth) provides a limitation on the network size that can be supported. Given that in the future, the growth of network size is only expected to continue, it is of interest to develop algorithms that support the operation of large networks.

Most of the scalability problems are impractical to be addressed experimentally due to the considerable cost of building large-scale prototypes. Even simulating such systems is often very difficult because of the computational limitations. Hence, our focus on mathematical analysis. In contrast to previous studies that overlook the limitations of individual nodes, our interest is in the impact of finiteness of resources at individual nodes on the overall network performance. To this end, in the rest of this dissertation, we consider three aspects of operation in large-scale networks: routing, scheduling and bandwidth sharing. The obtained analytical insight, e.g. scaling laws and optimal operations, of these problems is then utilized to design scalable algorithms, i.e., algorithms
that require only negligible resources but achieve performance comparable to the performance delivered by centralized algorithms. The algorithmic aspect is particularly important given that some of widely considered algorithms require excessive resources at individual nodes and, hence, are not scalable. In these three aspects of the network operation, we improve the scalability of the algorithms from angles that were not considered in the literature, which in turn demonstrates the multidimensionality of the network scalability. Our study also address the tradeoff between the distributiveness and the performance of the algorithms, which has rarely been considered in the design of small systems. These results serve as the first-step analysis toward the other general network scalability problems, and indicate that completely new protocols are in need of establishment to support the operation of large-scales networks. The ultimate goal is to establish the existence and construction of algorithms that support efficient operation of large-scale networks of nodes with limited resources.

### 1.1 Routing Problem

In this section, we summarize the main results on the routing problem. We consider a network model with $N$ nodes located in a unit square and grouped into cells based on their locations. It is appropriate to think of cells as nodes in a higher-level logical network. Our focus on cell-based algorithms is due to the following property: under the relaxed protocol model (a common model for interference) and a carefully chosen cell dimension, the number of cells that interfere with any given cell is bounded by a constant independent of the network size $N$ [24]. In other words, the cell tessellation provides us a normalization of the network - a constant fraction of cells can transmit/receive packets simultaneously. For these cell-based algorithms, the routing table for each cell typically contains multiple records, that describe how packets to specific destination nodes need to be handled by this cell. Note that if one requires a node to hold a single
packet, then the node memory increases at least logarithmically in the network size, since $\left\lceil\log _{2} N\right\rceil$ bits are needed to uniquely identify a destination. Given that all nodes have identical capabilities (hardware), it is reasonable to make the assumption that the routing records are spread evenly among the nodes in a cell; hence it is sufficient to consider the amount of routing information stored in each cell. Each record contains a destination address, possibly along with adjacent cell identifiers, depending on the employed routing policy. In particular, nodes can maintain (possibly in compressed form) lists of records, each containing the address of a destination node, an input cell label and an output cell label. With this type of records, a cell forwards only packets with the destination address and input cell label that match a record in the list. Observe that in this case a cell can be treated as a switch/router with neighboring cells being input/output ports. Including the extra information (cell labels) in the records helps with compression of routing tables and is subject to only a small overhead.

We first consider a theoretic lower bound on the size of routing tables. In particular, for given forwarding and input cells, it is shown that the bound is proportional to the minimum number of routes utilizing the same output cell. The intuition behind this result is that if the packets forwarded by a cell are directed to all of the neighboring cells equally likely, the routing table cannot be compressed efficiently due to the high entropy of the content. On the other hand, if a large body of the packets forwarded by a cell is directed to a single neighbor, then the routing table can be effectively compressed. In particular, the majority of the packets are forwarded through this direction by default; only the records for those packets that are to be handled differently need to be stored in the table. The by-default forwarding allows us to eliminate the set of destination addresses (and output labels that are of negligible length) that are forwarded in the dominant direction, and form the routing table for destination addresses that are forwarded in the other directions only. We illustrate this result by applying the well-known longest-prefix compression algorithm [67] to two cases of forwarding direc-
tions: (i) uniform forwarding, and, (ii) biased forwarding. We demonstrate that the more biased the distribution of forwarding direction is, the better the performance of the longest-prefix compression. Therefore, it is desirable to design a routing protocol that routes packets on pre-constructed "highway system" - most of the packets (packets along the "highway") travel on same routes and are handled in the same way by intermediate cells.

Next, we propose the main concept of this work: information-efficiency. A routing protocol in a flat-label network is said to be information-efficient if the amount of information at individual nodes required to route packets does not increase with the network size. We first examine the straight-line routing algorithms, considered in [33, 24, 25], (packets are forwarded along the cell intersected by the straight line connecting the source and destination cells). Such a routing scheme is shown to be not informationefficient. That is, this protocol can be implemented only when nodes' memory increases with the network size. A closely-related algorithm is the shortest-path algorithm, which selects a route such that it contains the minimum number of cells (hops) at random. This algorithm is also information-inefficient. These results suggest that these two straightforward routing algorithms, which are aligned with many current real-world protocols, are of poor scalability and are not suitable for large-scale communication networks.

On the other hand, we argue that there exist information-efficient algorithms that route packets correctly even if each node in the network is capable of storing information on a fixed number of destinations only. To demonstrate the existence of such algorithms, we prove the information-efficiency for a particular routing scheme, i.e., column-first routing. We note that, in consistent with the discussion about compression of routing tables, column-first routing yields a single dominant forwarding direction in each cell. The notions of columns and rows (within the nature of square cells) serve as pre-existent routes; packets travel along these routes for most of the duration from the source to
the destination. The information efficiency of column-first algorithm indicates that it is desirable to construct a "highway" system for routing, in order to maintain a constant size routing table at individual nodes. Our focus on column-first policy is due to the simplicity - it is not the only information-efficient routing algorithm.

In the last part of this work, we relax the assumption on the cell shape by proposing a heuristic distributed algorithm for constructing virtual rows and columns with Voroni cells (see [63] for a discussion of Voroni tessellation). Column-first-like routing can be operated given these pre-existent "highways". Our procedure starts with a single random cell identifying the furthest cell in the network by flooding a distance vector (counters of numbers of hops). Analogously, this identified cell can find a furthest cell, and the shortest path in between serve as an initial virtual row. This virtual row in turn flood a distance vector and establish other virtual rows in the network. Virtual columns can be established in a similar fashion. After the one-time construction, each cell in the network belongs to exactly one virtual row and one virtual column, and column-first-like algorithms can operate correctly utilizing these virtual rows/columns. The described procedure requires only negligible overhead, and provides only one way of constructing the virtual routes; it is by no means exclusive.

### 1.2 Scheduling Problem

This section outlines our research contribution in the scheduling problem. We design a fully distributed scheduling scheme with implicit information exchange by introducing a new model of computation based on time encoding. In our model, variables are represented with time intervals of possibly random lengths rather than deterministic bits. A time interval (and hence its length) can be defined by two impulses. Two operations are in particular enabled with simple implementation by the time-encoding model: minimum and inverse sum. The minimum of two intervals is given by the
following procedure: define the new starting impulse as the beginning of the two aligned time intervals, and the new ending impulse as the earlier of the two ending impulses. The inverse sum can be implemented by applying the minimum operator to exponential random variables with means being the inverse of the input variable; this operator is only approximate, but can be implemented in a distributed fashion.

Enabled by the time-encoding model is a set of randomized scheduling algorithm that allows for distributed implementation. We focus on the scheduling of a crossbar switch due to both the simplicity and generality of the architecture. In the algorithm we propose, each time slot is divided into two phases: scheduling and cell transfer. In a scheduling phase, each input-output pair is represented by an exponentially distributed random variables with mean being the inverse of the corresponding weight; the weight of a pair can be computed through a selected weight function using only local attribute of this pair. A input-output pair with the minimum variable is selected in each iteration until no more pairs can be selected; then, the switch facilitates transmission to the selected pairs in the remaining of this time slot (cell transfer phase). In order to implement this algorithm distributively, suppose that the source of randomness is available at each input port, i.e., a unit mean exponential random time interval (timer) for each time slot. Adjusting the intensities of these time intervals is equivalent to setting timers based on the weight at input-output pairs. Upon the expiration of a timer, the pair is scheduled unless it conflicts with another scheduled pair. This process continues until all timers with finite length expire. The exponential timers can be implemented conveniently with our time-encoding computing model. Since only limited inter-port information exchange is performed, the implementation of this scheduling algorithm is distributed, and hence, scalable.

The described scheduling algorithm is shown to be rate stable for packet switches of size $2 \times 2$ under any admissible traffic pattern. Moreover, we show that it is rate stable for packet switches of an arbitrary size under uniform traffic patterns. The
proof of these results follows the fluid model, i.e., a deterministic, continuous system of equations that parallels the evolution of the buffer occupancy process in packet switches. Our numerical comparison shows that this algorithm performs competitively (in terms of buffer occupancies/delay) under uniform traffic for a wide range of relative load, when compared to centralized switch scheduling algorithms, e.g., Maximum-WeightMatching(MWM), Longest-Queue-First, and APSARA [29](a heuristic algorithm based on the MWM with a smaller complexity). For diagonal traffic, the algorithm fails to stabilize the switch for high values of relative load. We argue that the distributed nature of the algorithm limits the maximum relative load to $1-e^{-2}$ under diagonal traffic by exploiting a connection between switch scheduling and interval packing [65]. An upper bound of the critical relative load for diagonal traffic pattern with arbitrary parameter can be evaluated numerically through an iterative procedure.

The stability of the algorithm can be improved by enabling reversibility in distributed decision making. The above algorithm makes irreversible scheduling decisions; once a pair is scheduled, the decision remains valid until the next scheduling phase, regardless of consequent scheduling decisions. In a reversible scheduling algorithm, all scheduled pairs are subject to disconnections based on the arrivals of a fixed rate Poisson processes until the end of the scheduling phase. Similar to the basic algorithm, each reconfiguration of the switching fabric, which either schedules or un-schedules a input-output pair, involves only this single pair - no inter-port communication is required. Therefore, it can be realized by a similar scheme as the one described above, with the additional ability to un-schedule. We make the observation that the state of the switching fabric is described by a continuous-time Markov chain. By deriving the product-form stationary distribution of this chain, we conclude that the probability of a matching being scheduled increases exponentially with respect to the number of packets in the matching. The expansion of stability region comes at the cost of a higher computational complexity.

### 1.3 Bandwidth Sharing Problem

In this section, we summarize our results in the bandwidth sharing problem. We do not study the problem under the fluid assumption of the network flows, i.e., treating the traffic as continuous medium; instead, the system is examined at packet-level granularity. Our approach to achieve the desired bandwidth sharing is based on employing buffer management policies. A buffer management mechanism consists of two parts: the service discipline and the dropping policy. In particular, the network throughput under three buffer management policies is considered and compared, namely, the first-come-first-serve (FCFS) discipline with tail dropping, the oldest-packet-first (OPF) policy and the newest-packet-first (NPF) policy. A network node operating under the FCFS discipline serves packet in its order of arrival to the node; it discards the newly arrival packets when the buffer is fully occupied under tail dropping. Under the OPF policy, the packets arriving to a node is served/enqueued with priority given by their age; the larger the number of hops it has traveled in the network, the higher the priority. In contrast, the NPF serves/buffers packets with a smaller number of hops traveled with higher priority.

We consider two cases of service time distribution for the network nodes: deterministic and exponentially distributed service times. In both cases, the throughput under FCFS discipline with tail dropping is maximized for a specific value of input rate, which is dependent of the network size. The throughput degrades exponentially with the increase of input rate beyond that value. In other words, in order to achieve the highest possible throughput, additional congestion control mechanism at end users is required to maintained the input rate at a certain level; otherwise the system throughput is subject to the decay due to congestion. On the other hand, the throughput under the OPF policy do not exhibit such behavior. As the input rate increases, the throughput approaches a constant fraction of the maximum throughput, suggesting that the OPF policy is robust to high traffic load, i.e., free of congestion. The throughput under
the NPF policy behaves similar to the throughput under the FCFS discipline with tail dropping.

### 1.4 Organization of Dissertation

The dissertation is organized as follows. In Chapter 2 we analyze the scalability of routing problem. The scalability of scheduling problem the bandwidth sharing problem is studied in Chapter 3 and Chapter 4, respectively. Chapter 5 contains concluding remarks and reflections of our research. Subsidiary proofs and computation procedures omitted in the main text are located in the Appendices.

## CHAPTER 2

## Scalable Routing

### 2.1 Introduction

Mathematical study of large-scale wireless networks has been initiated in [33] where the authors established an upper bound on the network throughput as a function of the network size (number of nodes). The authors also constructed a protocol that achieves a slightly smaller throughput than the limiting one. Consequent studies focused on the throughput-delay trade-off [24, 25], achievability of the limiting throughput [27], and various extensions of the original model and their analysis [38, 49, 46]. The throughput capacity of wireless networks relates to that of lattice networks, e.g. see $[6,7]$ and the references therein. When the network nodes exhibit high mobility, i.e. discontinuous positions, the capacity is further improved [32].

It is recognized that design of scalable routing algorithms for wireless ad hoc networks is a challenging problem [68]. The difficulty is due to the fact that node identifiers (addresses) of adjacent nodes are not similar (flat-labeling), i.e., the address aggregation employed in the Internet is not directly applicable. Geographic routing [43, 50, 12] achieves aggregation by assigning additional identifiers to nodes based on their geographic location. However, we do not exploit this approach here since in that case an additional mechanism is needed to provide translation between the original and location-based identifiers; resource requirements of such a DNS-like mechanism can be
significant. In this chapter, we focus on one particular aspect of routing scalability: the size of routing tables, i.e., the amount of information stored at network nodes required for routing packets between sources and respective destinations. In contrast with our interest in the required memory space of the control plane, the majority of existing studies that concerns limited memory space is dedicated to that of the data plane, i.e., buffer space used to store enqueued packets. Indeed, in [7] the authors obtained an approximation of the throughput in a large finite-buffer lattice network with deterministic transmission times. A wireless network with exponential transmission times and finite-buffer nodes was considered in [37]. Buffer requirements in a wireless network with mobile nodes were discussed in [34].

The size of routing tables is directly dependent on the adopted routing algorithm. To this end, we term a routing protocol information-efficient if it can operate correctly when each node stores information on a fixed number of destinations regardless of the network size. That is, routing tables at network nodes do not increase with the network size. We show that the straight-line routing algorithm, considered in [33, 24, 25], and the closely related shortest-path algorithm are not information-efficient. However, we demonstrate that the column-first routing scheme is information-efficient. Such an algorithm induces routing tables that can be efficiently compressed.

The remaining of this chapter is organized as follows. In the next section we describe a wireless network model and state preliminary results. Routing tables are discussed in Section 2.3. The following section contains scalability results on the straight-line and shortest-path routing algorithms. In Section 2.5 we demonstrate that there exists an information-efficient routing scheme for large wireless networks. A distributed algorithm is outlined in Section 2.6. Concluding remarks and technical proofs can be found in Section 2.7 and Appendix A, respectively.

### 2.2 Model and Preliminaries

Consider a random topology network model with $N$ nodes placed uniformly at random in a unit-area square. Each node is identified by a unique address (label). Node locations and addresses are independent, i.e., the Internet model of address aggregation is not applicable; such an assumption holds often for ad hoc networks. A node sends a packet to some other node in the network by specifying the destination node's address to the network layer, i.e., a packet contains its destination address.

We consider the relaxed protocol model of interference [24, 25]: a transmission from node $i$ to node $j$ is successful if for some $\delta>0$ and all nodes $k \neq i$ transmitting simultaneously with $i$

$$
\begin{equation*}
\Delta(k, j) \geq(1+\delta) \Delta(i, j) \tag{2.1}
\end{equation*}
$$

where $\Delta(i, j)$ is the Euclidian distance between nodes $i$ and $j$. It is known [33] that under reasonable assumptions this model is equivalent to the popular physical model based on the signal-to-interference ratio.

In the following discussions, we focus on a cell-based algorithm for packet transmission. Namely, the unit square is divided into square cells of area $a_{N}$, where the subscript indicates the network size. The shape of cells is square just for the convenience of analysis; other ways to partition the unit square into cells can be considered, e.g., Voronoi tessellations [33] (see also Section 2.6). For simplicity, we assume that the quantity $1 / \sqrt{a_{N}}$ is an integer so that all cells $\left(1 / a_{N}\right.$ in total) are of the same size and shape. Without loss of generality, let $\left\{a_{N}\right\}$ be a non-increasing sequence in $N$. A packet is delivered from its source to the destination by forwarding between cells, i.e., between the nodes located in those cells. A packet can be forwarded from a cell to only one of the four neighboring cells (north, east, south, west); no multi-cell hops are permitted. Under the relaxed protocol model the number of cells that interfere with any given cell is bounded by a constant independent of the network size $N$ [24, Lemma 2]. In other
words, a constant fraction of cells can transmit/receive packets simultaneously.
In order for the cell-based algorithm to deliver packets to their destinations, each cell that forwards packets should contain at least one node. Requiring that every cell in the unit square contains at least one node can satisfy this condition. To this end, let $k_{N}(i), 1 \leq i \leq 1 / a_{N}$, be the number of nodes in the $i$ th cell (the labeling of the cells is arbitrary) when the network consists of $N$ nodes. Given the uniform distribution of node locations, there exists a minimum cell size $a_{N}$ that probabilistically ensures $k_{N}(i)>0$ for all $1 \leq i \leq 1 / a_{N}$. A stronger version of the following lemma was stated in [24]; it indicates that is sufficient to have $a_{N}=\Omega(\ln N / N)^{1}$ as $N \rightarrow \infty$.

Lemma 2.1. If $a_{N}>a \ln N / N$ for some $a>1$ then, as $N \rightarrow \infty$,

$$
\mathbb{P}\left[\min _{1 \leq i \leq 1 / a_{N}} k_{N}(i)=0\right] \rightarrow 0
$$

The next lemma provides an additional characterization of the minimum and maximum number of nodes in a single cell. Note that the expected number of nodes in a cell is given by $\mathbb{E} k_{N}(i)=a_{N} N$.

Lemma 2.2. Suppose that $a_{N}>a \ln N / N$ for some $a>1$. There exist $0<\gamma_{1}<\gamma_{2}<$ $\infty$ such that, as $N \rightarrow \infty$,

$$
\begin{equation*}
\mathbb{P}\left[\min _{1 \leq i \leq 1 / a_{N}} k_{N}(i) \geq \gamma_{1} a_{N} N\right] \rightarrow 1 \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{P}\left[\max _{1 \leq i \leq 1 / a_{N}} k_{N}(i) \leq \gamma_{2} a_{N} N\right] \rightarrow 1 \tag{2.3}
\end{equation*}
$$

## Proof. See Appendix A.1.

Next, we describe the configuration of traffic patterns. Each node chooses a point on the unit square uniformly at random as its destination. All destinations are inde-

[^0]pendent. Since at a chosen point there will be no node with probability 1, packets from the corresponding source will be delivered to one of the nodes that share the cell with the destination point. A similar assumption was made in [33] - it ensures the independence of traffic routes. A routing algorithm specifies a set of cells that forward packets between the sources and respective destinations. It this chapter we compare three different routing policies: straight-line, shortest-path and column-first. These policies operate as follows:

- Straight-line: The source node and destination point are connected by the straight line. Packets are forwarded along the cells intersected by the line. This policy was employed in [33, 24, 25] because it facilitates mathematical analyses. However, it cannot be implemented easily in practice without sophisticated node hardware and/or central authority.
- Shortest-path: The route is selected in such a way that it contains the minimum possible number of cells (hops). When a cell can achieve the same number of hops via multiple neighbors, the cell chooses one of these neighbors uniformly at random. The main advantage of this policy is that it can be implemented via the distributed asynchronous Bellman-Ford algorithm [10, Section 5.2].
- Column-first: Packets are delivered from the source cell to destination cell in two phases [48, Section 1.7]. First, they are forwarded along the column that contains the source cell until they reach the row that contains the destination cell. In the second phase packets are forwarded along the row to their destination.

We conclude the description of the routing policies with an observation that for the considered model all (unit square and square cells) three algorithms produce routes of the same hop (cell) length for any source-destination pair.

One more aspect of the network model needs to be specified: the amount of time required to correctly transmit a packet between two neighboring cells. Packet trans-
mission times can be modeled as both deterministic [33, 24, 25, 7] and stochastic [37] quantities. In particular, in [37] it was assumed that the transmission times are exponentially distributed. The expected transmission time is a function of the packet size in bits. Since we assume that destination addresses are included in each packet's metadata field, the packet size has to increase at least logarithmically in the network size $N$, i.e., $\log _{2} N$ bits are needed on average to uniquely identify all nodes in the network.

For simplicity we assume that each node has an infinite amount of buffer space to temporarily store packets in the course of the forwarding process. Network throughput $\vartheta_{N}$ is feasible if all $N$ source-destination pairs can communicate at long-term rate $\vartheta_{N}$. The cell-based algorithm is optimal in the sense that it achieves asymptotically the optimal trade-off between the throughput and delay [24, 25]. Studies [24, 25] assumed deterministic service times with a time-slotted transmission system and employed the straight-line routing scheme. It is straightforward to extend Theorem 1 of [24] for the case of the shortest-path and column-first routing policies:

Theorem 2.1. Consider network nodes capable of storing arbitrary amounts of routing information. Suppose that straight-line, shortest-path or column-first routing is employed. Let $a_{N}>a \ln N / N$ for some $a>1$. The network throughput scales as $\vartheta_{N}=\Theta\left(a_{N}^{-1 / 2} / N\right)$, i.e., there exist constants $0<\zeta_{1}<\zeta_{2}<\infty$ such that

$$
\mathbb{P}\left[\vartheta_{N}<\frac{\zeta_{1}}{\sqrt{a_{N}} N} \text { is feasible }\right] \rightarrow 1
$$

as $N \rightarrow \infty$, and

$$
\liminf _{N \rightarrow \infty} \mathbb{P}\left[\vartheta_{N}>\frac{\zeta_{2}}{\sqrt{a_{N}} N} \text { is feasible }\right]<1
$$

Since the throughput scaling is better understood for the model with deterministic transmission times and time-slotted system, we keep the discussion on the trade-off between the throughput and size of routing tables restricted to that model (see Corollary 2.1). However, we point out that Theorem 2.1 can be extended to cover the model
with exponentially distributed transmission times (a time-slotted system is not applicable in that case). Namely, it can be shown that the network is equivalent to a queueing Kelly network [42, Ch. 3] for which stability results are available. When the transmission times are random but not exponential, the network stability might depend on the routing policy and could be hard to evaluate in general.

### 2.3 Routing Tables

In this section we discuss the size of routing tables at individual nodes required for the correct operation of routing protocols. We say that a routing algorithm operates correctly if packets from all destinations can be delivered to their respective destinations in the cell-based algorithm.

### 2.3.1 Types of Routing Records

Routing tables contain records, i.e., the information on how packets to specific destination nodes need to be handled. The amount of information required for correct routing depends on the type of a record, i.e., whether packets contain additional metadata besides the destination address. Two cases are of interest:

- Destination address only. Due to the broadcast nature of packet transmissions in wireless networks, a packet can be received by all nodes that satisfy the interference constraint (2.1). Each node keeps a list of destination addresses they forward packets to. A node examines all the packets it receives and either retransmits them (a some point of time) if they are on the list, or simply discards them. In this case a routing table consists of a list of destination addresses. A mechanism is needed to prevent a node from transmitting the same packet multiple times.
- Destination address $\mathcal{B}$ adjacent cell identifiers. All cells are assigned labels such that each cell can uniquely identify all of its interfering cells. Each packet contains cell labels of the transmitting and receiving nodes, i.e., a pair $(\eta, \omega)$; this is in addition to the address of the destination node. Nodes maintain (possibly in compressed form) lists of triples of the form $(\alpha, \iota, \omega)$, where $\alpha$ is the address of a destination node, $\iota$ is an input cell and $\omega$ is an output cell. A node is responsible for forwarding packets with destination $\alpha$ from cell $\iota$ to cell $\omega$ (hence, the term input and output cells). A node receives only packets that contain address $\alpha$ and transmitting-cell label $\iota$ such that $(\alpha, \iota, \cdot)$ is on the node's list. Before retransmitting a packet, a node updates the packet's meta-data field with its own cell label and the receiving-cell label $\omega$ from the triple ( $\alpha, \iota, \omega$ ). We observe that in this case a cell can be treated as a switch/router with neighboring cells being input/output ports.

We focus on the second type of records for two reasons. First, compressing routing tables in the former case is difficult because the randomness of address locations results in high entropy of the list. On the other hand, having extra information (cell labels) helps with compression. Second, the overhead due to cell labels is small. Since each cell has at limited number $c$ of interfering cells (see Section 2.2), it is sufficient to have only $(c+1)$ labels to have each cell identify its interfering cells uniquely [15, p. 1092], i.e., $\left\lceil\log _{2}(c+1)\right\rceil$ bits per cell label are sufficient. In addition, such labels might be available at very little cost due to the layered architecture of current networks, e.g., one could exploit the already existing layer-2 addressing space. Finally, we remark that one could also design routing tables with other types of records. For example, records of type $(\alpha, \omega)$ are feasible, i.e., the input cell identifier is eliminated in the triple $(\alpha, \iota, \omega)$. However, such a design does not substantially decrease the record size in bits while the ability to compress routing tables is compromised.

### 2.3.2 Size of Routing Tables

Next, we turn our attention to sizes of routing tables. Due to the model(flat-label), a prefix-based compression [62] of routing tables is not applicable. Let $C_{N}(i)$ be the set of routing records in cell $i$ needed to correctly forward packets between the sources and destinations. All the information required in a cell has to be stored at nodes located in that cell, i.e.,

$$
C_{N}(i)=\bigcup_{n \in i} T_{N}(n),
$$

where $T_{N}(n)$ is the set of records stored at node $n$. By $\left\|C_{N}(i)\right\|$ and $\left\|T_{N}(n)\right\|$ we denote the sizes of routing tables $C_{N}(i)$ and $T_{N}(n)$, respectively, measured in number of address length, i.e., if $\left\|C_{N}(i)\right\|=x$ then the size of compressed $C_{N}(i)$ in bits is given by $x\left\lceil\log _{2} N\right\rceil$. Effectively, we assume that each node can hold a packet in its memory (since the packet size is lower bounded by $\left\lfloor\log _{2} N\right\rfloor$ bits). Given that all nodes have identical capabilities (hardware), it is reasonable to assume that the routing information is spread evenly among nodes in a cell. This implies, for all $i \in n$,

$$
\begin{equation*}
\left\|T_{N}(n)\right\| \geq\left\lfloor\frac{\left\|C_{N}(i)\right\|}{k_{N}(i)}\right\rfloor \tag{2.4}
\end{equation*}
$$

(recall that $k_{N}(i)$ is the number of nodes in the $i$ th cell). Data stored at each node should contain not only a compressed routing table but also an decompression algorithm. Thus, it would perhaps be more appropriate to consider the Kolmogorov-Chaitin complexity $[16, \mathrm{Ch} .7]$ of the routing table $C_{N}(i)$. However, estimating the Kolmogorov-Chaitin complexity of the routing table is difficult in general. Therefore, we will establish a lower bound by considering the traditional information-theoretic compression. In that case the compressed data do not have to contain a decompression algorithm (which is not true in the case of the Kolmogorov-Chaitin complexity). Note that considering specific algorithms for compression of general tables (such as [8]) will not provide a lower bound on $\left\|C_{N}(i)\right\|$.

Let $\psi_{d}(i)$ be the number of flows forwarded by cell $i$ in direction $d$. Direction $d$ indicates the neighbors of cell $i$ between which it forwards packets (i.e. the input and output cells), e.g., south-to-north, north-to-east, etc. In other words, for a given cell, direction $d$ can be represented by a pair of neighboring cell labels $(\iota, \omega)$ with $\iota \neq \omega$. For all non-edge cells in the unit-area square, $d$ can take 12 possible values; denote the set of these values by $\mathcal{D}$.

A routing table $C_{N}(i)$ can be thought of as a discrete-valued function ${ }^{2} R$ that has two inputs and one output:

$$
\begin{equation*}
\omega=R(\alpha, \iota), \tag{2.5}
\end{equation*}
$$

where $\omega$ is the output cell label computed based on the destination address $\alpha$ and the input-cell label $\iota$.

The following lemma establishes a lower bound on the amount of routing information stored at individual nodes. The bound is based on the minimum value of $\psi_{d}(i)$ over $d \in \mathcal{D}$. The intuition behind the lemma is as follows. For a given cell $i$, consider the function $R(\cdot, \iota)$ for some specific $\iota$. Let $\alpha$ be a destination chosen uniformly at random among destinations that have packets forwarded by cells $\iota$ and $i$. Then the randomness of $R(\alpha, \iota)$ is determined by $\psi_{d}(i)$ for $d=(\iota, \cdot)$, since $\psi_{d}(i)$ for $d=(\iota, \cdot)$ determines the likelihood of possible values of $R(\alpha, \cdot)$. The higher the randomness of $R(\alpha, \iota)$ (or entropy of $R(\cdot, \iota)$ ) the more information is need to correctly route packets. In the extreme case when $R(\alpha, \iota)$ is deterministic no information about individual destination needs to be stored - routing can be performed solely based on the input cell labels (in this case, all packets arriving from the input cell $\iota$ are forwarded to a single neighboring cell regardless of the destination address $\alpha$.)

Lemma 2.3. Let $\psi:=\min _{d \in \mathcal{D}} \psi_{d}(i)$. There exists $\zeta>0$ such that for all $n \in i$

$$
\left\|T_{N}(n)\right\| \geq \frac{\zeta \psi}{k_{N}(i) \ln N}
$$

[^1]Proof. For notational simplicity let $\hat{\psi}:=\sum_{d \in \mathcal{D}} \psi_{d}(i)$. It is sufficient to consider the case $\psi>0$; otherwise the lemma holds trivially. The proof is based on a counting argument. For $d=(\iota, \omega)$ define

$$
\begin{equation*}
A_{d}(i):=\{\alpha: \omega=R(\alpha, \iota)\} \tag{2.6}
\end{equation*}
$$

as a set of destination addresses forwarded by cell $i$ in direction $d$. Because of the uniform distribution of addresses in the unit square, the minimum number of bits required to describe $R(\cdot, \cdot)$ is lower bounded by the number of bits required to describe $A_{d}(i)$ with the smallest cardinality (across $d \in \mathcal{D}$ ) so that $\left\{\alpha \in A_{d}(i)\right\}$ is verifiable. This number of bits is further lower bounded by $\log _{2}\binom{\hat{\psi}}{\psi}$, since $\psi$ is the cardinality of smallest of sets $A_{d}(i), d \in \mathcal{D}$, and $\hat{\psi}$ is the total number of destination addresses forwarded by cell $i$; for a given set of cardinality $\hat{\psi}$, the number of subsets with cardinality $\psi$ is given by $\binom{\hat{\psi}}{\psi}$. Furthermore, for $\psi>0$,

$$
\binom{\hat{\psi}}{\psi} \geq \frac{(\hat{\psi}-\psi)^{\psi}}{\psi!} \geq\left(\frac{\hat{\psi}}{\psi}-1\right)^{\psi}
$$

and hence, for some $\zeta>0$,

$$
\left\|C_{N}(i)\right\| \geq \zeta \frac{\psi}{\ln N}
$$

we used the fact the address length is equal to $\left\lceil\log _{2} N\right\rceil$ bits. Recalling (2.4) completes the proof.

### 2.3.3 Compression

In this subsection we discuss a practical compression scheme that, in certain cases, can achieve performance that is close to the lower bound from Lemma 2.3. The algorithm exploits the difference in cardinalities of sets $A_{d}(i)$ for fixed $i$ and different $d$ 's (see (2.6) for the definition), i.e., the compression is based on the existence of dom-
inant routing directions. Consider a forwarding cell $i$ and one of its neighbors $\iota$. A single-argument routing/forwarding function $R(\cdot, \iota)$ (see (2.5)) can be expressed in the following form:

$$
R(\alpha, \iota)= \begin{cases}\omega_{2}, & \text { if } \alpha \in A_{d_{2}}(i), d_{2}=\left(\iota, \omega_{2}\right),  \tag{2.7}\\ \omega_{3}, & \text { if } \alpha \in A_{d_{3}}(i), d_{3}=\left(\iota, \omega_{3}\right), \\ \omega_{1}, & \text { otherwise }\end{cases}
$$

where $\iota \neq \omega_{1} \neq \omega_{2} \neq \omega_{3}$ are the four neighbors of cell $i$. Then, the function $R(\cdot, \iota)$ can be described by the two sets $A_{d_{2}}(i)$ and $A_{d_{3}}(i)$. Upon a reception of a packet, cell $i$ examines whether the destination address $\alpha$ belongs to either $A_{d_{2}}$ or $A_{d_{3}}$. If it does, the packet is forwarded to either cell $\omega_{2}$ or cell $\omega_{3}$; otherwise to cell $\omega_{1}$. The number of bits required to describe $R(\cdot, \iota)$ in the form (2.7) is upper bounded by

$$
\left(\left\|A_{d_{2}}(i)\right\|+\left\|A_{d_{3}}(i)\right\|+1\right)\left\lceil\log _{2} N\right\rceil \text {, }
$$

for $N$ large enough, where $\left\|A_{d}(i)\right\|$ is the number of destination addresses in set $A_{d}(i)$. Selecting $d_{1}$ in such a way that it satisfies

$$
A_{d_{1}}(i)=\max _{d \in\left\{d_{1}, d_{2}, d_{3}\right\}}\left\|A_{d}(i)\right\|,
$$

results in the minimum number of bits required (for this particular scheme). The algorithm is particularly effective when $\left\|A_{d_{1}}(i)\right\| \gg\left\|A_{d_{2}}(i)\right\|+\left\|A_{d_{3}}(i)\right\|$. In particular, for each input node $\iota$, the largest set $A_{d_{1}}(i)$ can be eliminated from the its routing table. Instead, a packet from $\iota$ is directed according to $d_{1}$ by default if it carries an destination address that does not belong to either $A_{d_{2}}(i)$ or $A_{d_{3}}(i)$. We further exploit this idea in Section 2.5.

### 2.3.4 Example: Longest-Prefix Compression

The idea of biasing routing algorithms in order to reduce the size of forwarding tables is not limited to a specific compression scheme employed at a cell. In the following, we illustrate such a point by examining the well-known longest-prefix compression algorithm [67]. Namely, we compare the performance of compression scheme under various cardinalities of sets $A_{d_{i}}$ 's (e.g. with or without dominant forwarding directions). For simplicity, suppose that packets to a given destination are forwarded by cell $c$ from cell $\iota$ in the direction $d_{i}$ with probability $p_{i}$ for $1 \leq i \leq 3$. In a given cell $c$, forwarding directions for different destinations are independent. Then the total number flows forwarded by cell $c$ from cell $\iota$ is binomially distributed with parameter ( $N, p$ ), where $p=p_{1}+p_{2}+p_{3}$ is the probability that a given destination address has its packets forwarded by cell $c$ from cell $\iota$. An example of an uncompressed routing table is shown in the left in Fig. 2.1. Upon receiving a packet from cell $\iota$, cell $c$ looks up the destination address in the table and forwards the packet to the appropriate output cell (indexed by 1, 2 and 3 ).

Next, we describe a binary tree representation of the routing table in order to illustrate the procedure of longest-prefix compression. For convenience, assume that the number of nodes $N$ is a power of 2 ; the addresses in the network correspond to the leaves of a complete binary tree of depth $\log _{2} N$. For each address $\alpha \in\{0,1\}^{\log _{2} N}$ we store the output cell identifier at a leaf node corresponding to $\alpha$ as shown on the top in Fig. 2.2. If packets to destination $\alpha$ are not forwarded by cell $c$ from cell $\iota$, then the leaf node corresponding to $\alpha$ is empty. Applying longest-prefix compression to the set of addresses is equivalent to iterating the following merging procedure on the tree. We say that a set of leaf nodes have non-conflicting indices if they are either empty or contain cell index $i$ for some $1 \leq i \leq 3$. If a leaf and its sibling have non-conflicting indices, they are merged into a new node (either empty or with cell index $i$ ). We iterate the procedure until no more leaves can be merged. An example of a tree before and after

| address |  | output cell | prefix | output cell | prefix | output cell |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\alpha_{3}$ | 0010 | 1 | 00 | 1 | * | 1 |
| $\alpha_{4}$ | 0011 | 1 | 0100 | 1 | 0101 | 2 |
| $\alpha_{5}$ | 0100 | 1 | 0101 | 2 | 011 | 3 |
| $\alpha_{6}$ | 0101 | 2 | 011 | 3 | 1010 | 2 |
| $\alpha_{7}$ | 0110 | 3 | 100 | 1 | 1011 | 3 |
| $\alpha_{8}$ | 0111 | 3 | 1010 | 2 | 1110 | 2 |
| $\alpha_{9}$ | 1000 | 1 | 1011 | 3 |  |  |
| $\alpha_{10}$ | 1001 | 1 | 110 | 1 |  |  |
| $\alpha_{11}$ | 1010 | 2 | 1110 | 2 |  |  |
| $\alpha_{12}$ | 1011 | 3 | 1111 | 1 |  |  |
| $\alpha_{13}$ | 1100 | 1 |  |  |  |  |
| $\alpha_{15}$ | 1110 | 2 |  |  |  |  |
| $\alpha_{16}$ | 1111 | 1 |  |  |  |  |

Figure 2.1: An example of $R(\cdot, \iota)$ for a fixed $\iota$ and its reduced form by applying longestprefix compression. The compressing operation in the merging process of the tree representation is shown in Fig. 2.2. The table on the left (corresponding to the tree representation on the top in Fig. 2.2) is the routing table before compression; the table in the center corresponds to the tree on the bottom in Fig. 2.2, which is the routing table after the merging procedure; on the right is a fully compressed version of routing table.
this operation are shown in Fig. 2.2; the corresponding routing tables can be found in Fig. 2.1. After the merging process, each leaf corresponds to a prefix stored in the routing table. Note that a node $x$ in the binary tree has its prefix stored in the routing table if and only if (i) all leaf descendants of $x$ have non-conflicting indices with at least one leaf being non-empty, and (ii) there is a pair of leaf descendants of the parent of $x$ such that they have conflicting indices. Observe that one of the output cell indices can be removed from the routing table without producing ambiguity. Without loss of generality, assume that $p_{1} \geq \max \left\{p_{2}, p_{3}\right\}$. Then, prefixes with output cell indices 1 can be replaced by a single entry $(*, 1)$ in the table, as shown in the right in Fig. 2.1 (the symbol "*" represents a zero-length prefix). Whenever a packet arrives, it is forwarded to an output cell according to the longest-prefix in the routing table that matches the destination address.

We now estimate the expected number of bits needed to store all the prefixes. Clearly, the performance of longest-prefix compression depends on the content stored


Figure 2.2: The example of $R(\cdot, \iota)$ in Fig. 2.1, represented by a binary tree. Each leaf of the tree corresponds to an address of length $\log _{2} N$, specified by the unique path from the root. The tree can be compressed by merging leaves non-conflicting indices.
at each leaf. Define $B_{x}^{j}$ as the event that the children of $x$ can be merged to a node with index $j$, for $1 \leq j \leq 3$, and $B_{x}^{0}$ as the event that all of the descendant leaves of $x$ are empty. Then, if node $x$ is of height $l(x)$, the probabilities of $B_{x}^{j}$ are as the follows:

$$
\mathbb{P}\left[B_{x}^{j}\right]=\left\{\begin{array}{l}
p_{0}^{2^{l(x)}}, \text { if } j=0  \tag{2.8}\\
\left(p_{0}+p_{j}\right)^{2^{l(x)}}-p_{0}^{2^{l(x)}}, \text { if } 1 \leq j \leq 3,
\end{array}\right.
$$

where $p_{0}=1-p$ is the probability that a leaf node is empty. Let $B_{x}$ be the event that $x$ is a prefix leaf with cell index $j \neq 1$ (i.e. a leaf in the compressed (merged) tree with cell index $j \neq 1$ ). This event indicates that the prefix corresponding to $x$ is stored in the compressed version of routing table. Then,

$$
B_{x}=\bigcup_{j \in\{2,3\}}\left\{B_{x}^{j} \cap \overline{\left\{B_{\sigma(x)}^{j} \cup B_{\sigma(x)}^{0}\right\}}\right\},
$$

where $\sigma(x)$ is the sibling of $x$ in the original tree, and $\bar{B}$ denotes the complement of $B$. Given the height $l(x)$ of $x$, the conditional probability of $B_{x}$, due to (2.8), satisfies

$$
\begin{align*}
\mathbb{P}\left[B_{x} \mid l(x)=i\right] & =\sum_{j \in\{2,3\}} \mathbb{P}\left[B_{x}^{j}\right]\left(1-\mathbb{P}\left[B_{\sigma(x)}^{j}\right]-\mathbb{P}\left[B_{\sigma(x)}^{0}\right]\right) \\
& =\sum_{j \in\{2,3\}}\left(\left(p_{0}+p_{j}\right)^{2^{i}}-p_{0}^{2^{i}}\right)\left(1-\left(p_{0}+p_{j}\right)^{2^{i}}\right) . \tag{2.9}
\end{align*}
$$

The expected number of bits needed for the routing table stored in cell $c$ is given by

$$
\begin{align*}
\mathbb{E}\left\|C_{N}(n)\right\| & =\mathbb{E}\left[\sum_{i=0}^{\log _{2} N} \sum_{x: l(x)=i}\left(\log _{2} N-i\right) \cdot 1_{\left\{B_{x}\right\}}\right] \\
& =\sum_{i=0}^{\log _{2} N} 2^{\log _{2} N-i}\left(\log _{2} N-i\right) \mathbb{P}\left[B_{x} \mid l(x)=i\right] . \tag{2.10}
\end{align*}
$$

Next, we examine two contrasting cases that illustrate the impact of the routing algorithm on the size of routing tables:

- Uniform forwarding directions: $p_{1}=p_{2}=p_{3}=p / 3$.

From (2.8), it follows that

$$
\begin{equation*}
\mathbb{P}\left[B_{x} \mid l(x)=i\right]=2\left((1-2 p / 3)^{2^{i}}-(1-p)^{2^{i}}\right)\left(1-(1-2 p / 3)^{2^{i}}\right) . \tag{2.11}
\end{equation*}
$$

Note that a throughput-efficient routing algorithm requires that $p=p(N) \rightarrow 0$ as $N \rightarrow \infty$, i.e. each node forwards packets for only a negligible fraction of all nodes. The summation in (2.10) can be lower bounded by a single term corresponding to $i=\left\lfloor-\log _{2} p\right\rfloor$; in that case, $\mathbb{P}\left[B_{x} \mid l(x)=i\right]$ is $\Theta(1)$, as $N \rightarrow \infty$. Thus, (2.10) and (2.11) yield

$$
\begin{align*}
\mathbb{E}\left\|C_{N}(n)\right\| & \geq N p \log _{2}(N p) \mathbb{P}\left[B_{x} \mid l(x)=\left\lfloor-\log _{2} p\right\rfloor\right] \\
& =c_{1}(N p \ln N)(1+o(1)), \tag{2.12}
\end{align*}
$$

as $N \rightarrow \infty$, for some constant $c_{1}>0$. The last equality is due to the fact that $p$ must dominate $O(1 / N)$; indeed, a packet with a given destination address is typically forwarded by at most a negligible fraction of nodes in the network. Note that the expected number of bits needed to store the routing table before compression is $N p \ln N$, which is of the same order as the right-hand side of (2.12) (the empty leaf nodes need not be stored). Hence, the longest-prefix algorithm results in only a constant factor reduction of the size of routing tables when there the forwarding directions is uniform.

- Dominant forwarding direction: $p_{1} \gg p_{2}=p_{3}$. Note that this corresponds to $\left\|A_{d_{1}}\right\| \gg\left\|A_{d_{2}}\right\|+\left\|A_{d_{3}}\right\|$ (See the previous subsection).

In this case, the conditional probability in (2.9) evaluates to

$$
\mathbb{P}\left[B_{x} \mid l(x)=i\right]=2\left(\left(1-p+p_{2}\right)^{2^{i}}-(1-p)^{2^{i}}\right)\left(1-\left(1-p+p_{2}\right)^{2^{i}}\right) .
$$

Thus, as $N \rightarrow \infty$, the expected number of bits needed for the routing table is upper bounded by

$$
\begin{aligned}
\mathbb{E}\left\|C_{N}(n)\right\| & \leq \log _{2} N\left(N p \log _{2}(N p) \mathbb{P}\left[B_{x} \mid l(x)=\left\lceil-\log _{2} p\right\rceil\right]\right) \\
& =c_{2} \frac{p_{2} \ln N}{p_{1}}(N p \ln N)(1+o(1)),
\end{aligned}
$$

for some constant $c_{2}<\infty$. That is, if $p_{1} \gg p_{2} \ln N$, then the size of routing table is compressed with reduction of factor proportional to $p_{1} /\left(p_{2} \ln N\right) \gg 1$. Therefore, the more biasing the dominant forwarding direction is, the better the performance of the longest-prefix compression.

### 2.4 Shortest-Path Routing

In this section we focus on two routing algorithms: straight-line and shortest-path. The straight-line algorithm is deterministic, i.e., for a fixed pair of cells it always produces the same route. On the other hand, the shortest-path algorithm is randomized.

In addition to referring to cells by a single index $i \in\{1, \ldots, N\}$, we also refer to cells by a pair of indices $(i, j), i, j \in\left\{1, \ldots, 1 / \sqrt{a_{N}}\right\}$ when convenient. These indices specify the relative position of cells with respect to the lower-left corner of the unit square. The cells in the lower-left and upper-right corners are labeled by $(1,1)$ and $\left(1 / \sqrt{a_{N}}, 1 / \sqrt{a_{N}}\right)$, respectively. When cell locations are of significance we will use the two-dimensional indexing.

Consider a pair of source-destination cells as shown in Fig. 2.3. The shortest path (in the number of hops) between these cells is not unique. In fact, given that the source and destination nodes are located in cells $(m, n)$ and $(u, v)$, respectively, the number of shortest paths is given by $\binom{|u-m|+|v-n|}{|u-m|}$; each of these paths is $|u-m|+|v-n|$ hops long. Unless the source and destination cells are located in the same row or column, the destination cell can be reached via two different neighbors of the source. Given that the


Figure 2.3: There exist multiple shortest paths (in the number of hops) between two cells located in different rows and columns. Three different paths are shown in this example. When a cell can achieve the same number of hops to the destination cell via 2 different neighbors, it chooses one at random.
sole goal is to minimize the number of hops, neither of the neighbors is preferred over the other one. Thus, our assumption that cells choose uniformly at random between the alternatives (neighbors). Furthermore, in the absence of geographic information at individual cells, random choice of neighbors appears to be a natural solution.

The next lemma establishes a lower bound on the number of forwarded flows in all directions by a large fraction of cells in the network. This result coupled with the fact that most cells forward packets to $\Theta\left(\sqrt{a_{N}} N\right)$ destinations (because a typical distance between a source and destination is $\Theta\left(1 / \sqrt{a_{N}}\right)$ cells) implies that the forwarded flows are evenly spread among the set $\mathcal{D}$ (modulo a pre-factor). For a set of nodes or cells $\mathcal{S}$, let $\|\mathcal{S}\|$ be the cardinality of the set.

Lemma 2.4. Consider either the straight-line or shortest-path routing algorithm. Let $a_{N} \geq 1 / N$ such that $a_{N} \rightarrow 0$ as $N \rightarrow \infty$. For arbitrary $\delta \in(0,1)$ there exists a sequence of sets $\mathcal{C}_{N} \subseteq\left\{1,2, \ldots, a_{N}^{-1}\right\}$ such that $a_{N}\left\|\mathcal{C}_{N}\right\| \geq 1-\delta$ for all $N$ large enough and

$$
N \mathbb{P}\left[\psi_{d}(i)<\varepsilon \sqrt{a_{N}} N\right] \rightarrow 0,
$$

as $N \rightarrow \infty$, for some $\varepsilon>0$, all $i \in \mathcal{C}_{N}$ and all $d \in \mathcal{D}$.

Proof. See Appendix A.2.

Remark 2.1. The conditions of the lemma on the cell size are not restrictive: (i) The case $a_{N}<1 / N$ is not relevant to the cell-based algorithm in view of Lemma 2.1; (ii) When $\lim a_{N}>0$ only $\Theta(1 / N)$ throughput per source-destination pair can be achieved, cf. Theorem 2.1. However, $\Theta(1 / N)$ throughput can be achieved without multi-hop forwarding.

The following theorem is the first main result of this chapter. It characterizes the size of routing tables at individual nodes under the straight-line and shortest-path routing algorithms. Effectively, the theorem states that within our model these algorithms are not scalable in the sense that they require excessively large routing tables when throughput close to the limiting one is desired $\left(a_{N}=o\left(\ln ^{2} N\right)\right.$ as $N \rightarrow \infty$, cf. Fig. 2.3).

Theorem 2.2. Consider either the straight-line or shortest-path routing scheme. Let $a_{N}>a \ln N / N$, for some $a>1$, such that $a_{N} \rightarrow 0$ as $N \rightarrow \infty$. For arbitrary $\delta \in(0,1)$, routing tables at $(1-\delta) N$ nodes scale as $\Omega\left(a_{N}^{-1 / 2} / \ln N\right)$ as $N \rightarrow \infty$. That is, there exists a sequence of sets $\mathcal{N}_{N} \subseteq\{1,2, \ldots, N\}$ with $\left\|\mathcal{N}_{N}\right\| \geq(1-\delta) N$, and $\varepsilon>0$ such that, as $N \rightarrow \infty$,

$$
\mathbb{P}\left[\min _{n \in \mathcal{N}_{N}}\left\|T_{N}(n)\right\| \geq \frac{\varepsilon}{\sqrt{a_{N}} \ln N}\right] \rightarrow 1
$$

i.e., the size of the routing tables increases without a bound as the network size $N \rightarrow \infty$, since $a_{N}>a \ln N / N$ implies $\varepsilon /\left(\sqrt{a_{N}} \ln N\right) \rightarrow \infty$, as $N \rightarrow \infty$.

Remark 2.2. The theorem also holds for a wide set of network topologies that satisfy Lemma 2.4. Effectively, the theorem holds for topologies under which there is no significant correlation between input and output cells (see Section 2.3).

Proof. We start with obtaining an estimate on the number of nodes that forward a large number of flows in all 12 possible directions. To this end, let $\mathcal{C}_{N}$ be a set of cells with $\left\|\mathcal{C}_{N}\right\| \geq(1-\zeta) a_{N}^{-1}$ for some $\zeta \in(0,1)$; recall that the total number of cells is $a_{N}^{-1}$.

It is appropriate to think of $\mathcal{C}_{N}$ as the set of cells that are not "too close" to the edges of the unit square. De Morgan's law and the union bound yield

$$
\begin{aligned}
\mathbb{P}\left[\min _{i \in \mathcal{C}_{N}} \min _{d \in \mathcal{D}} \psi_{d}(i) \geq \xi \sqrt{a_{N}} N\right] & =\mathbb{P}\left[\bigcap_{i \in \mathcal{C}_{N}} \bigcap_{d \in \mathcal{D}}\left\{\psi_{d}(i) \geq \xi \sqrt{a_{N}} N\right\}\right] \\
& =1-\mathbb{P}\left[\bigcup_{i \in \mathcal{C}_{N}} \bigcup_{d \in \mathcal{D}}\left\{\psi_{d}(i)<\xi \sqrt{a_{N}} N\right\}\right] \\
& \geq 1-\sum_{i \in \mathcal{C}_{N}} \sum_{d \in \mathcal{D}} \mathbb{P}\left[\psi_{d}(i)<\xi \sqrt{a_{N}} N\right] \\
& \geq 1-\|\mathcal{D}\|\left\|\mathcal{C}_{N}\right\| \max _{i \in \mathcal{C}_{N}} \max _{d \in \mathcal{D}} \mathbb{P}\left[\psi_{d}(i)<\xi \sqrt{a_{N}} N\right] \\
& >1-12 N \max _{i \in \mathcal{C}_{N}} \max _{d \in \mathcal{D}} \mathbb{P}\left[\psi_{d}(i)<\xi \sqrt{a_{N}} N\right]
\end{aligned}
$$

where the last inequality follows from $\|\mathcal{D}\|=12$ and $\left\|\mathcal{C}_{N}\right\| \leq N$. The preceding inequality and Lemma 2.4 imply that there exists set of cells $\mathcal{C}_{N}$ that which contains $(1-\zeta)$ fraction of cells such that, as $N \rightarrow \infty$,

$$
\begin{equation*}
\mathbb{P}\left[\min _{i \in \mathcal{C}_{N}} \min _{d \in \mathcal{D}} \psi_{d}(i) \geq \xi \sqrt{a_{N}} N\right] \rightarrow 1 \tag{2.13}
\end{equation*}
$$

i.e., $(1-\zeta)$ fraction of cells forward at least $\xi \sqrt{a_{N}} N$ flows in all directions.

Now consider a cell $i \in \mathcal{C}_{N}$. According to Lemma 2.3 the following bound holds for all nodes $n$ located within the cell $i$ :

$$
\begin{equation*}
\left\|T_{N}(n)\right\| \geq \zeta \frac{\min _{d \in \mathcal{D}} \psi_{d}(i)}{k_{N}(i) \ln N} \tag{2.14}
\end{equation*}
$$

for some $\zeta>0$. Define a set $\mathcal{N}_{N}$ of nodes located within cells in the set $\mathcal{C}_{N}$

$$
\mathcal{N}_{N}:=\left\{n \in\{1,2, \ldots, N\}: n \in i \in \mathcal{C}_{N}\right\}
$$

and note that by the strong law of large numbers

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \frac{\left\|\mathcal{N}_{N}\right\|}{N}>1-\delta, \tag{2.15}
\end{equation*}
$$

where $\delta \in(0,1)$ is such that $\delta \rightarrow 0$ as $\zeta \rightarrow 0$. By applying the minimum operator on both sides of (2.14), we obtain a lower bound on the size of routing tables at all nodes in set $\mathcal{N}_{N}$ :

$$
\begin{aligned}
\min _{n \in \mathcal{N}_{N}}\left\|T_{N}(n)\right\| & \geq \zeta \min _{n \in \mathcal{N}_{N}}\left\{\frac{\min _{d \in \mathcal{D}} \psi_{d}(i(n))}{k_{N}(i(n)) \ln N}\right\} \\
& =\zeta \min _{i \in \mathcal{C}_{N}}\left\{\frac{\min _{d \in \mathcal{D}} \psi_{d}(i)}{k_{N}(i) \ln N}\right\} \\
& \geq \zeta \frac{\min _{i \in \mathcal{C}_{N}} \min _{d \in \mathcal{D}} \psi_{d}(i)}{\max _{i \in \mathcal{C}_{N}} k_{N}(i) \ln N},
\end{aligned}
$$

where $i(n)$ is the cell that contains the node $n$. Finally, the preceding inequality, (2.13), Lemma 2.2 and (2.15) imply the statement of the theorem.

Theorem 2.2 allows one to quantify the required memory at network elements for a given cell tessellation parameter $a_{N}$. Since this parameter $a_{N}$ also determines the throughput for the model with deterministic transmission times (see Theorem 2.1), one has that the amount of available memory at individual nodes limits the maximum throughput. The following Corollary establishes the dependency of the throughput on the memory size at individual nodes.

Corollary 2.1. Consider either the shortest-path or straight-line routing scheme. Let each node be capable of storing $b_{N}$ addresses in its routing table when the network consists of $N$ nodes. If $b_{N}=O(\sqrt{N / \ln N})$ as $N \rightarrow \infty$, then there exist $0<\zeta_{1}<\zeta_{2}<\infty$ such that

$$
\begin{equation*}
\mathbb{P}\left[\vartheta_{N}<\zeta_{1} b_{N} / N \text { is feasible }\right] \rightarrow 1 \tag{2.16}
\end{equation*}
$$

as $N \rightarrow \infty$, and

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \mathbb{P}\left[\vartheta_{N}>\zeta_{2} b_{N} \ln N / N \text { is feasible }\right]<1 . \tag{2.17}
\end{equation*}
$$

Remark 2.3. If $b_{N}=\Theta(N / \ln N)$ then the fraction that determines $\vartheta_{N}$ satisfies $b_{N} / N=\Theta(1 / \sqrt{N \ln N})$. Given that the maximum achievable throughput under the cell-based algorithm and column-first routing is $\Theta(1 / \sqrt{N \ln N})$, increasing $b_{N}$ beyond $\Theta(N / \ln N)$ does not improve the throughput.

Proof. We prove (2.16) first. Set $\sqrt{a_{N}}=\left\lceil c / b_{N}\right\rceil$ for some constant $c>0$. Due to the assumption $b_{N}=O(\sqrt{\ln N / N})$ it is possible to choose $c$ such that $a_{N}>a \ln N / N$ with $a>1$, i.e., the assumption of Theorem 2.1 is satisfied. Hence, there exists $\xi_{1}>0$ such that with no limit on the size of routing tables we have

$$
\begin{equation*}
\mathbb{P}\left[\vartheta_{N}<\frac{\xi_{1}}{\sqrt{a_{N}} N} \text { is feasible }\right] \rightarrow 1, \tag{2.18}
\end{equation*}
$$

as $N \rightarrow \infty$. Next we establish an upper bound on the size of a routing tables in all cells. The size of the routing table in cell $i$ is upper bounded by the number of flows traversing the cell, $\sum_{d \in \mathcal{D}} \psi_{d}(i)$. If throughput $\vartheta_{N}$ is achievable, then there exists a fixed $\delta>0$ such that for all $1 \leq i \leq 1 / a_{N}$

$$
\sum_{d \in \mathcal{D}} \psi_{d}(i)<\frac{\delta}{\vartheta_{N}},
$$

where $\delta$ can be interpreted as the maximum transmission rate of a cell. Limit (2.18) and the preceding inequality yield, as $N \rightarrow \infty$,

$$
\begin{equation*}
\mathbb{P}\left[\max _{1 \leq i \leq 1 / a_{N}} \sum_{d \in \mathcal{D}} \psi_{d}(i)<\frac{\delta \sqrt{a_{N}} N}{\xi_{1}}\right] \rightarrow 1 . \tag{2.19}
\end{equation*}
$$

On the other hand, the minimum number of routing records that can be stored in a
cell can be estimated by Lemma 2.2:

$$
\begin{equation*}
\mathbb{P}\left[b_{N} \min _{1 \leq i \leq 1 / a_{N}} k_{N}(i)>\varepsilon \sqrt{a_{N}} N\right] \rightarrow 1 \tag{2.20}
\end{equation*}
$$

as $N \rightarrow \infty$, for some $\varepsilon>0$; we also used the relationship between $a_{N}$ and $b_{N}$. Combining (2.19) and (2.20) yields that for $\xi_{1}$ large enough each cell has enough memory space to store all the required routing records in the limit as $N \rightarrow \infty$ :

$$
\mathbb{P}\left[\max _{1 \leq i \leq 1 / a_{N}} \sum_{d \in \mathcal{D}} \psi_{d}(i)<b_{N} \min _{1 \leq i \leq 1 / a_{N}} k_{N}(i)\right] \rightarrow 1
$$

Therefore, (2.18) holds also for the case when each node can store $b_{N}$ addresses rather than an infinite number of them. Recalling that $\sqrt{a_{N}}=\left\lceil c / b_{N}\right\rceil$ renders (2.16).

Now we consider (2.17). It suffices to consider only the case $a_{N}>a \ln N / N$ with $a>1$ since otherwise (2.17) holds due to the fact that $\Theta(1 / \sqrt{N \log N})$ is the highest throughput achievable with the cell-based algorithm [33, 24, 25]. For the routing protocol to operate correctly all the required routing records need to be stored in nodes' memory, implying that $b_{N}$ has to satisfy

$$
\begin{aligned}
b_{N} & \geq \max _{1 \leq n \leq N}\left\|T_{N}(n)\right\| \\
& \geq \max \left\{1, \min _{n \in \mathcal{N}_{N}}\left\|T_{N}(n)\right\|\right\},
\end{aligned}
$$

where $\mathcal{N}_{N} \subseteq\{1, \ldots, N\}$; if $b_{N}=0$ than there is no memory available for routing tables at all, and, thus, one requires $b_{N} \geq 1$. When $a_{N}>a \ln N / N, a>1$, the preceding relationship and Theorem 2.2 yield, for some $\varepsilon>0$,

$$
\begin{equation*}
\mathbb{P}\left[b_{N}>\frac{\varepsilon}{\sqrt{a_{N}} \ln N}\right] \rightarrow 1 \tag{2.21}
\end{equation*}
$$

as $N \rightarrow \infty$. Theorem 2.1 guarantees an existence of $\xi_{2}<\infty$ such that

$$
\liminf _{N \rightarrow \infty} \mathbb{P}\left[\vartheta_{N}>\frac{\xi_{2}}{\sqrt{a_{N}} N} \text { is feasible }\right]<1
$$

Combining this limit with (2.21) concludes the proof.

### 2.5 Information-Efficient Routing

In this section we establish that there exists an information-efficient routing algorithm. In particular, we show that column-first routing (see Section 2.2) has such a property. That is, the scheme can operate correctly in large networks without sacrificing the throughput even when each node has enough memory to store only a finite number of routing records (addresses). The compression scheme described in Section 2.3.3 can be used to efficiently represent routing tables when column-first policy is employed. We stress that the column-first policy is only one of possible information-efficient policies; we focus on this particular policy due to its simplicity. Also, it is possible to devise an information-efficient policy that is distributed and does not require global node coordinates (see Section 2.6).

Consider a non-edge cell and a packet to be forwarded through this cell. If the packet is forwarded along a row, then the packet will remain in the same row until it reaches its destination. This implies that a packet arriving from the west or east neighboring cell has to be forwarded to the east and west neighbor, respectively. In other words, no packet is forwarded in the east-to-south, east-to-north, west-to-south and west-to-north direction, i.e., $\psi_{d}(i)=0$ for these directions. For most of the cells, if a packet arrives from the south neighbor, it is more likely to be forwarded to the north neighbor, since

$$
\mathbb{E} \psi_{d}(i)=a_{N}(l-1)\left(1-l \sqrt{a_{N}}\right),
$$

where $l$ is the row the cell is located at and $d$ is the south-to-north direction, and

$$
\mathbb{E}\left[\psi_{d_{1}}(i)+\psi_{d_{2}}(i)\right]=a_{N}(l-1)\left(\sqrt{a_{N}}-a_{N}\right),
$$

where $d_{1}$ and $d_{2}$ are south-to-west and south-to-east directions, respectively ${ }^{3}$. Therefore, a cell can perform correct routing by maintaining only 4 sets of destination addresses $\left\{A_{d_{i}}\right\}$. Packets destined to addresses in $\left\{A_{d_{i}}\right\}$ are forwarded from the south or north cell to either the east or west cell, depending to which $A_{d_{i}}$ the address belongs. All other packets are forwarded straight across the cell (north-to-south, south-to-north, east-to-west, west-to-east). With this kind of representation of the routing functions $R(\cdot, \cdot)$ each destination contributes at most one routing record to one cell in the network. This follows from the fact that each route experiences at most one $90^{\circ}$-change of direction.

The next proposition is the second main result of the chapter.

Proposition 2.1. Let $\Pi_{b}$ the column-first routing algorithm in a network of nodes capable storing $b$ routing records. If $a_{N}>a \ln N / N$ for some $a>1$, then there exists $b<\infty$ such that $\mathbb{P}\left[\Pi_{b}\right.$ operates correctly $] \rightarrow 1$ as $N \rightarrow \infty$.

Proof. Let $\nu_{N}(i)$ be the number of routes that undergo a change in direction in a cell $i$ when the network is of size $N$. Then, the maximum of $\nu_{N}(i)$ across all cells can be estimated using the union bound:

$$
\mathbb{P}\left[\max _{1 \leq i \leq 1 / a_{N}} \nu_{N}(i) \leq \gamma a_{N} N\right] \geq 1-\sum_{i=1}^{a_{N}^{-1}} \mathbb{P}\left[\nu_{N}(i)>\gamma a_{N} N\right] .
$$

For a fixed cell $i$, a route changes its direction at this cell only if the source is in the same column and the destination is in the same row (but not in the cell $i$ ). For $j=1, \ldots, N$, let $I_{j}=1$ if node $j$ originates a flow that changes direction at cell $i$, and

[^2]$I_{j}=0$ otherwise. Then, we have
\[

$$
\begin{equation*}
\nu_{N}(i)=\sum_{j=1}^{N} I_{j} . \tag{2.22}
\end{equation*}
$$

\]

Due to our assumption of independence of traffic routes (see Section 2.2), the sequence $\left\{I_{j}\right\}_{j=1}^{N}$ is an i.i.d. sequence of Bernoulli random variables with $\mathbb{E} I_{j}=\left(\sqrt{a_{N}}-a_{N}\right)^{2}<$ $a_{N}$; the probability that the source node is in the same column as cell $i$ (but not in cell $i)$ is $\left(\sqrt{a_{N}}-a_{N}\right)$, the same applies to the destination. Then, (2.22), Markov's inequality and the independence of source-destination pairs yield, for arbitrary $s>0$,

$$
\begin{aligned}
\mathbb{P}\left[\nu_{N}(i)>\gamma a_{N} N\right] & =\mathbb{P}\left[\prod_{j=1}^{N} e^{s I_{j}}>e^{s \gamma a_{N} N}\right] \\
& \leq e^{-s \gamma a_{N} N} \mathbb{E}\left[e^{s I_{1}}\right]^{N} \\
& \leq e^{-s \gamma a_{N} N}\left(1+a_{N}\left(e^{s}-1\right)\right)^{N} \\
& =e^{-s \gamma a_{N} N} e^{N \ln \left(1+a_{N}\left(e^{s}-1\right)\right)} \\
& \leq e^{-a_{N} N\left(\gamma s-e^{s}+1\right)}
\end{aligned}
$$

where the last inequality is due to $\ln (1+x) \leq x$ for $x \geq 0$. Given the assumptions of the proposition, it is possible to select $s$ and $\gamma$ such that, as $N \rightarrow \infty$,

$$
\begin{equation*}
\mathbb{P}\left[\max _{1 \leq i \leq 1 / a_{N}} \nu_{N}(i) \leq \gamma a_{N} N\right] \rightarrow 1 \tag{2.23}
\end{equation*}
$$

The required amount of storage at individual nodes for correct operation of the routing algorithm in cell $i$ is upper bounded by $\left\|T_{N}(n)\right\| \leq \zeta\left\lceil\nu_{N}(i) / k_{N}(i)\right\rceil$, where $\zeta>1$ accounts for bits needed to represent cell labels. This bound is based on the assumption that all the records can be stored in a distributed fashion within the cell.

Finally, (2.23) and Lemma 2.2 result in

$$
\begin{aligned}
\mathbb{P}\left[\max _{1 \leq i \leq 1 / a_{N}}\right. & \left.\left\lceil\nu_{N}(i) / k_{N}(i)\right\rceil \leq \frac{\gamma}{\varepsilon}\right] \geq \\
& \mathbb{P}\left[\max _{1 \leq i \leq 1 / a_{N}} \nu_{N}(i) \leq \gamma a_{N} N, \min _{1 \leq i \leq 1 / a_{N}} k_{N}(i) \geq \varepsilon a_{N} N\right] \rightarrow 1
\end{aligned}
$$

as $N \rightarrow \infty$. Choosing $b=\lceil\zeta \gamma / \varepsilon\rceil$ completes the proof.

Proposition 2.1 and Theorem 1 from [37] suggest that nodes with limited memory can be used to create large multi-hop networks, at least when the transmission times are exponentially distributed. The protocol constructed in [37] utilized the column-first routing strategy. These two results indicate that memory bottlenecks can be avoided both in the data and control planes.

### 2.6 Distributed Approach

In the previous sections, the discussion focused on a unit square partitioned into square cells. It is of interest to consider information-efficient routing algorithms with more general cell shapes. Moreover, high-level notions of rows and columns do not usually pre-exist in distributed networks. The purpose of this section is to illustrate that information efficiency of routing protocols is not tied to regular cell shapes and preexisting notions of rows and columns; detailed design and analysis of efficient distributed algorithms is beyond the scope of the discussion. Namely, we provide an example on how virtual rows and columns can be distributively constructed with dense Voronoi tessellations. Cells in the network do not have any information about the network topology besides the identity of their neighboring cells.

Consider the Voronoi tessellation of the unit square (see [63] for a discussion of Voronoi tessellation). Let $\left\{x_{1}, x_{2}, \ldots, x_{1 / a_{N}}\right\}$ be a set of $1 / a_{N}$ points on the unit square; each point represents a center of a cell, and hence there are $1 / a_{N}$ cells in total. The set of


Figure 2.4: This figure provides an example on how virtual rows and columns for a Voronoi tessellated unit square are constructed by the distributed algorithm. A set of $10^{4}$ points are selected uniformly at random as centers of the Voronoi cells, which satisfies the condition that rules out too eccentrically shapes. The figure on the top shows cells $c_{0}, c_{1}, c_{2}$, and the initial path $P$; in the figure on the bottom, only the virtual rows (columns) with indices of multiples of 6 are colored for clarity.
all points that are closer to $x_{i}$ than to any of the other $x_{j}$ 's, for each $i$, i.e., $\left\{x \in(0,1)^{2}\right.$ : $\left.\left|x-x_{i}\right| \leq\left|x-x_{j}\right|, j \neq i\right\}$, is called a Voronoi cell. Such tessellation provides a method of grouping nodes that are physically close to each other and was considered in previous work on cell-based forwarding algorithms (e.g., see [33]). Following [33] (see Section IV. in [33]), we require that each cell contains a disk of area $\Theta\left(a_{N}\right)$ as $N \rightarrow \infty$, and is contained by a disk of area $\Theta\left(a_{N}\right)$; this condition rules out too eccentrically shaped cells. As in the previous sections, packets are forwarded between neighboring cells. The following algorithm constructs virtual rows and columns for a Voronoi tessellated unit square (an instance is shown in Fig. 2.4):

1. A randomly selected cell $c_{0}$ floods a distance counter that increases by hops over the network so that every cell is aware of the minimum distance (in hops) to $c_{0}$.
2. A cell $c_{1}$ with the longest hop distance to $c_{0}$ is identified. Cell $c_{1}$ performs another distance-counter flood to identify a furthest cell $c_{2}$ from $c_{1}$.
3. An initial path (a set of connected cells) $P$ from $c_{1}$ to $c_{2}$ is created; random decisions are made whenever there is a tie.
4. Path $P$ floods a distance counter; all of the cells in $P$ have distance counters set to zero. The distance to $P$ is equal to the minimum distance to a cell belonging to $P$. Cells with the same distance to $P$ (and on the same side) form virtual rows.
5. A cell furthest away from $P$ is identified as $c_{3}$; a cell furthest away from $c_{3}$ is identified as $c_{4}$. As in steps 3 and 4 , cells $c_{3}$ and $c_{4}$ can be used to construct a path and thus the virtual columns.

Each time a distance counter is flooded, all cells receive the counter. Hence, all cells belongs to exactly one virtual row and one virtual column. Note that neighboring cells in a virtual row (column) can be separated by at most one cell with a different distance counter, due to the nature of distance counters. Hence, a cell needs to interact with
at most all the two-hop neighbors. When a packet is forwarded along a virtual row or column, intermediate cells may need to forward the packet to multiple neighbors (i.e. the neighbors that have not yet received the packet). However, the number of forwarding actions taken remains constant. This is due to a constant number of neighbors for each cell.

After the one-time construction of virtual rows and columns, a column-first-like routing algorithm can be performed on the unit square. Given a transmission pair, the source and destination nodes forward a request along the column and row they belong to. The two requests intersect at some cell, which in turn keeps the record of the forwarding destination address in the routing table. It is straightforward to argue that routing by the virtual rows and columns requires the same (order of magnitude) amount of routing information as column-first routing with square cells of the similar size. The above construction of virtual rows (columns) can be generalized to a larger class of tessellation on convex regions. We stress that the above algorithm provides one way of constructing the virtual rows and columns, but is by no means exclusive.

### 2.7 Concluding Remarks

The amount of information required to route packets in a large wireless network can have a significant impact on the achievable network throughput. The widely considered shortest-path and straight-line algorithms require routing tables of excessive size when non-negligible throughput is desired (in comparison with the maximum throughput). On the other hand, when the column-first scheme is employed, each node has to store routing information on only a fixed number of destinations regardless of the network size.

## CHAPTER 3

## Scalable Scheduling

### 3.1 Introduction

In this chapter, we address the scheduling problem within the framework of a particular network topology, namely, a full bipartite graph that corresponds to the packet switch. High performance routers and switches, being the core of various existing and proposed architectures, are likely to remain indispensable parts of future networks. We develops a novel model of computation that enables efficient operation of packet switches with distributed scheduling; the model yields a new architecture and scheduling algorithms. Scalability of packet switches has been considered in the literature. In short, there exists a tradeoff between the switch performance and hardware complexity, as well as between the complexity of data-plane hardware (crossbars, memory banks, etc.) and control plane hardware (control unit). However, the studies in this domain are dominated by architectures with either a significant number of switching components and/or a centralized controller. The assumption of system coordination is typically implied in those models. Our algorithms are not based on this assumption. Namely, we design a fully distributed scheduling scheme for packet switches. Distributed operation is enabled by introducing a novel model of computation, and thus eliminating the standard model based on bits, registers, machine cycles and all related hardware. The new model of computation utilizing time encoding is capable of drastically reducing
the complexity of the control plane, since inter-port communication on a single piece of switching fabric is not required. While a number of alternative models of computation have been proposed (molecular, quantum, membrane, etc.), at present devices based on these models do not outperform those using the standard model. In contrast, the architecture we propose provides performance that is comparable with known centralized architectures.

Our model of computation is inspired by neurons. In particular, the relevant quantities for determining a feasible schedule are represented by the length of time intervals instead of conventional bits in registers; hence, the term time encoding. Computation required to determine a state of the switching fabric can be performed efficiently under such representation. We point out that the model is potentially extendable to other inherently decentralized systems such as wireless networks. Our focus on the switch design problem is dictated by two factors: (i) switch scheduling problem is well-defined, structured and important in practice, and (ii) the resulting architecture can not only be implemented physically, but also enables switch operation at speeds that are comparable to switches based on conventional technology.

The remaining of this chapter is organized as follows. In the next section, we outline the basic switch model and briefly review relevant literature. Section 3.3 describes a novel model of computation based on time encoding, where time intervals are used to perform computations. In Section 3.4 we discuss a distributed scheduling algorithm utilizing this model and its implementation. A reversible version of our algorithm is presented in Section 3.5. Finally, concluding remarks can be found in Section 3.6.


Figure 3.1: The structure of a Virtual-Output-Queued switch. Packets are enqueued at inputs based on their destinations. Each input/output can be connected to at most one output/input in every time slot.

### 3.2 Model

### 3.2.1 Virtual-Output-Queued switch

The Virtual-Output-Queued (VOQ) switch architecture has the following desirable properties: (i) it is based on a switching fabric operating at line speeds, while outputqueued switches require hardware speedup; (ii) it does not suffer from performance degradation due to the head-of-line (HOL) blocking as in the case of input-queued switches; (iii) it can be implemented on a single switching fabric (crossbar); (iv) no reordering of packets is required. The reduced hardware requirements and improved performance come at the cost of increased control complexity. Hence, the key performance metrics (throughput, delay, etc.) crucially depend on the employed scheduling algorithm. In particular, it has been shown that a greedy algorithm performs poorly under certain traffic scenarios [47].

The structure of an $N \times N$ VOQ switch is shown in Fig. 3.1. Packets arriving to input $i$ with destination $j$ are enqueued in the virtual output buffer $(i, j)$. We assume that the buffer is of infinite size, that time is slotted, and that every packet is of uniform
size such that it takes exactly one time slot to transmit a packet. The number of packets in queue $(i, j)$ at time slot $t$ is denoted by $Q_{i, j}(t)$. Let $A_{i, j}(t)$ be the number of packets arriving to queue $(i, j)$ at time $t$. The queue occupancies evolve in time according to

$$
\begin{equation*}
Q_{i, j}(t+1)=Q_{i, j}(t)-S_{i, j}(t)+A_{i, j}(t), \tag{3.1}
\end{equation*}
$$

where $S_{i, j}(t)=1$ if queue $(i, j)$ is non-empty and is served at time $t$, i.e., a packet is switched from input $i$ to output $j$; otherwise $S_{i, j}(t)=0$. Event $\left\{S_{i, j}(t)=1\right\}$ indicates that the switching fabric is configured to a state such that one packet in queue $(i, j)$ is switched, and, thus, $S_{i, j}(t)$ depends on the scheduling algorithm. The switching fabric is physically constrained to transmit at most one packet for each input/output port in a time slot, i.e.,

$$
\begin{equation*}
\sum_{i=1}^{N} S_{i, j}(t) \leq 1 \quad \text { and } \quad \sum_{j=1}^{N} S_{i, j}(t) \leq 1 \tag{3.2}
\end{equation*}
$$

A scheduling algorithm determines the value of $\left\{S_{i, j}(t)\right\}$ subject to (3.2). Hence, in view of (3.1), the impact of scheduling algorithm on the evolution of queue occupancy processes is only through the values of $\left\{S_{i, j}\right\}$.

In the rest of the discussion, we assume that the arrival processes satisfy a strong law of large numbers, i.e., with probability 1 ,

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{1}{T} \sum_{t=0}^{T} A_{i, j}(t)=\lambda_{i, j}, \quad i, j=1, \ldots, N \tag{3.3}
\end{equation*}
$$

where $\lambda_{i, j}$ is the traffic intensity at virtual queue $(i, j)$. We say that a scheduling algorithm is rate stable if, with probability 1 ,

$$
\lim _{T \rightarrow \infty} \frac{1}{T} \sum_{t=0}^{T} S_{i, j}(t)=\lambda_{i, j}, \quad i, j=1, \ldots, N
$$

for any arrival process satisfying (3.3). The input traffic is called admissible if

$$
\begin{equation*}
\lambda_{., j}=\sum_{i=1}^{N} \lambda_{i, j}(t)<1 \text { and } \lambda_{i, .}=\sum_{j=1}^{N} \lambda_{i, j}(t)<1 . \tag{3.4}
\end{equation*}
$$

It is straightforward to show that no scheduling algorithm is rate stable under nonadmissible traffic $\left(\lambda_{. j}>1\right.$ or $\lambda_{i .}>1$ for some $\left.i, j\right)$. In that case, $Q_{i, j}(t)$ increases over time without a bound regardless of the scheduling algorithm for some $i$ and $j$.

### 3.2.2 Maximum-Weight-Matching scheduling

Maximum-Weight-Matching (MWM) algorithm is rate stable under any admissible traffic pattern and is known to provide high throughput and low delay [20, 17, 35, 31, 59]. We sketch the operation of MWM below. The state of the switch can be described by a bipartite graph, with vertices representing input and output ports, and edges representing the corresponding virtual buffers. In each time slot $t$, edge $(i, j)$ is assigned a weight $W_{i, j}(t)$ that measures the congestion level of the corresponding queue, e.g., $W_{i, j}(t)=Q_{i, j}^{\beta}(t), \beta>0[3,54]$. In the context where delay is concerned, the weight function is oftentimes associated with the age of the packets in the queue. (Note that an ideal weight function for our scheduling algorithm in Section 3.4 uses only local information from individual queues, in order to achieve distributiveness.) A discussion on the selection of weight functions can be found in [44]. The MWM algorithm selects a matching (set of independent input-output pairs) with the highest sum of weight and schedules transmissions according to the matching. When $W_{i, j}(t)=1_{\left\{Q_{i, j}(t)>0\right\}}$, the algorithm reduces to the Maximum-Size-Matching (MSM) algorithm. In [79, 54] it was shown that the MWM algorithm is rate stable with Bernoulli arrival processes when no input or output port is overloaded (admissible traffic); the result was extended for more general arrival processes in [20]. MWM-like algorithms were also argued to perform well when applied in the networks of constrained queues [77] and switches [53].

Furthermore, the MWM algorithm with appropriately chosen weight functions performs optimally under the heavy load scenario not only in switches [71, 75] (the cross-bar switch considered here is a special case of the generalized switch examined in [75]), but also in stochastic processing networks [18, 4] (optimality is considered with respect to holding cost).

Nonetheless, computing the maximum weight matching at line speeds is a challenge. Existing algorithms $[17,35,31]$ are either of significant complexity or poor scalability, i.e., requiring a large number of arithmetic operations for a large number of input/output ports. Hence, a number of practical algorithms were developed, including iSLIP [52], MUCS [19] and RPA [1]. These algorithms do not attempt to approximate the MWM algorithm explicitly and are inferior to the MWM when the input traffic is not uniform [30]. In particular, iSLIP is a maximal matching scheduling algorithm; no unconnected pair of input and output do not have packets for each other in a maximal matching. It was shown in [20] that all maximal matching algorithms are stable at speedup 2 when the traffic is Bernoulli i.i.d. and the delay performance is investigated in [70]. On the other hand, algorithms based on MWM approximations were also considered, see e.g. [78, 29, 21]. They utilized the observation that queue occupancies exhibit correlation in time, and hence, the weight of a matching does not change significantly over a small time interval. Recently, an algorithm based on an auction is proposed in [13].

Distributed switch scheduling on a single crossbar poses additional challenges. Iterative algorithms such as iSLIP [52] and the bidding algorithm [13] can be considered distributed but they require multiple rounds of "information exchange". Namely, input and output ports communicate between each other in order to establish a feasible schedule. Note that the problem of switch scheduling can be viewed as an instance of a general problem of scheduling on interference graphs. Interference graphs were also considered in the context of scheduling in wireless networks. In such networks informa-
tion exchange (message passing) is even costlier since control packets utilize the same resource (bandwidth) that needs to be allocated (scheduled). Algorithms that require a large number of rounds of message exchanges are capable of supporting switch operation at limited speeds only since a non-negligible amount of time is needed for rounds to take place. On the other hand, schemes with simple implementations such as maximal scheduling (single round of scheduling) deliver only a fraction of the possible throughput [14, 72]. Distributed algorithms with low-complexity considered in the literature include local back-pressure policy [77] and the Longest-Queue-First (LQF) policy [23]. For further studies of distributed scheduling in wireless networks see [59, 26, 74] and references therein. The extension of our basic algorithm, the reversible algorithm described in Sect. 3.5, is conceptually closest to the distributed CSMA algorithm proposed in [39]; in particular, even though the algorithms are different, the structures of underlying Markov chains bear resemblance.

### 3.2.3 Algorithm comparisons

Although it is desirable to have a scheduling algorithm with a higher relative throughput, this oftentimes comes at the cost of larger time complexity. When comparing the performance of scheduling policies, both the quality and running time of decision making need to be taken into account. In particular, if an algorithm achieves relative throughput $\rho \in[0,1]$ and takes $\tau$ seconds to determine a schedule, then the maximum theoretic throughput is at most $\rho \tau$ cells/s. For example, consider two scheduling algorithms $\mathcal{C}$ and $\mathcal{D}$, achieving $100 \%$ and $85 \%$ of the relative throughput, respectively. If it takes $10^{-8} \mathrm{~s}$ for $\mathcal{C}$ and $10^{-10} \mathrm{~s}$ for $\mathcal{D}$ to compute a schedule, then the maximum theoretic throughput is at most $10^{8}$ cells/s for $\mathcal{C}$ and $85 \cdot 10^{8}$ cells/s for $\mathcal{D}$. Therefore $\mathcal{D}$ significantly outperforms $\mathcal{C}$ due to faster decision making.

### 3.3 Time-encoding computation

In this section, we discuss a model of computation based on time encoding. The standard model of computation is based on bits and elementary operations (e.g., summation comparison and multiplication) and is implemented in digital logic. Although some early computing machines were based on analog components, today digital circuits dominate the implementation of specialized and general-purpose processors. Nonetheless, alternative models of computation have received considerable attention (e.g., see [2, $60,66])$, most of which are yet to be physically implemented. On the other hand, the model of computation we propose can be integrated into the existing solid-state technology.

### 3.3.1 Time-encoding operations

In our model of computation, variables are represented with time intervals of possibly random lengths rather than deterministic bits. A time interval (and hence its length) can be defined by two impulses. Let $X$ and $Y$ be two variables. The following two basic operations can be utilized to implement time-encoding algorithms:

- Minimum ( $\min \{X, Y\}$ ). Variables $X$ and $Y$ are represented by two constant time intervals with lengths $X$ and $Y$, respectively. Define the new starting impulse as the beginning of the two aligned time intervals, and the new ending impulse as the earlier of the two ending impulses. Clearly, the length of the new time interval is $\min \{X, Y\}$.
- Inverse sum $(1 /(X+Y))$. Variables $X$ and $Y$ are represented by two randomlength time intervals. In particular, the length of the intervals are given by exponential random variables with means $1 / X$ and $1 / Y$; denote the lengths of these intervals by $T_{X}$ and $T_{Y}$, respectively. The minimum of the two, $\min \left\{T_{X}, T_{Y}\right\}$, can be obtained by applying the minimum operator. Random variable $\min \left\{T_{X}, T_{Y}\right\}$
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Figure 3.2: Illustration for the motivating example. The switching fabric has only 2 possible states shown on the top. On the bottom is the time line that indicates the expiration of the timers. In this example, the timers are set at $t=0$. At $t=X_{1,2}$, the first timer to expire is the one associated with input-output pair (1,2). Thus, in this instance the switch is configured to the matching with weight $M_{2}$.
is exponentially distributed with mean $1 /(X+Y)$. Hence, the output of the operator, $\min \left\{T_{X}, T_{Y}\right\}$, is only an approximation of the inverse sum, $1 /(X+Y)$, but can be implemented in a distributed fashion.

### 3.3.2 A motivating example

Next, we illustrate how the basic time-encoding operations can be used with a motivating example. For simplicity, consider a $2 \times 2$ switch with input-output weights given by $\left[W_{i, j}\right]_{i, j=1,2}$. In this case there exist two matchings (switch configurations) with weights $M_{1}=W_{1,1}+W_{2,2}$ and $M_{2}=W_{1,2}+W_{2,1}$ (with corresponding connectivity patterns $\{(1,1),(2,2)\}$ and $\{(1,2),(2,1)\}$ as shown in Fig. 3.2). The MWM algorithm schedules a matching with the maximum weight. Given the standard model of computation based on digital logic (i.e., bits, registers, summations, comparisons, etc.), effectively a single entity is required in order to determine which matching has a higher weight. In particular, the entity needs to be aware of the values of $\left[W_{i, j}\right]_{i, j=1,2}$ so that $M_{1}$ and $M_{2}$ can be computed and compared.

Our distributed scheme using information encoded in timing is described next.

The scheme is randomized with the following intuition: the heavier the matching the more likely it is scheduled. In the first step each input-output weight is randomized. In particular, $W_{i, j}$ is replaced with $X_{i, j}$ where $X_{i, j}$ is exponentially distributed with $\mathbb{E} X_{i, j}=1 / W_{i, j}$. This is the step that enables distributed summation. Observe that the randomization can be implemented in a distributed fashion since each $X_{i, j}$ depends only on the corresponding value of $W_{i, j}$. In the second step, at some fixed time, say $t=0$, each input-output pair $(i, j)$ (virtual buffer) sets a timer with an expiration time $X_{i, j}$. Upon the expiration of timer $(i, j)$, an attempt is made to connect input $i$ and output $j$. Such a connection is feasible only if both input $i$ and output $j$ have not yet been connected to some other ports. The algorithm terminates when all finite timers expire. We call the algorithm distributed since each virtual queue attempts a transmission based on local information only. Note that in the $2 \times 2$ case the matching is scheduled whenever one of its two input-output pairs is scheduled first (equivalently, a timer expires first). For example, matching with weight $M_{1}$ is scheduled if and only if $\min \left\{X_{11}, X_{22}\right\}<\min \left\{X_{12}, X_{21}\right\}$. The key fact is that $\min \left\{X_{11}, X_{22}\right\}$ and $\min \left\{X_{12}, X_{21}\right\}$ are exponentially distributed with means $1 / M_{1}$ and $1 / M_{2}$, respectively. Effectively, we use the comparison of $\min \left\{X_{11}, X_{22}\right\}$ and $\min \left\{X_{12}, X_{21}\right\}$ (fully distributed based on timers) as a proxy for the comparison between $M_{1}$ and $M_{2}$. A straightforward computation shows that the two matchings are chosen with probabilities $M_{1} /\left(M_{1}+M_{2}\right)$ and $M_{2} /\left(M_{1}+M_{2}\right)$.

### 3.4 Distributed scheduling

The centralized implementation of the MWM algorithm requires the presence of a control unit in the switch architecture. Previous approaches to eliminate the control unit come at cost of increasing the complexity of the switching hardware. Informally, the idea is to shape the input processes (make the input traffic uniform) so that a
simple scheduling algorithm can be employed, e.g. see the load-balanced router architecture [40, 41]. The increased complexity stems from the additional hardware required to reorder the packets (in order to restore the original sequencing) prior to their transmission to output ports. In contrast, our approach aims at developing a distributed scheduling algorithm (i.e. no control unit is required) that maintains the original order of packets within the switch. The key idea behind our architecture is to enable distributed summations so that matching weights can be computed without explicit information exchange between ports.

### 3.4.1 Basic algorithm

In this subsection, we describe a randomized algorithm $\mathcal{A}(W)$. The argument $W$ refers to a function that is used to assign weights to input-output pairs. For example, if $W=Q^{\beta}$ (as proposed originally in [3]), then at time slot $t$ the weight of the edge $(i, j)$ in the corresponding input-output bipartite graph is given by $Q_{i, j}^{\beta}(t)$. We use $\left[T_{i, j}(t)\right]$ to denote an $N \times N$ matrix that is independent of the arrival processes. Elements of each matrix are independent and exponentially distributed random variables with unit mean; the matrices for different values of $t$ are independent. The algorithm operates as follows.

Algorithm $\mathcal{A}(W)$ [55]
For each time slot $t$ :

1. Define $X$ as an $N \times N$ matrix with elements

$$
X_{i, j}:=\frac{T_{i, j}(t)}{W_{i, j}} .
$$

2. Match input $i$ to output $j$ such that

$$
\begin{equation*}
(i, j)=\arg \min X_{k, l} ; \tag{3.5}
\end{equation*}
$$

delete the $i$ th row and $j$ th column from $X$.
3. Repeat the preceding step until $X$ is empty or $X_{i, j}=\infty$ for all $i, j$.

It is clear that $\mathcal{A}(W)$ implements LQF scheduling with"randomized queue length" given by $X_{i, j}^{-1}=W_{i, j} / T_{i, j}$. The reason for not defining $\mathcal{A}(W)$ as simply a randomized LQF algorithm is that the above description of the algorithm allows for a distributed implementation (see the next subsection). Such an implementation is feasible due to the arg min operator in (3.5) - the LQF algorithm requires the arg max operator. The algorithm $\mathcal{A}(W)$ with an appropriately chosen weight function has the following desired characteristics [52]:

- High throughput: in the following subsections we argue that the algorithm remains stable under relatively high traffic loads.
- Starvation free: $\mathcal{A}(W)$ eventually serves all virtual output queues as long as the total backlog is not infinite and $W$ is proportional to the queue lengths; there exists a positive probability for any of the non-empty queues to be scheduled.
- Simple implementation: aside from the source of randomness, the algorithm is straightforward to implement. Conceptually, operation of each input-output pair (virtual queue) remains the same, regardless of the size of the switch.


### 3.4.2 Distributed implementation

Suppose that the source of randomness is available at each input port; that is, for each time slot, unit mean exponential random variables $\left[T_{i, j}\right]$ are available at the input


Figure 3.3: An example of how a matching is built in the case $X_{1,2}<X_{3,2}<X_{3,3}<$ $X_{1,1}<X_{2,1}<\infty$ and all other $X_{i, j}$ 's are equal to $\infty$. The first timer expires at $t_{1}=X_{1,2}$, the second at $t_{2}=X_{3,2}$ and so on. When a timer expires, the input is connected to the output only if such a connection is feasible. Non-feasible connections are shown with dashed lines.
ports. By adjusting the intensities of these random variables based on $W_{i, j}$ (e.g., based on $\left.Q_{i, j}(t)\right)$, one obtains $\left[X_{i, j}\right]$. At a fixed time, each input-output pair $(i, j)$ sets a timer that expires in $X_{i, j}$ time units; note that these units do not correspond to time slots needed to switch a packet (cell) from an input to an output. Upon the expiration of timer $(i, j)$, input $i$ is matched to output $j$ unless either of them is already matched. This process continues until all timers with $X_{i, j}<\infty$ expire. An example of how the algorithm operates for a $3 \times 3$ switch is shown in Fig. 3.3. The timers are set at time $t=0$; as they expire, attempts are made to connect the corresponding input and output ports. Upon the completion of the scheduling phase (in this case the input ports 1,2 and 3 are connected to the output ports 2,1 and 3 , respectively), the cell transfer phase begins.

Note that the implementation is distributed whenever $W_{i, j}$ is only a function of the state of the virtual queue $(i, j)$, i.e., the timers are set with local parameters only. However, the complexity of implementing the required source of randomness needs to be


Figure 3.4: Conceptual operation of a $2 \times 2$ switch under $\mathcal{A}(W)$. Poisson processes are generated at each virtual buffer (input-output pair) with rates proportional to the occupancy continuously over time; these processes serve as the required timers during scheduling phases. At the beginning of each scheduling phase, all input-output ports are disconnected. As impulses arrive (timers expire), the corresponding feasible connections are established. The configuration of the switching fabric after each arrival of the Poisson processes is shown on the bottom of the graph. Once the fabric is configured, a cell transfer phase starts.
considered. There exists at least two possible approaches to obtain randomness: (i) external - a physical device (e.g. photon-based) auxiliary to the switching fabric can serve as a source of randomness (Poisson process); these devices can potentially operate at very high speeds; and (ii) internal - randomness can be extracted from packet payloads, e.g., see [22]. We note that lasers and photon-counting semiconductor detectors can be used to implement Poisson timers [82]. Intensities of external Poisson processes (sequences of impulses) at virtual buffers are modulated according to buffer occupancies. By the memoryless property of Poisson processes, an exponentially-distributed time interval can be defined by a single impulse, namely, the ending impulse. Then, the $\arg \min$ of a set of variables is determined by the first impulse from the corresponding set of Poisson processes. Thus, the algorithm can be implemented through the two operations described in Sect. 3.3.1. Moreover, in order to simplify the source of randomness, such impulses are generated continuously as shown in Fig. 3.4. The switch operates in two alternating phases: scheduling and cell transfer; the length of the cell
transfer phase is relatively longer. Note that in practice, each scheduling phase is of fixed length, and there is a positive probability that the some impulses do not arrive before the scheduling phase ends. We adjust the arrival rate to be large compared to the length of the scheduling phase, hence approximating algorithm $\mathcal{A}$. In Fig. 3.4 we illustrated the conceptual operation of the $2 \times 2$ switch. At the beginning of a scheduling phase, a sequence of impulses is generated at each virtual buffer. As impulses are generated (equivalently timers expire) from the Poisson processes, the switching fabric is configured accordingly. The resulting configurations are shown on the bottom of the figure. Once the configuration is determined, the cell transfer phase starts. Upon completion of a cell transfer phase, the switching fabric is reset, i.e., all input and output ports are disconnected, and the scheduling phase for the next time slot begins.

Finally, we point out that one can potentially implement the LQF algorithm by setting $T_{i, j}$ 's in the definition of $\mathcal{A}(W)$ to constants rather than of unit-rate random variables. However, in that case one will need to implement timers that allow for synchronization of initial impulses. In addition, producing time intervals of precise lengths poses technical challenges.

### 3.4.3 Performance

The distributed nature of the proposed architecture and the scheduling algorithm results in a low complexity of the control plane. In this subsection, we evaluate the performance of $\mathcal{A}$. Inefficiencies of $\mathcal{A}$ are due to the fact that inverse summation is performed only approximately (see Sect. 3.3.1), and, thus, the maximum weight matching is evaluated approximately as well. First, we consider the uniform traffic pattern defined by arrival rates $\lambda_{i, j}=\rho / N, 1 \leq i, j \leq N$, where $\rho \in[0,1)$ is the relative traffic load. A preliminary version of the following result appeared in [55].

Theorem 3.1. Algorithm $\mathcal{A}\left(Q^{\beta}\right), \beta>0$, is rate stable under any admissible traffic in a $2 \times 2$ switch. Moreover, $\mathcal{A}\left(Q^{\beta}\right), \beta>0$, is rate stable under uniform admissible input
traffic in a switch of an arbitrary size.

Proof. See Appendix B.1.

Next, we considered the diagonal traffic pattern parameterized by $\alpha \in[0,1]$, and defined by

$$
\lambda_{i, j}= \begin{cases}\alpha \rho, & j=i  \tag{3.6}\\ (1-\alpha) \rho, & j=(i \bmod N)+1 \\ 0, & \text { otherwise }\end{cases}
$$

parameter $\rho \in(0,1)$ is the relative load for each input and output. Under this traffic pattern, the queue occupancy process is unstable under $\mathcal{A}\left(Q^{\beta}\right)$ when $\rho>\rho^{*}$, where $\rho^{*}$ denotes the value of the critical relative load. The inefficiency arises due to the distributed nature of the algorithm. Note that $\rho^{*}<1$ when empty queues are served with positive probabilities in the long run. We illustrate this point with the following example. Consider a $3 \times 3$ switch under diagonal traffic with $\alpha=1 / 2$ and $\rho=1$. In the long run, the switch should be configured into one of the two following service matrices:

$$
m_{1}=\left[\begin{array}{lll}
1 & 0 & 0  \tag{3.7}\\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right] \text { and } m_{2}=\left[\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0
\end{array}\right]
$$

with probability 1. Any other configuration inevitably "wastes" one unit of service. For example, if connection $(1,1)$ is made, it must follow that queues $(2,2)$ and $(3,3)$ will also be served in the same time slot. However, since $\mathcal{A}\left(Q^{\beta}\right)$ is distributed, the configuration for the remaining input/output ports (2 and 3) are not constrained by the established connection that corresponds to $(1,1)$. Hence, when all queues with positive arrival rates are large, the scheduling algorithm selects a service matrix other
than $m_{1}$ and $m_{2}$, such as

$$
m_{3}=\left[\begin{array}{lll}
1 & 0 & 0  \tag{3.8}\\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right]
$$

with a positive probability, where only two units of service occur. Note that when the switching fabric is configured according to the above service matrix, no other inputoutput pair with positive arrival rate can be scheduled concurrently. Although the input-output pair $(3,2)$ can be scheduled in addition to the scheduled pair $(1,1)$ and $(2,3)$, it has zero arrival rate and hence corresponds to an empty queue for the given traffic pattern - service of queue $(3,2)$ does not contribute to an actual departure of a packet.

The following proposition establishes a performance limit of $\mathcal{A}\left(Q^{\beta}\right)$ under the diagonal traffic pattern.

Proposition 3.1. Consider algorithm $\mathcal{A}\left(Q^{\beta}\right), \beta>0$, under diagonal traffic with $\alpha=$ $1 / 2$. The algorithm is not rate stable for

$$
\begin{equation*}
\rho>1-\left(\sum_{r=0}^{2 N-1} \frac{(-2)^{r}}{r!}+\frac{1}{2} \frac{(-2)^{2 N}}{(2 N)!}\right) \rightarrow 1-e^{-2}, \tag{3.9}
\end{equation*}
$$

as the number of input/output ports $N \rightarrow \infty$.
Proof. See Appendix B.2.

Results of numerical comparisons of $\mathcal{A}(Q)$ and several other centralized algorithms: MWM, LQF, and APSARA [29] under uniform and diagonal traffic are shown in Fig. 3.5 and Fig. 3.6, respectively. The MWM scheduling is discussed in Section 3.2.2 in details. The other two algorithms in comparisons are considered in the literature and briefly described below.

LQF scheduling chooses queues to serve in a slot iteratively, starting from the queue with the largest weight (or the longest queue, as the name indicates) and proceeding in


Figure 3.5: For a switch with $N=32$, the expected average virtual output queue length $Q_{\langle \rangle}$ and expected maximum virtual output queue length $Q_{\uparrow}$ for the MWM $(+)$, APSARA ( $\square$ ), LQF $(\times)$, and $\mathcal{A}(Q)(\circ)$ algorithms under uniform traffic.
a decreasing manner. Queues that have one of their neighbors in the interference graph selected are not considered in the next iteration step. When two or more queues have equal backlog, a tie-breaking rule must be specified. This procedure is stopped until no further (nonempty) queue can be included. At each time slot, the served queues form a maximal independent set of the subgraph consisting of the nonempty queues. It is shown that the stability of LQF depends not only on the average intensities of the arrival processes in addition to their average intensities. A set of sufficient conditions for stability can be found in [23].

APSARA [29] is a heuristic algorithm based on MWM with a smaller complexity. In each time slot, it selects between the matching served in previous time slot and a matching from a Hamiltonian walk on the graph of all matchings, i.e., a matching randomly drawn from all possible matchings. APSARA utilizes the fact that the MWM matchings of contiguous time slots are correlated, since individual queue lengths can differ by one at most and, thus, the weight of a matching changes by a bounded amount.


Figure 3.6: For a switch with $N=32$, the expected average virtual output queue length $Q_{\Delta\rangle}$ and expected maximum virtual output queue length $Q_{\uparrow}$ for the MWM ( + ), APSARA ( $\square$ ), LQF $(\times)$, and $\mathcal{A}(Q)(\circ)$ algorithms under diagonal traffic with $\alpha=1 / 2$ (top) and $\alpha=2 / 3$ (bottom). The corresponding maximum $\rho$ 's for $\mathcal{A}(Q)$ are also shown.

Namely, a heavy matching is likely to stay heavy over several time slots. APSARA is shown to be rate stable under any admissible i.i.d. Bernoulli packet arrival processes.

In our simulation, the arrivals form independent Bernoulli processes, and the number of input/output ports is $N=32$. For a range of values of $\rho$, two quantities,

$$
\begin{equation*}
Q_{\langle \rangle}=\frac{1}{N^{2}} \sum_{i, j=1}^{N} \mathbb{E} Q_{i, j}(t) \tag{3.10}
\end{equation*}
$$

and

$$
Q_{\uparrow}=\mathbb{E}\left[\max _{i, j} Q_{i, j}(t)\right],
$$

are estimated under the four algorithms. It is clear that $Q_{\langle \rangle} \leq Q_{\uparrow}$, and, thus, we do not label data points in the figures. Note that for the diagonal traffic pattern one can alternately normalize $Q_{\langle \rangle}$by $2 N$ instead of $N^{2}$ as in (3.10), since only $2 N$ virtual queues receive packets. Given that we consider only relative performance of algorithms, the normalization does not effect our comparison.

As seen in Fig. 3.5, the algorithm $\mathcal{A}(Q)$ performs competitively under uniform traffic for a wide range of $\rho$, when compared to centralized switch scheduling algorithms. Numerical results for diagonal traffic with $\alpha=1 / 2$ and $\alpha=2 / 3$ are shown in Fig. 3.6. As observed, the algorithm fails to stabilize the switch for high values of relative load $\rho$ as indicated in Proposition 3.1. The LQF algorithm also fails to stabilize the switch under diagonal traffic as argued in [23] (the sufficient local pooling condition is not satisfied in this case). For $\alpha=1 / 2$ an estimate of the critical $\rho^{*}$ is given in Proposition 3.1. An upper bound of the critical relative load for $\alpha=2 / 3$ can be evaluated numerically with as described in Appendix B.3. In particular, $\rho^{*}<0.8744 \ldots$ for $\alpha=2 / 3$ and $\mathcal{A}(Q)$. The following section describes a scheduling algorithm that addresses the instability.

### 3.5 Reversible algorithm

Algorithm $\mathcal{A}$ makes irreversible scheduling decisions; once a connection between two ports is established, these ports remain connected until the next scheduling phase, regardless of consequent scheduling decisions. In this section, we demonstrate that enabling reversibility in decision making potentially improves the scheduling performance.

A scheduling algorithm $\mathcal{B}_{\gamma}(W)$, where $W$ is the set of weights, operates during a fixed length ( $\tau$ time units) scheduling phase. Similar to algorithm $\mathcal{A}(W), \mathcal{B}_{\gamma}(W)$ attempts to connect eligible input-output pairs upon arrivals in the corresponding Poisson processes. However, all connected pairs are subject to disconnections based on arrivals in rate- $\mu$ Poisson processes. In particular, for an unmatched pair $(i, j)$, a connection is attempted according to a Poisson process with rate $\lambda W_{i, j}$; a matched pair $(k, l)$ is disconnected after an exponentially distributed time interval with rate $\mu$. When $\mu=0$ and $\lambda \rightarrow \infty$, the algorithm reduces to $\mathcal{A}(W)$ (since $\tau$ is finite). The parameter $\gamma=\lambda / \mu$ controls the relative rate of connecting/disconnecting ports. The state of the switching fabric is fixed at the end of the scheduling phase for the duration of the cell transfer phase. The operation of $\mathcal{B}_{\gamma}$ is formally described below. Here, for $t \in[0, \tau],\left[T_{i, j}(t)\right]$ is an $N \times N$ matrix with elements being i.i.d. unit-rate exponentially distributed random variables; the matrices are independent for different values of $t$. Let $\mathcal{X}$ be the set of all feasible fabric configurations:

$$
\mathcal{X}=\left\{\mathcal{I} \subseteq[1, N]^{2}: \sum_{i=1}^{N} 1_{\{(i, j) \in \mathcal{I}\}} \leq 1, \sum_{j=1}^{N} 1_{\{(i, j) \in \mathcal{I}\}} \leq 1\right\} .
$$

Without loss of generality, assume that the scheduling phase begins at $t=0$.

1. Initialization:

$$
\begin{align*}
& X_{i, j}:=T_{i, j}(0) /\left(\lambda W_{i, j}\right), 1 \leq i, j \leq N,  \tag{3.11}\\
& Y_{i, j}:=\infty, 1 \leq i, j \leq N, \\
& \mathcal{S}:=\emptyset .
\end{align*}
$$

2. While $t \leq \tau$ :

$$
\begin{aligned}
& (i, j):=\arg \min X_{n, m}, \\
& (k, l):=\arg \min Y_{n, m} .
\end{aligned}
$$

Case 1: $X_{i, j}<Y_{k, l}$.
If $\mathcal{S} \cup\{(i, j)\} \in \mathcal{X}$,
then $X_{i, j}:=\infty$ and $Y_{i, j}:=T_{i, j}(t) / \mu+t$, otherwise $X_{i, j}:=T_{i, j}(t) /\left(\lambda W_{i, j}\right)+t$.

Case 2: $X_{i, j}>Y_{k, l}$.
Set $\mathcal{S}:=\mathcal{S} \backslash\{(k, l)\}$,
$X_{k, l}:=T_{k, l}(t) /\left(\lambda W_{k, l}\right)+t$ and $Y_{k, l}:=\infty$.
Update $t$ :

$$
t:=t+\min \left\{X_{i, j}, Y_{k, l}\right\} .
$$

3. Configure the switching fabric according to $\mathcal{S}$.

Elements of $X$ and $Y$ represent times when the corresponding connections are attempted and disconnections are preformed, respectively. An example of how the algorithm evolves over time in a $2 \times 2$ switch is shown in Fig. 3.7. Given the time-encoding computation model, $\mathcal{B}_{\gamma}$ can be implemented in a distributed fashion. Each reconfigura-
$\begin{array}{llll}1 \bullet & \bullet 1 & 1 \bullet 1 \\ 2 \bullet & \bullet 2 & 2 \bullet & \bullet 2\end{array}$

| $t_{0}$ | $=0$ | $t_{1}$ | $=0.2$ |
| ---: | :--- | ---: | :--- |
| $X$ | $=\left[\begin{array}{ll}0.2 & 0.5 \\ 0.7 & 0.8\end{array}\right]$ | $X$ | $=\left[\begin{array}{cc}\frac{\infty}{0.7} & 0.5 \\ 0.8\end{array}\right]$ |
| $Y$ | $=\left[\begin{array}{ll}\infty & \infty \\ \infty & \infty\end{array}\right]$ | $Y$ | $=\left[\begin{array}{cc}\frac{0.55}{\infty} & \infty \\ \infty & \infty\end{array}\right]$ |

$\begin{aligned} t_{2} & =0.5 \\ X & =\left[\begin{array}{cc}\infty & \frac{0.75}{0.7}\end{array}\right] \\ Y & =\left[\begin{array}{cc}0.55 & \infty \\ \infty & \infty\end{array}\right]\end{aligned}$
1•••••••
2 • 2
$t_{3}=0.55$
$\begin{array}{ll}X=\left[\begin{array}{cc}\underline{0.98} & 0.75 \\ 0.7 & 0.8\end{array}\right] & X=\left[\begin{array}{cc}0.98 & 0.75 \\ \infty & 0.8\end{array}\right] \\ Y=\left[\begin{array}{ll}\underline{\infty} & \infty\end{array}\right. & Y\end{array}$

$t_{5}=0.75$
$X=\left[\begin{array}{cc}0.98 & \underline{\infty} \\ \infty & 0.8\end{array}\right]$
$Y=\left[\begin{array}{cc}\infty & \frac{0.92}{\infty}\end{array}\right]$

Figure 3.7: An example of how the state of the switching fabric evolves over time. The minimum elements in both $X$ and $Y$ at the time instances when changes of state occur are $X_{1,1}, X_{1,2}, Y_{1,1}, X_{2,1}, X_{2,2}$. At these time instances, the algorithm changes the matching correspondingly and updates $X$ and $Y$. The values of $X$ and $Y$ after updates are shown under the corresponding bipartite graphs; the updated elements are underlined. A dashed edge indicates that the connection fails to be established due to a conflict with the current state; a dotted edge indicates that an existing connection is eliminated.
tion of the switching fabric, which either establishes or removes a connection, involves only a single input-output pair - no inter-port communication is required. Therefore, $\mathcal{B}_{\gamma}$ can be realized by a similar scheme as the one described in Sect. 3.4.2, with the additional ability to disconnect two matched ports.

Since the elements of $X$ and $Y$ are exponential random variables, the state of the switching fabric can be described by the continuous-time Markov chain $\{\mathcal{S}(t), 0 \leq t \leq$ $\tau\}$; a state of the switching fabric $\mathcal{I}$ is uniquely defined by the set of edges (matched input-output pairs) in the corresponding bipartite graph. Edges in $\mathcal{I}, \mathcal{I} \in \mathcal{X}$, are nonconflicting, i.e., they do not share an input or output node. The state $\emptyset$ denotes the empty configuration. For every $\mathcal{I} \in \mathcal{X}$, define the following two sets:

$$
\begin{aligned}
& K_{\mathcal{I}}^{+}=\{\mathcal{J} \in \mathcal{X}: \mathcal{J}=\mathcal{I} \cup\{(k, l)\} \text { for some }(k, l)\}, \\
& K_{\mathcal{I}}^{-}=\{\mathcal{J} \in \mathcal{X}: \mathcal{I}=\mathcal{J} \cup\{(k, l)\} \text { for some }(k, l)\} .
\end{aligned}
$$

In short, $K_{\mathcal{I}}^{+}$is the set of states that $\mathcal{I}$ can augment into with an extra connection, and $K_{\mathcal{I}}^{-}$is the set of states that $\mathcal{I}$ can reduce into with one removal of a connection. For example, in a $3 \times 3$ switch, for $\mathcal{I}=\{(1,1),(2,2)\}$, we have $K_{\mathcal{I}}^{+}=\{\{(1,1),(2,2),(3,3)\}\}$ and $K_{\mathcal{I}}^{-}=\{\{(1,1)\},\{(2,2)\}\}$. The process $\{\mathcal{S}(t), 0 \leq t \leq \tau\}$ is described by the initial state $\mathcal{S}(0)=\emptyset$ and the rate matrix $\left[p_{\mathcal{I}, \mathcal{J}}\right]$ with elements

$$
p_{\mathcal{I}, \mathcal{J}}= \begin{cases}\lambda W_{i, j}, & \mathcal{J} \in K_{\mathcal{I}}^{+} \text {and }(i, j) \in \mathcal{J} \backslash \mathcal{I}, \\ \mu, & \mathcal{J} \in K_{\mathcal{I}}^{-} \\ 0, & \text { otherwise }\end{cases}
$$

The state of the switching fabric at the end of a scheduling phase $\mathcal{S}(\tau)$ is fixed for the duration of the cell transfer phase that follows immediately. As $\lambda, \mu \rightarrow \infty$, the distribution of $\mathcal{S}(\tau)$ converges to the stationary distribution $\pi$ of the process with rate matrix given by $\left[p_{\mathcal{I}, \mathcal{J}}\right]$. Let $n_{\mathcal{I}}(W)$ denote the number of edges in $\mathcal{I}$ that have a nonzero
weight, i.e.,

$$
n_{\mathcal{I}}(W)=\sum_{(i, j) \in \mathcal{I}} 1_{\left\{W_{i, j}>0\right\}} .
$$

Then, the stationary distribution $\pi$ is given by

$$
\pi_{\mathcal{I}}=\pi_{\emptyset} \gamma^{n_{\mathcal{I}}(W)} \prod_{(i, j) \in \mathcal{I}} W_{i, j}
$$

where

$$
\pi_{\emptyset}^{-1}=\sum_{\mathcal{I} \in \mathcal{X}} \gamma^{n_{\mathcal{I}}(W)} \prod_{(i, j) \in \mathcal{I}} W_{i, j} .
$$

Indeed, it is straightforward to verify that $\pi$ is a solution to the set of balance equations, and it satisfies $\sum_{\mathcal{I} \in \mathcal{X}} \pi_{\mathcal{I}}=1$.

Observe that as $\gamma \rightarrow \infty$ and $\mu \rightarrow \infty$, algorithm $\mathcal{B}_{\gamma}$ selects only matchings with the highest size. That is, only matchings from the set $\mathcal{X}^{*}=\left\{\mathcal{I}: n_{\mathcal{I}}(W)=\max _{\mathcal{J} \in \mathcal{X}} n_{\mathcal{J}}(W)\right\}$ are selected with positive probability. In particular, for $\mathcal{I} \in \mathcal{X}^{*}$,

$$
\mathbb{P}[\mathcal{S}(\tau)=\mathcal{I}] \rightarrow \frac{\prod_{(i, j) \in \mathcal{I}} W_{i, j}}{\sum_{\mathcal{J} \in \mathcal{X}^{*}} \prod_{(i, j) \in \mathcal{J}} W_{i, j}}
$$

and $\sum_{\mathcal{I} \in \mathcal{X}^{*}} \pi_{\mathcal{I}} \rightarrow 1$, as both $\gamma \rightarrow \infty$ and $\mu \rightarrow \infty$. Hence, algorithm $\mathcal{B}_{\gamma}$ implements a weighted version of the MSM algorithm in the limit as $\gamma \rightarrow \infty$ and $\mu \rightarrow \infty$. For example, when $W_{i, j}=1_{\left\{Q_{i, j}>0\right\}}$, algorithm $\mathcal{B}_{\gamma}(W)$ selects uniformly among all maximum size matchings. On the other hand, when $W_{i, j}(t)=\exp \left\{Q_{i, j}(t)\right\}$ and $\gamma, \mu \rightarrow \infty$, the algorithm configures the switching fabric to state $\mathcal{I}$ with probability

$$
\pi_{\mathcal{I}}=\frac{\exp \left\{\sum_{(i, j) \in \mathcal{I}} Q_{i, j}(t)\right\}}{\sum_{\mathcal{J} \in \mathcal{X}} \exp \left\{\sum_{(i, j) \in \mathcal{J}} Q_{i, j}(t)\right\}},
$$

i.e., the probability of a matching being scheduled increases exponentially with respect to the number of packets in the matching. In [76] the authors conjecture that a delayoptimal algorithm is the one that selects a max-weight matching among the maximum size matchings (the weight is a logarithmic function). Therefore, by setting $W_{i, j}=Q_{i, j}$, algorithm $\mathcal{B}_{\gamma}$ approximates (in the limit) this algorithm in [76] since it selects a matching based on $\prod_{(i, j) \in \mathcal{I}} Q_{i, j}$ and $\log \prod_{(i, j) \in \mathcal{I}} Q_{i, j}=\sum_{(i, j) \in \mathcal{I}} \log Q_{i, j}$. Finally, we point out that the structure of stationary distribution $\pi$ is identical to the stationary distribution of a chain that arises in the analysis of a CSMA scheduling algorithm proposed in [39].

Next we provide some intuition on why reversibility improves switch stability. To this end, consider the example discussed in Sect. 3.4.3 of a $3 \times 3$ switch under diagonal traffic with $\alpha=1 / 2$. Given that all queues with positive arrival rates are equal and large, algorithm $\mathcal{A}$ selects a matching that serves 2 rather than 3 queues (such as $m_{3}$, see (3.8)) with probability (approximately) $1 / 3$, i.e., with probability $1 / 3$ one unit of service is "wasted". This effect results in $\rho^{*}<1$ (see Proposition 3.1). On the other hand, when $\lambda \gg \mu \gg 1 / \tau$, algorithm $\mathcal{B}_{\gamma}$ can configure the switching fabric to a state corresponding to $m_{3}$ only at the beginning of the scheduling phase. Given that the switch is in this state, one of the connected pairs will be disconnected (since $\mu \gg 1 / \tau$ ), and, due to $\lambda \gg \mu$, a feasible pair of ports will be connected. This process continues until 3 pairs are connected, say $m_{1}$ or $m_{2}$ (see (3.7)). Once the fabric is in one of these states, it is not configured to a state corresponding to $m_{3}$ due to the fact that as soon as one of the pairs is disconnected, the same pair is connected right away $(\lambda \gg \mu)$ because it remains the only feasible pair. That is, the limiting algorithm $\mathcal{B}$ selects only among maximum size matchings.

A numerical comparison of $\mathcal{B}_{\gamma}(Q)$ with parameters $(\lambda, \mu, \tau)=(1,10,1),(1,10,10)$ and an algorithm approximating $\mathcal{A}(Q)\left(\mathcal{B}_{\gamma}(Q)\right.$ with $\left.(\lambda, \mu, \tau)=(1,0,1)\right)$ under diagonal traffic is shown in Fig. 3.8. We point out that while $\mathcal{B}_{\gamma}(Q)$ for finite values of $\lambda, \mu, \tau$ can provide a larger admissible region than $\mathcal{A}(Q)$, the corresponding queues sizes under


Figure 3.8: The expected average virtual output queue length $Q_{\Delta\rangle}$ and expected maximum virtual output queue length $Q_{\uparrow}$ for $\mathcal{B}_{\gamma}(Q)(+, \square)$ and an approximation of $\mathcal{A}(Q)$ (०) under diagonal traffic with $\alpha=1 / 2(N=32)$. Here $\mathcal{A}(Q)$ is approximated by $\mathcal{B}_{\gamma}(Q)$ with $(\lambda, \mu, \tau)=$ $(1,0,1)$, and $\mathcal{B}_{\gamma}(Q)$ uses parameters $(\lambda, \mu, \tau)=(1,10,1)(+)$ and $(1,10,10)(\square)$. The upper bound of the critical $\rho$ for $\mathcal{A}(Q)$ is also shown; note that $\mathcal{B}_{\gamma}(Q)$ stabilizes the switch under diagonal traffic with values of $\rho$ that exceed this bound.
$\mathcal{B}_{\gamma}(Q)$ can be larger than under $\mathcal{A}(Q)$ for moderate values of $\rho$. This is due to the fact that $\mathcal{B}_{\gamma}(Q)$ is not efficient when $\lambda \gg \mu$ does not hold, since some feasible inputoutput pairs might not be connected at the end of the scheduling phase. However, given that $\mathcal{B}_{\gamma}(Q)$ is determined by the product $\lambda Q_{i, j}$ (see (3.11)), increasing queue lengths uniformly and multiplicatively is equivalent to increasing $\lambda$. Thus, when queue lengths increase, the scheduling performance improves.

Finally, note that the performance of $\mathcal{B}_{\gamma}(W)$ can be improved by running the algorithm in background during the cell transfer phase, i.e., effectively increasing the value of $\tau$ and, thus, allowing for better convergence to the stationary distribution $\pi$. Recomputing the schedule for each time slot is equivalent to independently sampling from $\pi$ in each time slot in the limit as $\gamma, \mu \rightarrow \infty$. On the other hand, the algorithm in [39] produces schedules that are strongly correlated in time, and, thus, different behavior. For example, under diagonal traffic with $\alpha=1 / 2$ and $Q_{i, j}=q 1_{\left\{\lambda_{i, j}>0\right\}}$ for large $q$, $\mathcal{B}_{\gamma}(W)$ serves each matching with probability $1 / 2$; on the other hand, if the algorithm is not reset (all ports disconnected) for each time slot, then a matching is selected with probability $1 / 2$ and served in the following time slots until its weight becomes small relative to the weight of the other matching.

### 3.6 Concluding remarks

In this chapter we introduce a time-encoding model of computation, which enables a set of new architectures and algorithms for packet switches. We developed distributed algorithms for single cross-bar packet switch that achieves performance comparable to that of centralized algorithms. The proposed scheduling algorithms can be applied to scheduling in wireless networks modeled by general interference graphs; in an interference graph, two nodes can not transmit concurrently if they share an edge, see, e.g., [14, 61, 56]. The crossbar switch has a well-structured interference graph (the dual
graph of a full bipartite graph) with each node representing an input-output pair. In the case of wireless networks, nodes in the graph represent network nodes and edges typically indicate physical proximity of network noes. Algorithm $\mathcal{A}$ operates on a general graph as follows. Each network node sets possibly multiple timers according to the corresponding weights. A connection is established if the timer expires before any of the interfering pair is scheduled for transmission. The resulting schedule is an approximation of the maximum weight matching on the general graph. Algorithm $\mathcal{B}$ can be applied to general interference graphs analogously by enabling reversibility of scheduling decisions.

## CHAPTER 4

## Bandwidth Sharing

### 4.1 Introduction

The performance of a multi-hop network depends on the bandwidth sharing among individual flows. Various bandwidth sharing policies have been proposed to achieve throughput maximization and/or user fairness [57, 58]. It was shown [11, 81] that fair bandwidth sharing stabilizes the network whenever possible, while the bias introduced by discriminatory scheduling policies may lead to loss of capacity. These studies are mostly conducted under the fluid assumption of network flows, i.e., the traffic is treated as continuous medium and the packet-level granularity is ignored. In practice, the information on flow rates, oftentimes critical to bandwidth sharing mechanisms implemented distributively at nodes (either intermediate network nodes or end users), is generally not explicitly available. Instead, the observation of the network traffic at a node is limited to packet-level events, e.g. arrivals, departures and packet drops due to lack of buffer space. While it might be reasonable to use the number of packets as a proxy for the flow rates at intermediate nodes when the number of packets per flow in a buffer is large, such an approximation can be erroneous when the amount of memory at intermediate nodes is limited. For example, suppose that two flows with different rates utilize an intermediate node. With a large buffer space, the node may buffer 100 packets and 10 packets from the first and the second flows, respectively, and
thus, the node can differentiate flows based on their rates. However, when the node has very limited buffer space, it is likely that it holds only one packet from each flow, and, hence the node's ability to make effective differentiation solely based on the packet count is compromised. The invalidity of fluid assumption in this case is due to the discrete nature of packets. Therefore, the analysis of the network on packet-level bandwidth sharing and its implementation is of interest. A number of studies that concern bandwidth allocation in terms of packet-based implementation adopt the framework of the TCP connection game [5, 84]. However, these results are commonly restricted to the assumption of network model with a single bottleneck link. On the other hand, a number of studies are devoted to congestion control. A hop-by-hop congestion control algorithm is proposed in [83]. In [9, 5, 28], the necessity of presence and level of congestion control is investigated. In [73], the authors propose the shortest remaining processing time preemptive resume scheduling algorithm. A duality between congestion control and queue management is discovered by [51].

Our approach to achieve the desired bandwidth sharing is based on employing buffer management policies in intermediate nodes that utilize additional attributes of the packets. In particular, we focus on improving the network throughput. The buffer management mechanisms that implement a bandwidth allocation consists of two aspects: service discipline and packet dropping. That is, given a collection of packets in the buffer, a node needs to select the next packet for transmission; when the buffer is full, the node chooses a packet to drop upon a packet arrival.

The rest of this chapter is organized as follows. In Section 4.2, we describe the cyclic network model and three buffer management policies. The throughput performance of each policy is analyzed in Section 4.3 under two service time distributions: deterministic and exponential. Section 4.4 contains numerical simulations of these algorithms. Finally, concluding remarks can be found in Section 4.5.


Figure 4.1: The cyclic network contains $N$ nodes and $N$ flows. Each flow traverses all nodes in the network sequentially. In the figure, only flow 1 and flow 2 are shown with dotted lines.

### 4.2 Model

### 4.2.1 Cyclic network

We focus on a cyclic network model with $N$ identical nodes and $N$ flows. A node serves packets according to the given service discipline; without loss of generality, the mean service time is taken to be unity. A flow is indexed by the first node on its route; in particular, flow $i$ enters the network at node $i$, traverses all nodes in the network in the order of $(i+1) \bmod N,(i+2) \bmod N, \ldots,(i+N-1) \bmod N$, and exits the system as shown in Fig. 4.1. Flows generate packets to be injected into the network according to i.i.d. Poisson processes with rate $x$. Each node is capable of storing $b-1$ packets ( $b$ is the maximum number of packets that a node is capable of holding, including possibly the one in service). When a packet arrives at a node in service, it can be enqueued if the buffer is not full; otherwise, the node discards a packet according to the packet dropping policy. We denote the throughput of flow $i$, i.e., the expected rate that packets complete service and exit the system, by $\theta_{i}$. In particular, let $\phi_{i}(t)$ be the
cumulative number of packets from flow $i$ that complete service (traverse all nodes) up to time $t$, starting from an empty system; the throughput is defined as

$$
\theta_{i}=\liminf _{T \rightarrow \infty} \frac{\mathbb{E} \phi_{i}(T)}{T},
$$

for $i$, and the average throughput of the system is $\theta=\sum_{i=1}^{N} \theta_{i} / N$. Note that regardless of the arrival processes and service time distribution, the maximum throughput of the cyclic network model cannot exceed $1 / N$. In fact, this is only achieved under the condition that all arrivals and service times are perfectly paced, so that utilization of each node is 1 .

### 4.2.2 Buffer management policies

The specification of a buffer management mechanism consists of two parts: service discipline and dropping policy. The service discipline determines the priority of packets in receiving service. We assume that the service is operated in a work-conserving fashion throughput the chapter. On the other hand, the dropping policy selects the packet to be dropped upon a packet arrival at a node with full buffer. We assume that all nodes in the network are identical, i.e., they adopt the same buffer management policy. In the following, three different buffer management mechanisms are discussed.

- First-come-first-serve (FCFS)and tail dropping

The FCFS service discipline with tail dropping policy is a simple and commonly considered buffer management policy. As the names suggest, the packets are served in the order of their arrivals to the node; under tail dropping policy, the newly arrived packet is rejected when the buffer is full. Both policies do not utilize any packet attributes besides arrival times.

- Oldest-packet-first (OPF) policy

This policy prioritizes packets according to its age in the system; the longer (in the
number of hops) a packet stays in the network, the higher its priority of receiving service and being enqueued. Under this regime, each packet maintains a counter that is incremented every time the packet completes service in a node, a piece of information similar to the time-to-live (TTL) field in the standard packet format provided by TCP/IP protocol. Whenever a service is completed, the node selects the packet with the highest priority and serves for this packet, before forwarding it to the next node (or the packet exiting the system). In addition, when the arriving packet has a strictly higher priority than the one in service, the service is withdrawn and given to the arriving packet. If a packet arrives to a node with full buffer, the packet (among the enqueued and the new arrival) with the smallest number of hops traveled is discarded. Each time the node begins serving a different packet, the service time is regenerated from the given distribution. Aside from the additional time information stored in the packets, the oldest-packet-first policy required each node to perform a sorting function to the enqueued packets, which is of complexity $O(\log b)$. However, the operations of these algorithms remain fully distributed.

- Newest-packet-first (NPF) policy

This scheme serves as a comparison to the OPF policy. Packets with smaller ages in the system are served/enqueued) with higher priority. Similar to OPF, each packet is required to keep record of the number of hops that it has traveled in the network. The service is received by the newest packet and the oldest packet is dropped upon an arrival to a full buffer.

### 4.3 Throughput analysis

In this section, we consider two distributions of service times: deterministic and exponential. It is demonstrated that, unlike the FCFS with tail dropping, the OPF
policy performs well regardless of the offered load, i.e., the network does not experience throughput degradation due to congestion.

### 4.3.1 Deterministic service time

First, we consider the case of deterministic service times and nodes with no buffer space ( $b=1$ ). Under these assumptions, a packet arriving to a node is either served (at least until another arrival occurs) or rejected; if another packet with strictly higher priority arrives while the packet is in service, the packet is dropped immediately. The conditional probability that a packet is dropped at the $i$ th node on its route given that it is served by the first $(i-1)$ nodes on its route is denoted by $p_{i}$; and the conditional probability that a packet completes service at the $i$ th node on its route, given that it is served by all previous nodes is denoted by $q_{i}=1-p_{i}$. Due to symmetry of the network topology, these conditional probabilities are independent of the flow index. Note that if two packets have both completed service at the same node, then their potential arrivals at all downstream nodes differ by at least by one time unit, i.e., neither of the packets will be discarded at a node because the other packet is receiving service or arriving at that node. Hence once a packet completes service at the first node, it can only be dropped due to an exogenous arrival. Clearly, the throughput is uniform across network nodes and is given by

$$
\begin{equation*}
\theta=x \prod_{i=1}^{N} q_{i} . \tag{4.1}
\end{equation*}
$$

The following theorem characterizes the limiting behavior of the throughput performance under the OPF policy. This result indicates that the OPF policy is free of throughput degradation due to congestion.

Theorem 4.1. Consider the $N$-node cyclic network with $b=1$. Under the OPF policy,
the throughput $\theta_{O P F}$ is satisfies

$$
\frac{x}{1+N x} \geq \theta_{O P F} \geq \frac{x}{1+(2 N-1) x},
$$

for all $N>0$ and any $x>0$.

Proof. We make the observation that a packet can not be dropped once it completes service at least one node. This is because under the OPF policy, exogenous arrivals are always served/enqueued with the lowest priority, and other forwarded packets do not arrive at the same node within one time unit. Thus, given that a packet completes service at the first node, the dropping probability is zero, i.e., $p_{i}=0$ and $q_{i}=1$ for $i>1$. Then, due to (4.1), one has $\theta_{O P F}=q_{1} x$.

Since packets arrive to the system according to Poisson processes, we will utilize the PASTA property to evaluate $p_{1}$. Two exclusive and exhaustive scenarios that result in a packet drop at the first node are discussed individually:

1. The server of the first node busy when the packet arrives. This event occurs with probability $N q_{1} x$, sice the server is busy $N q_{1} x$ fraction of the time.
2. A packet is forwarded from an upstream neighboring node while the newly arrived packet is in service at the first node on its route. A sufficient condition for this event to occur is that the packet arrives in one unit prior to the arrival of the forwarded packet. Thus, the probability that a new arrival will be dropped due to this reason is in $\left[0,(N-1) q_{1} x\right]$, since this condition is satisfied $(N-1) q_{1} x$ fraction of time.

Taking into account of these two cases, we obtain the relation

$$
N q_{1} x \leq p_{1} \leq(2 N-1) q_{1} x .
$$

Solving the above inequality allow us to upper and lower bound $q_{1}$ as follows

$$
\frac{1}{1+N x} \geq q_{1} \geq \frac{1}{1+(2 N-1) x}
$$

and, hence, the throughput can be bounded by

$$
\frac{x}{1+N x} \geq \theta_{O P F} \geq \frac{x}{1+(2 N-1) x}
$$

Due to the nature of this policy, the first node for each flow exhibits a congestion control behavior that restricts the number of packets injected into the network. Note that both bounds increases with $x$, suggesting that increasing the input rate does not result in congestion that diminishes the network performance. In the limiting case when $x \rightarrow \infty$, the throughput $\theta_{O P F}^{*}=\lim _{x \rightarrow \infty} \theta_{O P F} \in[1 /(2 N), 1 / N)$, and thus, $\theta_{O P F}^{*}=$ $\Theta(1 / N)$ as $N \rightarrow \infty$. Therefore, the OPF policy achieves at least one half of the maximum throughput. Clearly, in the case $x=o(1 / N)$, the throughput approaches $x$ as $N \rightarrow \infty$.

In order to complete the comparison, we also compute the throughput under the NPF policy.

Theorem 4.2. Consider the $N$-node cyclic network with $b=1$. The throughput $\theta_{N P F}$ under the NPF policy is given by

$$
\theta_{N P F}=\frac{e^{-2(N-1) x} x}{1+x}
$$

for all $N>0$ and any $x>0$. Hence, the maximum throughput under the NPF policy
is achieved when the input rate is given by

$$
x_{N P F}^{*}=\frac{1}{2}\left(\sqrt{\frac{N+1}{N-1}}-1\right) .
$$

Proof. In contrast with the OPF policy, a packet arriving to the network is dropped upon arrival only if the first node on its route is serving a packet from the same flow. By the PASTA property, the drop probability satisfies $p_{1}=q_{1} x$, since $q_{1} x$ represents the fraction of time that a node is busy serving packets from the flow that enters the network at that node. Thus, at the first node,

$$
\begin{equation*}
p_{1}=\frac{x}{1+x} . \tag{4.2}
\end{equation*}
$$

Once a packet is forwarded to the second node, it will only be dropped due to exogenous arrivals at the second node, since all other packets forwarded from the previous node do not arrive within one time unit. The same applies to all downstream node, i.e., a forwarded packet can be dropped due to exogenous arrivals. In particular, suppose that the packet arrives at the $i$ th node at time $t_{i}, i>1$, the service is completed if and only if there are no exogenous arrivals on this node between $\left(t_{i}-1, t_{i}+1\right)$. Since the exogenous arrival processes are mutually independent and independent of the state of the network, using the property of Poisson processes, we obtain

$$
\begin{equation*}
q_{i}=e^{-2 x} \tag{4.3}
\end{equation*}
$$

for $i>1 ; q_{i}$ is the probability that there are no arrivals from an exogenous arrival process in two units of time. Combining (4.3) with (4.1) and (4.2) renders

$$
\begin{equation*}
\theta_{N P F}=\frac{e^{-2(N-1) x} x}{1+x} . \tag{4.4}
\end{equation*}
$$

The input rate $x_{N P F}^{*}$ that achieves the optimal (highest) throughput can be obtained by taking the derivative of (4.4) with respect to $x$ :

$$
\frac{d \theta}{d x}=\frac{e^{-2(N-1) x}}{(1+x)^{2}}\left(2(N-1) x^{2}+2(N-1) x-1\right) .
$$

Setting the derivative to 0 yields

$$
x_{N P F}^{*}=\frac{1}{2}\left(\sqrt{\frac{N+1}{N-1}}-1\right) .
$$

When network size grows to infinity, we have $\lim _{N \rightarrow \infty} N x_{N P F}^{*}=1 / 2$, and the limiting throughput is given

$$
\lim _{N \rightarrow \infty} N \theta_{N P F}^{*}=\frac{1}{2 e},
$$

i.e., the NPF policy can potentially provide a $1 /(2 e) \simeq 0.1839 \ldots$ fraction of the maximum possible throughput at best. However, the throughput $\theta_{N P F}^{*}$ is achieved under the very specific input rate $x_{N P F}^{*}$; as input rate increases beyond $x_{N P F}^{*}$, the system is subject to a performance degradation due to congestion. Moreover, this degradation is approximately exponential in $x$. In order to achieve the optimal throughput, the input rate at each node needs to be set to a value that is dependent of the network size, i.e., some congestion control mechanisms that utilizes global information is required.

Throughput degradation due to congestion also occurs under the FCFS with tail dropping policy. The dependency between input rate and throughput is similar to the dependency under NPF as demonstrated by numerical simulation in Section 4.4 (See Fig. 4.2).

### 4.3.2 Exponential service time

Next, we consider the case when the service times are i.i.d. and exponentially distributed with rate 1 , and $b \geq 1$. Similar to Section 4.3.1, the arrival/service/drop dynamic, is identical for all nodes, due to the symmetry of the cyclic network. In order to gain analytical insight, we approximate the arrival process formed by packets from individual flows by independent Poisson processes. This approximation allows us to apply the PASTA property and focus our computation on the rate of the process. In fact, the processes are more regular than Poisson processes - burst of packets are likely to be eliminated when they go through nodes. It is suggested in [80] that, similar the PASTA property, periodic arrival processes also observe the system in steady state distribution in many general stochastic systems. Under the FCFS discipline with tail dropping, each node is approximated by a $M / M / 1 / b$ queueing system. Recall that the drop probability for the $M / M / 1 / b$ queueing system is $\pi_{b}$, where

$$
\begin{equation*}
\pi_{i}=\frac{1-\lambda}{1-\lambda^{b+1}} \lambda^{i}, \tag{4.5}
\end{equation*}
$$

$i=0, \ldots, b$, is the steady state distribution of the buffer occupancy and $\lambda$ is the total arrival rate to the node, e.g., see [10]. The arrival process to a node consists of $N$ components: $(N-1)$ forwarded flows of the corresponding rates $x \prod_{i=1}^{j} q_{i}, j=1, \ldots, N-1$ and one exogenous arrival process of rate $x$; recall that $q_{i}$ 's are the conditional pass probabilities defined in Section 4.3.1. By the Poisson assumption for the arrival process, $q_{i}$ is independent of the index $i$ of the node (hence we omit the index and write $q=q_{i}$, and is given by

$$
\begin{align*}
q & =1-\pi_{b} \\
& =\frac{1-\lambda^{b}}{1-\lambda^{b+1}} \tag{4.6}
\end{align*}
$$

where the second equality follows from (4.5). The total arrival rate $\lambda$ can be expressed in terms of $x$ and $q$ as the follows,

$$
\begin{align*}
\lambda & =x+q x+q^{2} x+\cdots+x q^{N-1} \\
& =x \frac{1-q^{N}}{1-q}, \tag{4.7}
\end{align*}
$$

and the expression for the throughput in (4.1) yields an approximation $\tilde{\theta}_{F C F S}$ for the throughput $\theta_{F C F S}$ :

$$
\begin{equation*}
\tilde{\theta}_{F C F S}=q^{N} x . \tag{4.8}
\end{equation*}
$$

The set of equations (4.6), (4.7) and (4.8) fully characterizes the relationship between input rate $x$ and throughput approximation $\tilde{\theta}_{F C F S}$.

Now, we consider the limiting case $N \rightarrow \infty$. It is sufficient to consider two cases: $\lambda=\Omega(1)$ and $\lambda=o(1)$, as $N \rightarrow \infty$. In the case when $\lambda=\Omega(1)$, since the conditional pass probability $q$ is strictly less than 1 , the throughput $\tilde{\theta}_{F C F S}$ decreases exponentially with $N \rightarrow \infty$. On the other hand, when $\lambda=o(1)$, (4.5) yields, as $N \rightarrow \infty$,

$$
\pi_{b}=\Theta\left(\lambda^{b}\right),
$$

and (4.7) results in, as $N \rightarrow \infty$

$$
\begin{align*}
x & =\frac{1-q}{1-q^{N}} \lambda \\
& =\Theta\left(\frac{\lambda^{b+1}}{1-e^{-N \lambda^{b}}}\right) . \tag{4.9}
\end{align*}
$$

Substituting the (4.9) into (4.8), we obtain

$$
\tilde{\theta}_{F C F S}=\Theta\left(\frac{\lambda^{b+1} e^{-N \lambda^{b}}}{1-e^{-N \lambda^{b}}}\right),
$$

as $N \rightarrow \infty$, which, with a change of variable $y=n \lambda^{b}$, can be written as

$$
\tilde{\theta}_{F C F S}=N^{-\frac{b+1}{b}} \Theta(g(y)) .
$$

The function $g(y)$ is defined as

$$
g(y)=\frac{e^{-y}}{1-e^{-y}} y^{\frac{b+1}{b}}
$$

and for all large enough $y$,

$$
\frac{\partial g}{\partial y}=\frac{\exp (-y) y^{\frac{b+1}{b}}\left[\left(-1+\frac{b+1}{b} y^{-1}\right)\left(1-e^{-y}\right)-e^{-y}\right]}{\left(1-e^{-y}\right)^{2}}
$$

is negative, i.e., $g(y)$ is maximized with a finite $y$. Thus the quantity $\tilde{\theta}_{F C F S}$ is maximized with $\lambda=\Theta\left(N^{-1 / b}\right)$, implying that

$$
\tilde{\theta}_{F C F S}^{*}=\Theta\left(N^{-\frac{b+1}{b}}\right),
$$

as $N \rightarrow \infty$. As seen in the following section, the throughput $\theta_{F C F S}$ is subject to an exponential decay in input rate $x$, as approximated by $\tilde{\theta}_{F C F S}$.

### 4.4 Numerical comparisons

This section contains numerical comparisons of the throughput under the three buffer management mechanisms discussed in Section 4.2.2. The simulations are conducted with network size $N=100$. In Fig. 4.2, we plot the throughput $\theta$ as a function


Figure 4.2: The throughput $\theta$ as a function of input rate $x$ under the OPF policy ( + ), NPF policy $(\times)$ and FCFS service with tail dropping ( $\circ$ ). The cyclic network consists of $N=100$ nodes and there are no buffer spaces $(b=1)$ for all nodes. Service times are deterministic with unit length.
of the input rate $x$ under the OPF policy, NPF policy and FCFS discipline with tail dropping. Both the NPF policy and FCFS discipline with tail dropping suffer from performance degradation due to congestion; under high traffic load, the probability that a packet completes service decreases exponentially with the number of hops traveled. In contrast, the throughput under the OPF policy increases with input rate $x$.

A comparison for the system of exponentially distributed (unit rate) service times (the specification for network size and buffer space remains the same) is shown on the top of Fig. 4.3; on the bottom plot we present the simulation result for the case $b=5$. Observe that a small increase in the buffer space significantly boosts the throughput, especially for OPF and FCFS, rather than for NPF. Nonetheless, in both cases, the throughput performance exhibits similar behavior as in Fig. 4.2 - under the the NPF policy and FCFS discipline with tail dropping it decreases exponentially for large input


Figure 4.3: The throughput $\theta$ as a function of input rate $x$ under the OPF policy ( + ), NPF policy ( $\times$ ) and FCFS service with tail dropping ( $\circ$ ). The cyclic network consists of $N=100$ nodes and $b=1$ (top) or $b=5$ (bottom) for all nodes. Service times are exponentially distributed.
rate $x$ while under the OPF policy it increases with $x$ and approaches a constant fraction of the maximum throughput.

### 4.5 Concluding Remarks

This chapter examines the bandwidth sharing problem in multi-hop networks. In contrast with approaches in the literature that rely on the fluid assumption of the flows, our discussion focus on the packet-level granularity. We propose a buffer management profile, the OPF policy, that achieves a constant fraction of the throughput and the robustness under heavy traffic load, i.e., the throughput performance does not degrade with congestion as observed under the FCFS with tail dropping policy. Furthermore, our buffer management mechanism is distributed and can be easily implemented on current queueing systems without additional hardware. The implementation is identical for all network nodes and does not require global information or any time-correlated estimation (e.g. flow rate) of the system.

## CHAPTER 5

## Conclusions

Advances in information technology enabled the development of large-scale communication networks, giving rise to a new set of research problems on scalability studied in this dissertation. The basic idea is to analyze the impact of the network scale on its operation and use these insights to design a set of algorithms that support efficient operation of large-scale networks. In particular, we propose a set of scalable algorithms that facilitate communication effectively when the network size increases while individual network nodes are equipped with only limited resources. We start by an investigation of the size of routing tables under various routing algorithms as the number of nodes in the network increases. We term a routing protocol in a flat-label network information-efficient if the amount of information at individual nodes required to route packets does not increases with the network size. It is shown that the popular shortest-path and straight-line routing algorithms are not information-efficient, i.e., these protocols can be implemented only when nodes' memory increases with the network size. On the other hand, it is established that there exist information-efficient algorithms, e.g., column-first routing protocol, that route packets correctly even if each node in the network is capable of storing information on a fixed number of destinations only. Next, we develop a novel scheduling mechanism for distributed systems, and packet switches in particular, based on a minimal set of hardware components. The standard model of computation implemented by digital logic is replaced by a model
based on time encoding. This new model allows for distributed computation with low hardware complexity. A distributed switch scheduling algorithm utilizing time encoding is shown to deliver performance comparable to centralized algorithms under uniform traffic. Exploiting a connection between switch scheduling and interval packing, we argue that the distributed nature of the algorithm limits the maximum relative load to $1-e^{-2}$ under the worst-case scenario. We also point out that the stability of the algorithm can be improved by enabling reversibility in distributed decision making. Finally, we discuss the bandwidth sharing problem for multi-hop networks. Instead of adopting the fluid assumption of the network traffic, we examine the system at the packet-level granularity. A set of buffer management mechanisms that delivers a constant fraction of the maximum throughput is considered. In contrast to the widely-adopted FCFS service discipline with tail-dropping policy, this mechanism is robust to heavy traffic loads - the throughput does not degrade due to congestion. Furthermore, the buffer management is minimal, since it utilizes only simple packet attributes and requires no estimation of flow rate. The implementation is identical for all network nodes and does not require global information of the network.

The reflections on our research is threefold. First, the results in this dissertation indicate that improving the scalability of algorithms is a multidimensional problem. Network scalability is a relatively new metric of assessing the system performance; analytical studies on this topic have received considerable attention only recently. The results are far from complete and a number of issues remain to be resolved. In this dissertation, we examine the network scalability from various aspects that have been overlooked in the literature. In particular, while theoretical studies on the impact of finite memory focused on the data plane (buffer space), our discussion in Chapter 2 direct the attention to the control plane, i.e., the routing information. In Chapter 3, it is suggested that an entirely different model of computation can be effectively used to perform distributed scheduling, i.e., implicit information exchange can be utilized to
replace the traditional message-passing approaches.
Second, our research provides evidences that a set of completely new protocols might be required for the operation of large-scale communication networks - some of the protocols employed by the current systems either suffer from inefficiencies that exacerbate with the network scale, or require an impractically large amount of computing resources. This is best demonstrated by drawing a contrast between traditional algorithms and our proposed algorithms that aim to improve scalability. For example, the information-efficient/inefficient routing protocols in Chapter 2, and the buffer managements with/without packet attributes in Chapter 4. The mathematical insights and proposed algorithms can serve as first steps toward the evaluation of other network scalability problems. A uniform theoretical framework remains to be established.

Third, a tradeoff between the distributiveness and the performance of algorithms is exhibited. The design of scalable systems is recognized to be a challenging problem. While the algorithmic complexity is well-defined (e.g., time or space complexity), the notion of distributiveness is yet to be quantified fully. The ambiguity of the distributiveness of algorithms stems from its multidimensionality. For example, the ideal distributed algorithm has the feature of symmetric implementation, i.e., it can be implemented on a homogenous network (a set of identical computing devices). Moreover, the devices are expected to utilize only local information, since, in order to reduce the communication bandwidth, it is desirable to have a minimal amount of information exchange between the devices. This is due to the fact that the exchange of information between network elements is very often more expensive than information retrieval and storage on a single centralized system. These features of an algorithm oftentimes come at the cost of reduced system performance. Therefore, in contrast to centralized algorithms, the distributed algorithms discussed in this dissertation do not always achieve the maximum performance, i.e., these algorithms operate suboptimally. In particular, in Chapter 3, the price for enabling distributed decision making (scheduling) is the
reduction in the stability region. In the past, this tradeoff between distributiveness and the performance of algorithms has been overlooked by the majority of designers that consider small systems. This aspect is both essential for the design of large-scale systems and difficult to evaluate/quantify.

## APPENDICES

## APPENDIX A

## Appendix for Chapter 2

## A. 1 Proof of Lemma 2.2

1) Statement (2.2): The union bound and the fact that all $\left\{k_{N}(i)\right\}_{i=1}^{N}$ are identically distributed yield

$$
\mathbb{P}\left[\min _{1 \leq i \leq 1 / a_{N}} k_{N}(i) \geq \varepsilon a_{N} N\right] \geq 1-a_{N}^{-1} \mathbb{P}\left[k_{N}(i)<\varepsilon a_{N} N\right] .
$$

The last term in the preceding inequality can be bounded by applying Markov's inequality and invoking the independence of node locations on the unit square:

$$
\begin{align*}
\mathbb{P}\left[k_{N}(i)<\varepsilon a_{N} N\right] & =\mathbb{P}\left[e^{-s k_{N}(i)}>e^{-s \varepsilon a_{N} N}\right] \\
& \leq e^{s \varepsilon a_{N} N} \mathbb{E} e^{-s k_{N}(i)} \\
& \leq e^{s \varepsilon a_{N} N}\left[1-a_{N}\left(1-e^{-s}\right)\right]^{N} \\
& =e^{s \varepsilon a_{N} N+N \ln \left(1-a_{N}\left(1-e^{-s}\right)\right)}, \tag{A.1}
\end{align*}
$$

for some $s>0$. Combining (A.1) with relationship $\ln (1-x) \leq-x$, for all $x \in(0,1)$, results in

$$
a_{N}^{-1} \mathbb{P}\left[k_{N}(i)<\varepsilon a_{N} N\right] \leq e^{-a_{N} N\left(1-e^{-s}-\varepsilon s\right)-\ln a_{N}} .
$$

Therefore, the lemma holds provided that the exponent on the right-hand side grows
without bound as $N \rightarrow \infty$ :

$$
\begin{equation*}
a_{N} N\left(1-e^{-s}-\varepsilon s\right)+\ln a_{N} \rightarrow \infty . \tag{A.2}
\end{equation*}
$$

The function in (A.2) is monotonic in $a_{N}$, implying that it is lower bounded by

$$
\begin{equation*}
a\left(1-e^{-s}-\varepsilon s\right) \ln N-\ln N+\ln \ln N+\ln a \tag{A.3}
\end{equation*}
$$

due to the assumption on $a_{N}$. Now, under the assumptions of the lemma, it is possible to select $s>0$ and $\varepsilon>0$ such that the function (A.3) tends to infinity as $N \rightarrow \infty$, and, hence, (A.2) holds. This concludes this part of the proof.
2) Statement (2.3): The proof is very similar to the one of the first part of the lemma. Namely, we have

$$
\mathbb{P}\left[\max _{1 \leq i \leq 1 / a_{N}} k_{N}(i) \leq \gamma a_{N} N\right] \geq 1-a_{N}^{-1} \mathbb{P}\left[k_{N}(i)>\gamma a_{N} N\right]
$$

and

$$
\begin{align*}
a_{N}^{-1} \mathbb{P}\left[k_{N}(i)>\gamma a_{N} N\right] & \leq a_{N}^{-1} e^{-s \gamma a_{N} N+N \ln \left(1+a_{N}\left(e^{s}-1\right)\right)} \\
& \leq e^{-a_{N} N\left(s \gamma+1-e^{s}\right)-\ln a_{N}} \tag{A.4}
\end{align*}
$$

for some $s>0$. Because of the assumptions of the lemma on $a_{N}$ it is possible to select $\gamma<\infty$ such that the right-hand side of (A.4) tends to 0 as $N \rightarrow \infty$. Hence, the statement holds.

## A. 2 Proof of Lemma 2.4

1) Straight-line routing: In order to avoid repetition, we provide a detailed proof of the lemma statement for only one specific direction $d$ - south-to-east. All other values
of $d$ can be treated in a similar manner.
Let $\mathcal{C}_{N}$ be the set of cells located at least $\delta$ units away from the nearest edge of the unit square. The cardinality of such a set is at least $(1-\delta) a_{N}^{-1}$ due to the assumption $a_{N} \rightarrow 0$ as $N \rightarrow \infty$. Consider an arbitrary cell $i \in \mathcal{C}_{N}$.

First, we estimate probability $p$ that cell $i$ forwards packets originating at an arbitrary node in the south-to-east direction. This can be achieved by conditioning on the location of the source node. To this end, suppose that the source node is located at distance $r$ and angle $\varphi$ relative to the upper-right corner of cell $i$ as illustrated in Fig. A.1. Denote the conditional probability by $p_{r, \varphi}$. The given cell forwards packets in the south-to-east direction if the straight line connecting the source and the respective destination crosses the lower and right edges of the cell (the bold edges in Fig. A.1). For $\sqrt{2 a_{N}} \leq r \leq \delta$ and $0 \leq \varphi \leq \pi / 4$, this occurs when the the destination is located in the shaded disc sector of angular size $\phi$ shown in Fig. A.1. The fact that the radial size of the sector is $\delta$ and the definition of set $\mathcal{C}_{N}$ ensures that the sector is within the unit square for $N$ large enough. The uniform distribution of destinations in the unit square yields that $p_{r, \varphi}$ is lower bounded by the area of the shaded sector, i.e.,

$$
\begin{align*}
p_{r, \varphi} & \geq \phi\left[(\delta+r)^{2}-r^{2}\right] / 2 \\
& \geq \phi \delta^{2} / 2 \tag{A.5}
\end{align*}
$$

Geometry of the considered case yields that the angle $\phi \leq \varphi$ is related to the pair of polar coordinates $(r, \varphi)$ via

$$
\tan (\pi / 2-\varphi-\phi)=\tan (\pi / 2-\varphi)-\sqrt{a_{N}} /(r \sin \varphi)
$$

which renders

$$
\begin{equation*}
r \sin \phi=\sqrt{a_{N}} \sin (\varphi-\phi) \tag{A.6}
\end{equation*}
$$



Figure A.1: A cell forwards packets in the south-to-east direction if the straight line connecting the source and destination crosses the two bold lines. Provided that the source is located at $(r, \varphi)$ in polar coordinates relative to the cell's upper-right corner, the destination can be anywhere inside the shaded disc sector. The figure is plotted for the case $0 \leq \varphi \leq \pi / 4$.
for $0<\varphi \leq \pi / 4$. By further restricting values of $r$ and $\varphi$ to $(\delta / 2, \delta)$ and $(\pi / 8, \pi / 4)$, respectively, it is straightforward to obtain a lower bound on $\phi$ from (A.6):

$$
\begin{equation*}
\phi \geq \zeta \sqrt{a_{N}} / r, \tag{A.7}
\end{equation*}
$$

for some $\zeta>0$ and all $N$ large enough; the bound is based on the expansion of the sin function around the origin and $a_{N} \rightarrow 0$ as $N \rightarrow \infty$.

Now, integrating the conditional probability $p_{r, \varphi}$ over a restricted range of $(r, \phi)$ results in the following lower bound

$$
\begin{aligned}
p & \geq \int_{2 \sqrt{a_{N}}}^{\delta} \int_{0}^{\pi / 4} p_{r, \varphi} r d \phi d r \\
& \geq \int_{\delta / 2}^{\delta} \int_{\pi / 8}^{\pi / 4} \frac{\phi \delta^{2}}{2} r d \phi d r,
\end{aligned}
$$

where the second inequality is due to (A.5). The preceding relationship and (A.7) yield
a desired bound for some $\xi>0$

$$
\begin{equation*}
p \geq \xi \sqrt{a_{N}} . \tag{A.8}
\end{equation*}
$$

Second, consider an estimate of $\psi_{d}(i)$. The independence of node locations and (A.8) imply

$$
\begin{equation*}
\mathbb{P}\left[\psi_{d}(i)<\varepsilon \sqrt{a_{N}} N\right] \leq \mathbb{P}\left[\sum_{j=1}^{N} I_{j}<\varepsilon \sqrt{a_{N}} N\right], \tag{A.9}
\end{equation*}
$$

where $\left\{I_{j}\right\}_{j=1}^{N}$ is an i.i.d. sequence of Bernoulli random variables with $\mathbb{E} I_{j}=\xi \sqrt{a_{N}}$; variable $I_{j}$ lower bounds the indicator function of whether node $i$ forwards packets with source node $j$ in direction $d$.

Applying Markov's inequality to (A.9) results in, for $s>0$,

$$
\begin{aligned}
\mathbb{P}\left[\psi_{d}(i)<\varepsilon \sqrt{a_{N}} N\right] & \leq e^{s \varepsilon \sqrt{a_{N}} N}\left[1-\xi \sqrt{a_{N}}\left(1-e^{-s}\right)\right]^{N} \\
& \leq e^{s \varepsilon \sqrt{a_{N}} N+N \ln \left(1-\xi \sqrt{a_{N}}\left(1-e^{-s}\right)\right)} \\
& \leq e^{-\sqrt{a_{N}} N\left(\xi\left(1-e^{-s}\right)-\varepsilon s\right)}
\end{aligned}
$$

where the last inequality follows from $\ln (1-x) \leq-x$ for all $x \geq 0$ small enough. For a given value of $\xi$ it is feasible to select $s$ and $\varepsilon>0$ such that $\xi\left(1-e^{-s}\right)-\varepsilon s>0$. This fact, coupled with the assumption $\sqrt{a_{N}} \geq 1 / \sqrt{N}$, yields the statement of the lemma.
2) Shortest-path routing: As in the proof of the statement for the straight-line scheme, we focus on one direction $d$ - south-to-east; all other direction can be treated similarly.

Define $\mathcal{C}_{N}$ as the set of all cells that are at least $\left(\left\lceil\delta / \sqrt{a_{N}}\right\rceil+1\right)$ cells away from the boundary of the unit square. The cardinality of such a set is at least $(1-\delta) a_{N}^{-1}$ for $N$ large enough. Let $i$ be an arbitrary cell in $\mathcal{C}_{N}$.

Next, we lower bound the probability $p$ that cell $i$ forwards packets with the source at an arbitrary node in direction $d$. To this end, conditioning on the source and destination cells with relative locations $(j, l)$ and $(u, v)$, respectively (see Fig. A.2), and a path-


Figure A.2: Probability $p$ of forwarding packets of a flow in the south-east direction by the cell in the center of the figure can be estimated by conditioning on the location of source and destination cells (lower-bottom and upper-left, respectively). All the distances shown are measured in cells.
counting argument yield

$$
\begin{aligned}
p & \geq \frac{a_{N}^{2}}{4} \sum_{j, l=1}^{\left\lceil\delta / \sqrt{a_{N}}\right\rceil} \sum_{u, v=1}^{\left\lceil\delta / \sqrt{a_{N}}\right\rceil}\binom{j+l}{j} 2^{-(j+l)} \\
& \geq \frac{a_{N} \delta^{2}}{4} \sum_{j=\left\lfloor\delta /\left(2 \sqrt{a_{N}}\right)\right\rfloor}^{\left\lceil\delta / \sqrt{a_{N}}\right\rceil} \sum_{l=\lfloor j-\sqrt{j}\rfloor}^{\lceil j\rceil}\binom{j+l}{j} 2^{-(j+l)} .
\end{aligned}
$$

Since the relative values of $j$ and $l$ are large when $N$ is large, Stirling's approximation is applicable and renders an estimate on the summands in the preceding inequality:

$$
\begin{aligned}
\binom{j+l}{j} 2^{-(j+l)} & \geq \frac{1}{2 \pi} \sqrt{\frac{j+l}{j l}} \frac{\left(\frac{j+l}{2}\right)^{j+l}}{j^{j} l^{l}} \\
& \geq \zeta / \sqrt{j} .
\end{aligned}
$$

for some $\zeta>0$. Therefore, the following holds for $N$ large enough

$$
\begin{aligned}
p & \geq \frac{a_{N} \delta^{2}}{4} \sum_{j=\left\lfloor\delta /\left(2 \sqrt{a_{N}}\right)\right\rfloor}^{\left\lceil\delta / \sqrt{a_{N}}\right\rceil} \sum_{l=\lfloor j-\sqrt{j}\rfloor}^{\lceil j\rceil} \zeta\left\lfloor\frac{\delta}{2 \sqrt{a_{N}}}\right\rfloor^{-1 / 2} \\
& \geq \zeta \sqrt{a_{N}} \delta^{3} / 16,
\end{aligned}
$$

i.e., $p \geq \xi \sqrt{a_{N}}$, for some $\xi>0$. The rest of the proof is identical to the second part of the proof for the straight-line scheme - see the part that follows (A.8).

## APPENDIX B

## Appendix for Chapter 3

## B. 1 Proof of Theorem 3.1

In order to prove Theorem 3.1, we introduce the fluid model of a switch. The fluid model is a deterministic, continuous system of equations that parallels (3.1). Recall that $S_{i, j}(t)$ is the service provided to queue $(i, j)$ in the time slot $t$. We can rewrite (3.1) as the following:

$$
\begin{equation*}
Q_{i, j}(t)=Q_{i, j}(0)+\sum_{\tau=0}^{t} A_{i, j}(t)-D_{i, j}(t), \tag{B.1}
\end{equation*}
$$

where $D_{i, j}(t)=\sum_{\tau=0}^{t} S_{i, j}(\tau)$ is the cumulative number of departures from queue $(i, j)$ up to the time slot $t ; D_{i, j}(0)=0$. For each $t \geq 0$, the evolution of the fluid model is governed by

$$
\begin{equation*}
\bar{Q}_{i, j}(t)=\bar{Q}_{i, j}(0)+\lambda_{i, j} t-\bar{D}_{i, j}(t) \geq 0, \tag{B.2}
\end{equation*}
$$

where $\bar{Q}_{i, j}(t)=\lim _{r \rightarrow \infty} Q(r t) / r$ and $\bar{D}_{i, j}(t)=\lim _{r \rightarrow \infty} D(r t) / r$ are the fluid limits of $Q_{i, j}$ and $D_{i, j}$, respectively. A proof of convergence to a unique limit can be found in [20].

Note that $\bar{D}$ depends on the scheduling algorithm. We specify the rate of departure $\dot{\bar{D}}(t)$ at time $t$ in the fluid model under algorithm $\mathcal{A}$ by defining a function $\psi ; \dot{\bar{D}}(t)$ denotes the derivative of $\bar{D}(t)$ at $t$. For any square matrix $X$, we use $X^{\beta}$ to denote
a matrix of the same size with elements $X_{i, j}^{\beta}, X_{(\lambda)}$ denotes the matrix with elements $X_{i, j} / \lambda_{i, j}$, and $\|X\|=\sum_{i, j=1}^{N} X_{i, j}$. Function $\psi$ represents the expected service rate of the virtual queues under $\mathcal{A}$, and can be recursively defined as follows.

Definition B.1. $\psi(X)$ is a matrix with the same dimension as the square matrix $X$ with non-negative elements. If $X$ is a $1 \times 1$ matrix, i.e., a real number, then $\psi(X)=1$. For an $N \times N$ matrix $X, \psi(X)$ is an $N \times N$ matrix with elements

$$
\psi_{i, j}(X)=\frac{X_{i, j}}{\|X\|}+\sum_{k \neq i, l \neq j} \frac{X_{k, l}}{\|X\|} \psi_{i, j}\left(X_{-(k, l)}\right)
$$

where $X_{-(k, l)}$ is the $(N-1) \times(N-1)$ matrix obtained by deleting the $k$ th row and $l$ th column from $X$.

Next lemma follows directly from the definition of $\psi$.

Lemma B.1. $\psi(c X)=\psi(X)$ for any constant $c>0$.

Note that by conditioning on the first timer to expire under $\mathcal{A}(W)$, it is straightforward to obtain $\mathbb{E} S_{i, j}(t)=\psi_{i, j}(W(t))$. From the construction of the fluid model, we have

$$
\begin{aligned}
\dot{\bar{D}}_{i, j}(t) & =\lim _{\delta \downarrow 0} \lim _{r \rightarrow \infty} \frac{1}{r \delta}\left(D_{i, j}\left(r(t+\delta)-D_{i, j}(r t)\right)\right) \\
& =\lim _{\delta \downarrow 0} \lim _{r \rightarrow \infty} \frac{1}{r \delta} \sum_{\tau=\lfloor r t\rfloor}^{\lfloor r(t+\delta)\rfloor} S_{i, j}\left(Q^{\beta}(\tau)\right) .
\end{aligned}
$$

For each index pair $(i, j)$, let

$$
t_{i, j}^{*}=\frac{1}{r} \arg \max _{\tau=\lfloor r t\rfloor \cdots\lfloor r(t+\delta)\rfloor} \psi_{i, j}\left(Q^{\beta}(\tau)\right)
$$

be the time index that maximizes function $\psi_{i, j}$ in the specified time interval. We can
upper bound $\dot{\bar{D}}_{i, j}$ as follows when $\bar{Q}_{i, j}(t)>0$ :

$$
\begin{aligned}
\dot{\bar{D}}_{i, j}(t) & \leq \lim _{\delta \downarrow 0} \lim _{r \rightarrow \infty} \frac{1}{r \delta}(\lfloor r(t+\delta)\rfloor-\lfloor r t\rfloor) \psi_{i, j}\left(Q^{\beta}\left(r t_{i, j}^{*}\right)\right) \\
& \left.=\lim _{\delta \downarrow 0} \lim _{r \rightarrow \infty} \psi_{i, j}\left(r^{-1} Q^{\beta}\left(r t_{i, j}^{*}\right)\right)\right) \\
& =\lim _{\delta \downarrow 0} \psi_{i, j}\left(\bar{Q}^{\beta}\left(t_{i, j}^{*}\right)\right) \\
& =\psi_{i, j}\left(\bar{Q}^{\beta}(t)\right),
\end{aligned}
$$

where the second equality is due to Lemma B. 1 and the third equality follows from the continuity of $\psi$; it is clear from the definition of $t_{i, j}^{*}$ that $t \leq t_{i, j}^{*} \leq t+\delta$. Analogously, we can obtain a corresponding lower bound, which combined with the upper bound, yields

$$
\begin{equation*}
\dot{\bar{D}}_{i, j}(t)=\psi_{i, j}\left(\bar{Q}^{\beta}(t)\right), \text { if } \bar{Q}_{i, j}(t)>0 . \tag{B.3}
\end{equation*}
$$

Equations (B.2) and (B.3) together form the fluid equations of the system operating under algorithm $\mathcal{A}\left(Q^{\beta}\right)$. Any solution $(\bar{D}, \bar{Q})$ to the fluid equations is a fluid model solution under algorithm $\mathcal{A}\left(Q^{\beta}\right)$. A switch operating under algorithm $\mathcal{A}\left(Q^{\beta}\right)$ is rate stable if for every corresponding fluid model solution $(\bar{D}, \bar{Q})$ with $\bar{Q}(0)=0$, we have $\bar{Q}(t)=0$ for $t \geq 0$ (see Theorem 3 in [20]). Let $\langle\cdot, \cdot\rangle$ be the element-wise inner product operator of matrices. By Lemma 1 in [20], it is sufficient to show that

$$
\begin{equation*}
\frac{d}{d t}\left\langle\bar{Q}^{\beta}(t), \bar{Q}_{(\lambda)}(t)\right\rangle \leq 0 \tag{B.4}
\end{equation*}
$$

for any $\bar{Q}(t) \neq 0$. The derivative in (B.4) satisfies

$$
\begin{align*}
\frac{d}{d t}\left\langle\bar{Q}^{\beta}(t), \bar{Q}_{(\lambda)}(t)\right\rangle & =(1+\beta)\left\langle\bar{Q}^{\beta}(t), \dot{\bar{Q}}_{(\lambda)}(t)\right\rangle \\
& =(1+\beta)\left(\left\|\bar{Q}^{\beta}(t)\right\|-\left\langle\bar{Q}^{\beta}(t), \dot{\bar{D}}_{(\lambda)}(t)\right\rangle\right), \tag{B.5}
\end{align*}
$$

where the second equality is due to (B.2). In the following discussion, index $t$ may be dropped when there is no ambiguity.
$\left(2 \times 2\right.$ switch.) For any admissible $2 \times 2$ arrival matrix $\left[\lambda_{i, j}\right]$, there exists a matrix $\left[\lambda_{i, j}^{*}\right]$ such that $\lambda_{i, j}^{*}>\lambda_{i, j}$ and $\lambda_{1,1}^{*}+\lambda_{1,2}^{*}=\lambda_{2,1}^{*}+\lambda_{2,2}^{*}=1$, since $\left[\lambda_{i, j}\right]$ satisfies (3.4). Definition B. 1 and (B.3) yield

$$
\dot{\bar{D}}_{i, j}(t)=\left\{\begin{array}{cl}
M_{1}\left\|Q^{\beta}\right\|^{-1} 1_{\left\{Q_{i, i}>0\right\}}, & i=j, \\
M_{2}\left\|Q^{\beta}\right\|^{-1} 1_{\left\{Q_{i, j}>0\right\}}, & i \neq j,
\end{array}\right.
$$

where $M_{1}=\bar{Q}_{1,1}^{\beta}+\bar{Q}_{2,2}^{\beta}$ and $M_{2}=\bar{Q}_{1,2}^{\beta}+\bar{Q}_{2,1}^{\beta}$, and, thus,

$$
\begin{aligned}
\left\langle\bar{Q}^{\beta}, \dot{\bar{D}}_{(\lambda)}\right\rangle & \geq\left\langle\bar{Q}^{\beta}, \dot{\bar{D}}_{\left(\lambda^{*}\right)}\right\rangle \\
& =\frac{M_{1}^{2} / \lambda_{1,1}^{*}+M_{2}^{2} /\left(1-\lambda_{1,1}^{*}\right)}{\left\|Q^{\beta}\right\|} .
\end{aligned}
$$

The preceding inequality and (B.5) result in

$$
\begin{aligned}
\frac{d}{d t}\left\langle\bar{Q}^{\beta}(t), \bar{Q}_{(\lambda)}(t)\right\rangle & \leq \frac{1+\beta}{\left\|Q^{\beta}\right\|}\left(-\frac{1-\lambda_{1,1}^{*}}{\lambda_{1,1}^{*}} M_{1}^{2}-\frac{\lambda_{1,1}^{*}}{1-\lambda_{1,1}^{*}} M_{2}^{2}+2 M_{1} M_{2}\right) \\
& =-\frac{1+\beta}{\left\|Q^{\beta}\right\|}\left(\sqrt{\frac{1-\lambda_{1,1}^{*}}{\lambda_{1,1}^{*}}} M_{1}-\sqrt{\frac{\lambda_{1,1}^{*}}{1-\lambda_{1,1}^{*}}} M_{2}\right)^{2} \leq 0 .
\end{aligned}
$$

Hence, the first statement of the theorem follows.
( $N \times N$ switch.) Next, we consider a switch of arbitrary size under uniform traffic. The proof is by induction on the number of input/output ports $N$. In the case of $N=1$, (B.4) holds trivially. Now, suppose that (B.4) holds for a switch with size $(N-1) \times(N-1)$; then (B.2), (B.4) and (B.5) imply

$$
\begin{equation*}
\left\langle\bar{Q}^{\beta}, \dot{\bar{D}}_{(\lambda)}\right\rangle=(N-1) \sum_{i, j=1}^{N-1} \bar{Q}_{i, j}^{\beta} \psi_{i, j}\left(\bar{Q}^{\beta}\right) \geq\left\|\bar{Q}^{\beta}\right\|, \tag{B.6}
\end{equation*}
$$

where $\bar{Q}$ is a $(N-1) \times(N-1)$ matrix. For a switch of size $N \times N$, combining (B.2),

Definition B. 1 and $\lambda_{i, j}=1 / N$ yields

$$
\begin{align*}
\left\langle\bar{Q}^{\beta}, \dot{\bar{D}}_{(\lambda)}\right\rangle & =N \sum_{i, j=1}^{N} \bar{Q}_{i, j}^{\beta}\left(\frac{\bar{Q}_{i, j}^{\beta}}{\left\|\bar{Q}^{\beta}\right\|}+\sum_{k \neq i, l \neq j} \frac{\bar{Q}_{k, l}^{\beta}}{\left\|\bar{Q}^{\beta}\right\|} \psi_{i, j}\left(\bar{Q}_{-(k, l)}^{\beta}\right)\right) \\
& =\frac{N}{\left\|\bar{Q}^{\beta}\right\|}\left(\left\|\bar{Q}^{2 \beta}\right\|+\sum_{k, l=1}^{N} \bar{Q}_{k, l}^{\beta} \sum_{i \neq k, j \neq l} \bar{Q}_{i, j}^{\beta} \psi_{i, j}\left(\bar{Q}_{-(k, l)}^{\beta}\right)\right) \\
& \geq \frac{N}{\left\|\bar{Q}^{\beta}\right\|}\left(\left\|\bar{Q}^{2 \beta}\right\|+\frac{1}{N-1} \sum_{k, l=1}^{N} \bar{Q}_{k, l}^{\beta}\left\|\bar{Q}_{-(k, l)}^{\beta}\right\|\right), \tag{B.7}
\end{align*}
$$

where the inequality follows from applying the inductive hypothesis (B.6) to matrix $\bar{Q}_{-(k, l)}^{\beta}$. Next, let $q_{i, j}=\bar{Q}_{i, j}^{\beta} /\left\|\bar{Q}^{\beta}\right\|$ and rewrite the right-hand side of (B.7) as

$$
\begin{aligned}
N\left\|\bar{Q}^{\beta}\right\| \sum_{k, l=1}^{N} q_{k, l}\left(q_{k, l}+\frac{1}{N-1}\right. & \left.\sum_{i \neq k, j \neq l} q_{i, j}\right) \\
& \geq N\left\|\bar{Q}^{\beta}\right\| \inf _{\left\{q_{k, l}\right\}}\left\{\sum_{k, l=1}^{N} q_{k, l}\left(q_{k, l}+\frac{1}{N-1} \sum_{i \neq k, j \neq l} q_{i, j}\right)\right\},
\end{aligned}
$$

where the infimum is over all $q_{k, l} \in[0,1]$ such that $\sum_{k, l} q_{k, l}=1$. The infimum is attained when $q_{k, l}=1 / N^{2}$ for all $k, l$, resulting in

$$
\left\langle\bar{Q}^{\beta}, \dot{\bar{D}}_{(\lambda)}\right\rangle \geq\left\|\bar{Q}^{\beta}\right\| .
$$

The preceding inequality, (B.5) and (B.6) imply the second statement of the theorem.

## B. 2 Proof of Proposition 3.1

Consider the fluid model described in Appendix B.1:

$$
\left\{\begin{array}{l}
\bar{Q}_{i, j}(t)=\bar{Q}_{i, j}(0)+\lambda_{i, j} t-\bar{D}_{i, j}(t)  \tag{B.8}\\
\dot{\bar{D}}_{i, j}(t)=\psi_{i, j}\left(\bar{Q}^{\beta}(t)\right), \text { if } \bar{Q}_{i, j}(t)>0
\end{array}\right.
$$

We show that $\bar{Q}_{i, j}(t) \rightarrow \infty$ as $t \rightarrow \infty$ for $j=i$ or $(i \bmod N)+1$, under the diagonal traffic with $\alpha=1 / 2$ and some $\rho \in(0,1)$, and the following initial condition:

$$
\bar{Q}_{i, j}(0)= \begin{cases}q, & j=i \text { or }(i \bmod N)+1, \\ 0, & \text { otherwise }\end{cases}
$$

where $q>0$, i.e., $\bar{Q}_{i, j}(t)=0$ for all $t \geq 0$ and $i, j$ such that $\lambda_{i, j}=0$. Given this initial condition, due to a symmetry in $\psi$ and the arrival matrix, as well as Lemma B.1, (B.8) reduces to

$$
\bar{Q}_{i, j}(t)= \begin{cases}q+\rho t / 2-\sigma t, & j=i \text { or }(i \bmod N)+1, \\ 0, & \text { otherwise }\end{cases}
$$

for all $t \geq 0$ when $\rho / 2>\sigma$ with $\sigma$ being the service rate:

$$
\lim _{T \rightarrow \infty} \frac{1}{T} \sum_{t=0}^{T} S_{i, j}(t)= \begin{cases}\sigma, & j=i \text { or }(i \bmod N)+1 \\ 0, & \text { otherwise }\end{cases}
$$

That is, for any $\rho>2 \sigma$, the algorithm is not rate stable.
In order to determine the service (departure) rate $\sigma$, we construct the interference graph of the switch under the diagonal traffic (see the top of Fig. B.1). Virtual queue $(i, j)$ with positive arrival rate is represented as the node $(i, j)$; the total number of nodes in the interference graph is $2 N$. In this graph, two nodes are connected by an edge if they can not be scheduled concurrently. The graph under diagonal traffic is a $2 N$-cycle, exhibiting the symmetry of the queues with positive arrival rates. Due to this symmetry, the service rate $\sigma$ satisfies $\sigma=s_{N} / 2 N$, where $s_{N}$ is the expected number of scheduled queues in a single time slot. Without loss of generality (due to symmetry), we assume that queue $(1,1)$ is scheduled first, then it follows that queues $(1,2)$ and $(N, 1)$ can not be scheduled in the same time slot. Thus, the remaining interference graph is linear with $2 N-3$ nodes, as shown in the bottom of Fig. B.1. We argue


Figure B.1: The interference graph for an $N \times N$ switch under diagonal traffic is shown on the top, where nodes correspond to queues with positive occupancies and arrival rates; edges connect queues with a common input/output port. On the top, the interference graph is drawn according to the relative location of the nodes in the traffic matrix; in the middle the graph is drawn on two circles, each circle refers to a matching of size $N$. Conditioning on the event that queue $(1,1)$ is scheduled first, the remaining interference graph is linear as shown on the bottom of the figure. Here an additional fictitious node 0 is added to the left end of the line in order to draw an equivalency with a dimer packing problem considered in [65]. A dimer is placed on nodes 2 and 3 , indicating that queue $(3,3)$ is scheduled. As a result, queues $(2,3)$ and $(3,4)$ can not be scheduled in the same time slot, since dimers are not allowed to overlap.
that determining the expected number of served queues on a linear interference graph is equivalent to computing the expected number of vacancies on a line packed with randomly placed dimers (non overlapped adjacent pairs of nodes). For convenience, in the following discussion, we relabel the nodes in the interference graph by natural numbers. With an additional fictitious node 0 on the left end of the line interference graph, placing a dimer at node pair $\{i-1, i\}$ is equivalent to an expiration of a timer corresponding to node $i$. In particular, when a dimer is placed at a node pair $\{i-1, i\}$, then a dimer can not be placed at node pairs $\{i-2, i-1\}$ and $\{i, i+1\}$ since dimers are not allowed to overlap. This is equivalent to preventing queues corresponding to nodes $i-1$ and $i+1$ from being scheduled when the queue corresponding to node $i$ is already scheduled. Hence, if $x_{k}$ is the expected number of vacancies on a line graph with $k$ nodes (including the node 0 ), then the following relationship must hold:

$$
(2 N-3)+1=2\left(s_{N}-1\right)+x_{(2 N-3)+1} .
$$

The value of $x_{k}$ was obtained by Page [65]:

$$
x_{k}=(k+2)\left(\sum_{r=0}^{k+1} \frac{(-2)^{r}}{r!}+\frac{1}{2} \frac{(-2)^{k+2}}{(k+2)!}\right),
$$

and, therefore, we have

$$
\begin{aligned}
s_{N} & =N-\frac{1}{2} x_{2 N-2} \\
& =N\left(1-\left[\sum_{r=0}^{2 N-1} \frac{(-2)^{r}}{r!}+\frac{1}{2} \frac{(-2)^{2 N}}{(2 N)!}\right]\right) .
\end{aligned}
$$

Recall that the critical relative load $\rho^{*}$ can be at most $s_{N} / N$. For example, the preceding expression yields $s_{32} \approx 27.6693 \ldots$, indicating that $\rho^{*}<0.8647 \ldots$ for a $32 \times 32$ switch (see the top of Fig. 3.6). In addition, it also follows that $\rho^{*}<1-e^{-2}$ in the limit as $N \rightarrow \infty$.

## B. 3 A procedure for estimating $\rho^{*}$ for $\alpha \in(0,1)$

In order to upper bound the maximum relative load under diagonal traffic, we consider the fluid model analyzed in Appendix B.2. In particular, we focus on the fluid model (B.8) with the following initial condition:

$$
\bar{Q}_{i, j}(0)= \begin{cases}\kappa q, & j=i  \tag{B.9}\\ (1-\kappa) q, & j=(i \bmod N)+1 \\ 0, & \text { otherwise }\end{cases}
$$

where $\kappa \in[0,1]$ is such that

$$
\begin{equation*}
\frac{\psi_{i, i}\left(\bar{Q}^{\beta}(0)\right)}{\psi_{i,(i \bmod N)+1}\left(\bar{Q}^{\beta}(0)\right)}=\frac{\alpha}{1-\alpha} \tag{B.10}
\end{equation*}
$$

Note that such $\kappa$ exists for any $\alpha \in[0,1]$ due to continuity and symmetry of $\psi$. Due to symmetry of the arrival matrix, under (B.9) and (B.10), (B.8) renders for all $t \geq 0$, when $\rho>\sigma$,

$$
\bar{Q}_{i, j}(t)= \begin{cases}\kappa q+\alpha(\rho-\sigma) t, & j=i, \\ (1-\kappa) q+(1-\alpha)(\rho-\sigma) t, & j=(i \bmod N)+1 \\ 0, & \text { otherwise }\end{cases}
$$

where $\sigma$ is the total service rate of queues $(i, i)$ and $(i,(i \bmod N)+1)$. In this case, the algorithm is not rate stable.

The value of $\kappa$ that yields (B.10) can be evaluated numerically since $\psi$ is defined recursively in Definition B.1. Once this value is obtained, one can obtain $\sigma=$ $\psi_{1,1}(\bar{Q}(0))+\psi_{1,2}(\bar{Q}(0))$ and an upper bound $\rho^{*}<\sigma$ follows. For example, when $N=32$ and $\alpha=2 / 3$, we have $\kappa=0.6295 \ldots, \psi_{1,1}(\bar{Q}(0))=0.5829 \ldots, \psi_{1,2}(\bar{Q}(0))=0.2915 \ldots$ and $\sigma=0.8744 \ldots$
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[^0]:    ${ }^{1}$ We use the standard asymptotic notation, see e.g. [15, Section I.3].

[^1]:    ${ }^{2}$ For compression of functions in communication contexts see [64, 45].

[^2]:    ${ }^{3}$ The disparity of $\psi_{d}(i)$ for direction $i$ 's that allows for an efficient representation of routing tables was exploited in [7] to obtain an approximation of the throughput of lattice networks with deterministic service times and finite buffers.

