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Abstract

This thesis concerns the arithmetic properties of the Yoshida lift, Y, which is a scalar-

valued holomorphic Siegel modular form of degree 2 obtained as the theta lift of a

pair of automorphic forms f1, f2 on D×, where D is a definite quaternion algebra over

Q.

Specifically, we define a refined version of the Yoshida lift, Y, which has the special

property that it preserves p-integral structures and is not identically zero under mild

conditions. For p-integrality, we compute a formula for the Fourier coefficients aT of

Y by exploiting an inherent freedom in the definition of Y. The formula for aT in turn

allows us to compute the Bessel model of the Yoshida lift, and apply an argument

of Cornut–Vatsal to conclude that Y is non-zero. Furthermore, if we assume Artin’s

conjecture on primitive roots, then we show that Y is in fact not zero modulo p.
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Introduction

The present work is the first part of an ongoing project aimed at understanding and

affirming some deep connections between special values of L-functions and certain

Selmer groups. The main object we study here is a certain theta lift. Since the

subject could get a bit technical, we begin with some informal excerpts from the

elementary aspects of the subject to set the context for the non-experts.

0.0.1 Theta functions.

The simplest example of a theta function is the holomorphic function on the upper-

half plane H = {z ∈ C ∶ Im(z) > 0} given by the series

θ(z) = ∑
n∈Z

e2πın2z.

It is an automorphic form on for the congruence subgroup

Γ0(4) =
⎧⎪⎪⎨⎪⎪⎩
γ =

⎡⎢⎢⎢⎢⎣

a b

c d

⎤⎥⎥⎥⎥⎦
∈ SL2(Z) ∶ c ∈ 4Z

⎫⎪⎪⎬⎪⎪⎭

of weight 1
2 , in that it satisfies the transformation law [Iwa97, §2 (2.73)]

θ(γz) = (∗) ⋅ (cz + d) 1
2 ⋅ θ(z)

for all γ =
⎡⎢⎢⎢⎢⎣

a b

c d

⎤⎥⎥⎥⎥⎦
∈ Γ0(4) and z ∈ H.∗ Also note that the Fourier coefficients a(m)

of θ is 1 exactly when m ∈ Z2 and 0 otherwise, which so happens to be equal to the

number of ways that we can represent m by a square.

The point to take home is that theta functions, such as θ(z), are in automorphic

forms; moreover, their Fourier expansions are relatively tractable and carry interesting

arithmetic information.

∗We have suppressed a constant ∗ dependent on c and d to keep the presentation elementary.
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0.0.2 Automorphic forms.

Roughly speaking, automorphic forms are functions that satisfy strong invariant prop-

erties under certain group actions. For us, the most exciting aspect of automorphic

forms is that they are expected to give rise to L-functions, and can be used to study

the analytic properties of these L-functions. Take θ(z) for example, one can show

that [GM04, §2.1 (2.10)]

π−
s
2 ⋅ Γ(s

2
) ⋅ ζ(s) = ∫

∞

1
(t s2−1 + t 1−s

2
−1)(1

2
⋅ θ(it) − 1

2
)dt − 1

s
− 1

1 − s

where Γ(s) is the usual Gamma function and ζ(s) = ∑∞
n=1 n

−s is the Riemann zeta

function. This integral representation of ζ(s) together with Jacobi’s transformation

law

θ(ıt) = 1√
t
⋅ θ( ı

t
)

allow us to establish a functional equation for ζ(s).
In fact, all L-functions that have Euler product factorizations and functional equa-

tions should be the L-functions associated with automorphic forms. Since Galois

representations arising from geometry or otherwise give rise naturally to L-functions,

one expects automorphic forms to be associated with Galois representations. This is

one of the aims of the Langlands program.

0.0.3 Integrality.

In addition to their relations to zeta functions, the Fourier coefficients of automorphic

forms (most notably those on GL2) have shown to carry a lot of number-theoretic in-

formation. For example, let Q(m1, . . . ,mr) = ∑r
i=1αiz

2
i be a positive-definite quadratic

form with αi ∈ Z>0. We define a theta function

θ(z,Q) = ∑
m∈Zr

e2πı⋅Q(m)z

for z ∈ H. It is an automorphic form for Γ0(2N) of weight k = r
2 [Iwa97, §11.3]. It has

a Fourier expansion

θ(z,Q) = ∑
n∈Z

r(n,Q)e2πız

where r(n,Q) is the representation number of n by Q, that is, the number of ways

we can right n = Q(m) for some m ∈ Zr. In particular, we see that these Fourier

coefficients r(n,Q) are all integers.
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The integrality of these Fourier coefficients is not only interesting in its own right,

but it is also important in constructing Galois representations. In fact, it is one of

the (abide minor) ingredients used in Wiles’s proof of Fermat’s Last Theorem.

0.0.4 Theta lifts.

Let χ∶ (Z/NZ)× →C1 be a Dirichlet character of conductor N . It turns out that χ is

naturally an automorphic form for the group SO2 ≃ S1. We define a theta lift of χ to

the group GL2 by

θχ(z) =
n

∑
i=−n

χ(n) ⋅ nν ⋅ e2πın2z

where ν = 0 if χ(−1) = 1 and 1 otherwise. It is an automorphic form for the group

Γ0(4) of weight ν + 1
2 . So we have lifted the automorphic form χ on SO2 to the group

GL2.

This simple example is actually quite representative of the general phenomenon.

The theta lift which we study, Y, called the Yoshida lift, can be expressed as a sum

of a similar shape

Y (Z) =
r

∑
i=1

1

ei
∑

x∈h−1
i ⋅Xf∩X

T
Q

f ●2(βi) ⋅ ⟨P̃●
k(x), f ●1(αi)⟩2k,0 ⋅ e2πıtr(TxZ), ∗

where Y is the holomorphic Siegel modular form of degree 2 associated to Y. Note

this expression also give a Fourier expansion

Y (Z) = ∑
T ∈T

a(T ) ⋅ e2πıtr(TZ)

of Y where the index T runs over the set of semi-definite symmetric 2 × 2 matrices

with entries in Q, and Z ∈ H2.

The goal of this thesis is to study the arithmetic properties of these Fourier co-

efficients a(T ), and also to show that the Yoshida lift Y is not trivial, that is, not

identically zero (or zero modulo a prime) as a function.

0.1 Motivations

As we mentioned at the beginning, the current work is not just an end in itself. In

fact, we see it really as a stepping stone for achieving our goal of exhibiting evidence

∗ Here the hi’s are elements in an orthogonal group, ei is a positive integer, and h−1
i ⋅Xf ∩XT

Q

is a finite collection of integral maps for each i. Also P̃●

k is a vector-valued harmonic polynomial
which we will define precisely.
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for some deep conjectures in number theory. Since casting this work in this larger

context helps one to better appreciate its relevance and utility, let us outline the vista.

0.1.1 The classical Yoshida lift.

To explain this, let D be a definite quaternion algebra over Q. In [Yos80], Yoshida

studied the theta lift taking a pair of automorphic forms, fi, i = 1,2 on D× to a

holomorphic automorphic form Y on GSp4. To do this, he first showed that the

product f1 ⊗ f2 is an automorphic form on the orthogonal similitude group GSO(D)
of D. This is an immediate consequence of the fact that GSO(D) is essentially

D× ×D×.

Then the theory of Weil representations give rise to a collections of automorphic

forms, Θϕ, on a subgroup of GSO(D)×GSp4. They are naturally indexed by a choice

of a Bruhat–Schwartz function ϕ. The Yoshida lift

Y = jΘϕ, f1 ⊗ f2oGSO(D)

is essentially the Petersson inner product of Θϕ with f1 ⊗ f2 over the group GSO(D).
Moreover, Yoshida computed the Satake parameters of Y in terms of those of fi

at the unramified places. This allows us to study the L-functions associated with Y

in terms of the L-functions associated with the fi’s.

0.1.2 Elements in a Selmer group.

By a standard construction, we can associate to Y a holomorphic Siegel modular

form Y on the Siegel upper-half space H2 of degree 2. Under favorable conditions,

Y occurs in the cohomology of H2, then we can associate to Y a p-adic Galois

representation [Tay93], [Wei05]

ρY ∶Gal(Q̄/Q) → GSp4(Qp).

What makes ρY interesting is that it is expected to be semi-simple but not irreducible

[Art04, pg. 78]. By constructing a congruence

Y ≡ F (mod p)

between Y and a stable Siegel modular form F whose Galois representation is irre-

ducible, one can then (in theory) follow a well-known procedure dating back to the

4



work of Ribet [Rib76], to construct elements in a Bloch–Kato Selmer group

H1
f =H1

f (Gal(Q̄/Q), (M1 ⊗M2)/p)

attached to f1 ⊗ f2, where Mi denotes a Zp-lattice in the p-adic Galois representation

associated with fi [Tay89] for i = 1,2.

0.1.3 Rankin–Selberg L-functions.

On the other hand, one can measure the congruence Y ≡ F (mod p) between Y

and stable Siegel modular forms in terms of the p-divisibility of a special value of the

Rankin–Selberg L-function of f1 ⊗ f2. Let us explain how to do this.

Since Y is a theta lift, we have at our disposal the Rallis inner product formula,

which connects L-functions with ratios of the Petersson norms of automorphic forms.

Without going into the details, the Rallis inner product formula applied to Y has the

shape [GI, Lemma 7.11]

jY,Yo
∥f1∥∥f2∥

= L
S(1,π1 ×π2) ⋅ZS(ϕ, f1, f2)

Ω
, ∗ (1.3.1)

which potentially relates the p-divisibility of LS(1,π1×π2)
Ω with that of jY,Yo

∥f1∥∥f2∥
.

By a principle stemming from [Hid81], the ratio jY,Yo
∥f1∥∥f2∥

may be considered as a

certain ratio of discriminants (a congruence period), and is a measurement of the

amount of congruence Y ≡ F (mod p) between Y and stable Siegel modular forms.

The upshot is that we can now phrase the existence of these congruences in terms

of the p-divisibility of the algebraic L-value LS(1,π1×π2)
Ω on the right-hand side. This

congruence, then, would give rise to elements in the Selmer group H1
f .

Currently, however, the formula (1.3.1) is only available in the representation-

theoretic setting, and does not yield much information in terms of arithmetic. Also,

we have yet to make good sense of a congruence Y ≡ F (mod p). This is where the

current work comes in—to develop an arithmetic version of these results.

0.2 An overview of the results and methods

We now offer some broad sketches of the results obtained and the methods used.

∗Here jY,Yo and ∥fi∥ are the Petersson norms of Y and fi respectively. The πi’s denote cuspidal
automorphic representations corresponding to fi, and LS(1,π1 × π2) is the partial Rankin–Selberg
L-function for the πi’s. Finally ZS(ϕ, f1, f2) is a product of zeta integral at the “bad” primes in S
defined with respect to the choice of some Bruhat–Schwartz function ϕ, and Ω is a certain period.
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0.2.1 A p-integral Yoshida lift.

The first step is to develop a version of the Yoshida lift which preserves integral

structures. To explain this, let us fix once and for all a prime p ≥ 5 in Q and let

p be a fixed prime ideal in Q̄ lying over p. By working with cuspidal automorphic

representations πi of D× instead of automorphic forms, one gains the freedom to

choose which f ●i in the representation space of πi to lift, and we use ● to index this

choice. By choosing the Bruhat–Schwartz function ϕ● to align with f ●i , one obtains

the same Yoshida lift, Y, independent of the choices made. This simple observation

allows us to compute an expression (2.5.8)

atf (T ) = (−det(T )) k2 ⋅ ∑
hf ∈Ēx,f

1

eh
∑

w∈Cl(Ox
h
)

⟨tk0, fx1 (ṫẇαh)⟩ ⋅ fx2 (x−1
1 ẇx1βh)

for the Fourier coefficient atf (T ) of the Siegel modular form Y associated with Y for

all indices T .†

By finding possible representatives (αf , βf) for all elements in Ēx,f , we can verify

that atf (T ) is always p-integral assuming that the fi’s are. This gives our first main

result:

Theorem 4.5.3. If the compatible families {f ●i } attached to π are p-integral (Defini-

tion 2.3.4) for i = 1,2, then the arithmetic Yoshida lift Y({f ●1},{f ●2}) is p-integral in

the sense that Y = Y ({f ●1},{f ●2}) has all its Fourier coefficients a(T ) contained in

(K ∩ 1

k!
OCp) ⊂ (Q̄ ∩ 1

k!
OCp)

where K =K({f1},{f2}) is an algebraic extension of Q dependent on the {f ●i }’s.

Moreover, if p > k, then the T th Fourier coefficient a(T ) of Y lies in the local

ring OF,(pF ) over some number field F = F T dependent on T and {f ●}.

Here f ●i being p-integral means roughly that f ●i takes values in a Z̄(p)-lattice, where

Z̄(p) ⊂ Q̄ is the localization of the ring of all algebraic integers at p.

†Here Ēx,f is a finite set of integrality-preserving isometries, eh is half the number of units in an
imaginary quadratic field Kh, and Cl(Ox

h) is a class group of Kh. Also we have hf = (αf , βf) and
⟨tk0 , fx1 ⟩ is a matrix coefficient of the vector-valued automorphic form fx1 .
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0.2.2 Non-vanishing and non-vanishing modulo p.

For applications, one also needs to know that Y is non-zero (modulo p) in order to

construct non-zero elements in H1
f .1 For this, we compute the Bessel models BT,χ

Y of

Y. For good choices of an index T and a character χ, BT,χ
Y (1) is on the one hand a

linear combination of Fourier coefficients of Y, and is on the other hand a product of

two of character sums (1.6.2)

hn

∑
i=1

χ̄n(ti) ⋅ ati(Tn) = (−l2n∆

4
) k2

⎛
⎝ ∑
w∈Cl(On)

χ(w) ⋅ fxn2 (ẇ)
⎞
⎠
⋅
⎛
⎝ ∑
t∈Cl(On)

χ̄(t) ⋅ ⟨tk0, fxn1 (ṫ)⟩
⎞
⎠
.

We can then address the question of non-vanishing (modulo p) of a general character

sum

∑
t∈Cl(On)

χ̄(t) ⋅ ⟨tk0, fxn(ṫ)⟩ (2.2.2)

using results of Cornut–Vatsal [CV07]. Let us briefly sketch the argument.

First we separate χ into a product of a “tame” character χt, and a “wild” character

χw that is defined on a cyclic group of l-power order. For a fixed χt, we average

the character sum 2.2.2 over all primitive χw’s of conductor ln. After some further

massaging, we reduce sum (2.2.2) to (2.12.9)

⟨tk0,∑
τ∈R

χ̄t(τ) ⋅ f∗(τ̇ ṡ ⋅ α−n)⟩.

Next we show this sum is not zero (modulo p).

By [CV07, Proposition 5.6], for n ≫ 0, and any x, y in the domain of f∗, we can

choose t and u so that τ̇iṫ ⋅ α−n = τ̇iu̇ ⋅ α−n for all i ≠ 1, and

x = τ̇iṫ ⋅ α−n ≠ τ̇iu̇ ⋅ α−n = y.

Now if we choose x and y so that f∗(x) ≠ f∗(y), then it follows that the character

sum (2.12.9) is not zero for either s = t or s = u.

To finish the argument, we observe that a certain Galois action permutes the

characters χw while fixing other all terms. This allows us to prove that there exists a

common character χ for which both characters sums in (1.6.2) are not zero.

Theorem 4.5.5. Suppose that the central characters εi of the cuspidal automorphic

1We can scale the Fourier coefficients of Y by some power of a uniformizer in the complete p-
adic ring ÔF,(pF ) so it is non-zero modulo pF ; doing so, however, introduces additional unwanted
p-divisibility in the Petersson norm of Y which we cannot control.
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representations πi are trivial. Then the arithmetic Yoshida lift Y({f ●1},{f ●2}) is not

identically zero.

We should mention that the non-vanishing of the Yoshida lift has been studied

by Yoshida [Yos80] and by Böcherer–Schulze-Pillot [BSP91], [BSP97]. Our result

consider some cases not addressed in these works. Also our proof is fundamentally

different from theirs.

For non-vanishing modulo p, however, we can only apply such an argument using

Galois conjugation assuming Artin’s conjecture on primitive roots. This gives the

following conditional result:

Theorem 4.5.6. Suppose that

• p > k;

• the cuspidal automorphic representations πi’s have level dN relatively prime to

p (so r = 0);

• the central characters επi are trivial;

• and that Conjecture 6.2.6 holds.

Under these assumptions, if the p-integral compatible families of automorphic

forms {f ●i } attached to πi are non-Eisenstein at p in the sense of Definition 2.3.5

for i = 1,2, then the arithmetic Yoshida lift Y({f ●1},{f ●2}) is non-zero modulo p in the

sense that the image of Y = Y ({f ●1},{f ●2}) under the reduction map

H0(M̄2,N , ω̄
⊗k ⊗Z[ 1

N
,ζN ] Z̄(p)) →H0(M̄2,N , ω̄

⊗k ⊗Z[ 1
N
,ζN ] (Z̄(p)/p))

is not zero.

Here the condition that f ●i is non-Eisenstein at p essentially means it is not constant

modulo p.

Skinner has suggested an idea for removing the condition on Artin’s conjecture in

some cases. We will consider this in an subsequent work.

0.2.3 Other highlights.

Besides the new results obtained above, we also recover the results (c.f. Theorem

4.5.1 and Remark 4.5.2) obtained by Yoshida [Yos80, Theorem 2.7] and Böcherer–

Schulze-Pillot [BSP91, Corollary 6.1] characterizing Y and its L-functions in terms

8



of the pair of automorphic forms f ●i on D×. Our proofs of these results employ some

fairly recent results from the theory of Howe duality as well as the local Langlands

correspondence for GSp4. In this regards, our proofs are perhaps more illuminating

as they manifest the results as special instances of general theories.

0.3 A synopsis of the contents

We provide a roadmap of the thesis to orient the readers and to single out some points

of interest.

0.3.1 Chapter 1.

The first chapter concerns the structure theory of definite quaternion algebras and

their multiplicative groups over Q. We introduce here the notion of an S-basis for

a definite quaternion algebra D (Definition §1.1.1). With respect to such an S-basis

(δ, ), we define a weight embedding (§1.1.5)

εδ,wt∶DF =D ⊗Q F ↪M2(Kδ
 )

for F a totally real field and Kδ
 a CM-field over F, as well as some arithmetic

embeddings (§1.3.2 and §1.3.3)

εδ,ar ∶Dl =D ⊗Q Ql ↪M2(Ql)

at each prime l in S. The weight embedding is used to define representations %δ,

of D×
F (§1.4); the arithmetic embeddings, on the other hand, are used to fix local

Eichler orders Dδ,,S
l at the primes l ∈ S (§1.3). We also describe some specific models

for % = %2k, which germinate from representations of PGL2(Z) (§1.2). Lastly, we fix

some p-integral lattices inside % ⊗Cp, which will provide integral structures for the

automorphic forms on D×. There are some more technical sections where we check

that different weight embeddings are conjugate to each other (§1.4.2), and relate the

weight embedding to the arithmetic embeddings at the special prime p (§1.4.4).

0.3.2 Chapter 2.

The second chapter provides the backgrounds on automorphic representations π ≃
⊗′πv on D× (§2.2). The representations %δ, from Chapter Chapter 1. provide models

for the archimedean component π∞ of π, and the specific automorphic forms f δ, on

9



D× (2.3) that we compute with are vectors in π⊗(%̌δ,∞ ) where %̌δ,∞ is the contragredient

of %δ,∞ = %δ, ⊗ C. Moreover, we choose f δ, so it is invariant under right-translation

by elements in Dδ,,S,×
l at all primes l ∈ S, and it turns out these conditions make the

choice of f δ, unique up to scaling.

This does not yet account for the choice of the S-basis (δ, ), and we check that

the automorphic forms chosen above for different S-bases are indeed (up to scaling)

conjugate to each other (§2.3.3). This motivates the notion of a compatible set of

automorphic forms (Definition 2.3.2).

We describe the notions of a compatible set of algebraic (Definition 2.3.3) and

p-integral (Definition 2.3.4) automorphic forms in the remaining sections. Some work

is needed to ensure these notions are well-defined (§2.3.7). We finally conclude by

introducing a mild condition on the p-integral automorphic forms needed for showing

the non-vanishing modulo p of the Yoshida lift (§2.3.8).

0.3.3 Chapter 3.

The third chapter has two parts. The first part focuses on the four different groups of

orthogonal type associated with D (§3.1). We reduce the representation theory of the

special orthogonal similitude group GSO(D) to that of D× (§3.3), and fix a root sys-

tems together with a set of simple roots for the maximal compact subgroup SO(D)∞
of GSO(D) (3.3.5). The key to take away is that (automorphic) representations on

GSO(D) are simply a product of two (automorphic) representations on D× whose

central character are the reciprocal of each other (§3.3.1). This allows us to describe

the Satake parameters of automorphic representations on GSO(D) in terms of those

of automorphic representations on D× (§3.3.7). For the sake of completeness, we de-

scribe how to go from representations on GSO(D) to those on GO(D) (§3.3.3); we

also check that the Petersson pairing on GO(D) is compatible with that on GSO(D)
under restriction (§3.3.6).

The second part of this chapter revolves around GSp4, the sympletic group of

rank 2 over Q (§3.4.1). We introduce the specific kinds of automorphic forms on

GSp4 (§3.4.6) that we consider, and discuss their representation theory (§3.4.7) with

emphasis on the archimedean place (§3.4.8). This is used later on to verify that the

Yoshida lift is holomorphic. We also describe the Satake parameters and the two types

of partial L-functions (§3.4.9) associated with these automorphic representations.

Next we discuss the classical theory of Siegel modular forms of degree 2 (§3.4.11),

as well as their Fourier coefficients (§3.5.1). The Bessel model (§3.5.5) is also intro-

duced, and we relate its value at the identity with a linear combination of Fourier
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coefficients (§3.5.6).

We conclude this chapter with some tidbits in the arithmetic theory of Siegel

modular forms, with emphasis on the q-expansion principle (§3.6).

0.3.4 Chapter 4.

The fourth chapter begins with a survey of the theory of Weil representations (§4.1).

In view of future work, we discuss this in slightly greater generality than what is

needed. The materials in this section are not necessary for understanding either the

main results or the proofs.

What we do use extensively is the restriction ω = ωψ of the Weil representation to

the product Sp4(A) ×O(D)A (§4.2). We write down the transformation laws for the

Schrödinger model of ω (§4.2.2), and extend these formulas to a larger group (§4.2.3).

Such an extension is necessary for the Yoshida lift to live on GSp4(A) and not just

Sp4(A), and only then can we discuss the Bessel model for the Yoshida lift.

The extended ω defines a bijection between some admissible representations of

Sp4(Qv) and those of GO(D)v (§4.2.4), and the theta lifts (§4.2.5) and its vector-

valued version (§4.2.6) are in some sense a global realization of this bijection. There is

a wealth of knowledge on the representation-theoretic aspects of the space generated

by these lifts, and we assemble some of the results that are relevant to our case

(§4.3). In particular, we describe the Satake parameters of the Yoshida lift (as a

representation) in terms of the Satake parameters of the automorphic representation

πi on D× being lifted.

Next we pick out a specific theta kernel Θδ,,D
2k (§4.4), which depends a number

of choices, among which is the choice of an S-basis (δ, ). This is expected since we

want Θ to carry some %δ,∞ -action by SO(D)∞ and this representation %δ,∞ is cooked

up from representations of D×
∞.

Finally, we reap the fruits of our ground work—we define the Yoshida lift, verify

that it is indeed independent of all the choices, and state the main theorems (§4.5).

The proofs of these theorems occupy Chapter 5, Chapter 6, and also earlier sections

of Chapter 4 (§4.3).

0.3.5 Chapter 5 and Chapter 6.

Since we have discussed the methods of proof earlier in this introduction (§0.2), we

do not repeat it here. It is worth mentioning, in case the readers are concerned

with the vast amount of integrations performed in Chapter 5, that these integrals are
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in a sense a red herring. In essence, they represent nothing more than a choice of

exposition, since the groups we integrate over are either compact or compact modulo

center, and the function we integrate over are often right-invariant by some open

subgroup; consequently, we could potentially replace the integrals by finite sums, but

this probably would do more harm than good.

0.4 Notations and conventions

0.4.1 Fields.

We fix an algebraic closure Q̄ of Q. All algebraic field extensions of Q will be viewed as

subfields of Q̄. We also fix an embedding Q̄↪C. Note that the image of Aut(C/R)
gives an order 2 element in Gal(Q̄/Q). To avoid unnecessary confusion later, for any

integer n we fix a choice of
√
n in Q̄. Set ı =

√
−1.

For a prime q in Q, we fix an embedding of Q̄→Cq and, unless otherwise specified,

denote by the corresponding fraktur character q the maximal ideal cut out by the the

open unit disk in Cq. Here Cq is the completion of Q̄q with respect to the absolute

value normalized so that ∣q∣ = 1
q . For a field extension L/Q in Cq, we set qL = mCq ∩OL

and denote by LqL or simply Lq the completion of L in Cq. This in particular applies

to algebraic extensions of Q.

At a prime q, denote by Frobq the geometric Frobenius element in Gal(Q̄q/Qq)ab.

The Weil group Wq of Qq is the extension

1→ Iq →Wq → FrobZ
q → 1

of the free abelian group FrobZ
q by the inertia subgroup Iq ⊂ Gal(Q̄q/Qq). We equip

Wq with the topology so that Iq is open.

By “primes”, we will always mean non-archimedean (or finite) primes. The

archimedean ones will be referred to as “archimedean places”.

0.4.2 Groups and algebras.

Given G a linear algebraic group (scheme) defined over Z, we use ZG to denote the

center of G. Given any Z-algebra R, we denote the R-valued points of G by G(R) or

simply by GR when there is no risk of confusing it with G × Spec(R). The topology

on G(R) (and GR) will be the one inherited from the topology on R. In particular,

if R ≃ Qv, then we set Gv = G(Qv).
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For (ρ, Vρ) a representation of G(F ), (ρ̌, V̌ρ) will be the corresponding contragredi-

ent representation. We denote by V
G(F )
ρ the subspace of Vρ fixed point-wise by G(F )

under ρ. When there is no risk of confusion, we suppress the actual representation

and denote by g ⋅ v the action of g ∈ G(F ) on v ∈ Vρ through ρ.

We denote the m×n matrices with entries in a commutative ring R by Mm×n(R),
or simply Mn(R) if m = n. We use SMn(R) to denote the subset of n × n symmetric

matrices in Mn(R). Given any matrix A ∈ Mm×n, tA denotes the transpose of A.

If R is equipped with an involution x ↦ x̄, then we use tĀ to denote the conjugate

transpose of A obtained by applying the involution to each of the entries of tA.

We denote by diag[a1, . . . , an] the diagonal matrix

⎡⎢⎢⎢⎢⎢⎢⎣

a1

⋱
an

⎤⎥⎥⎥⎥⎥⎥⎦

.

For convenience, we shall refer to an injective homomorphism of R-algebras as an

embedding. We also frequently suppress subscripts and superscript on objects (e.g.,

a bilinear forms (●, ●)V on a vector space V , the center ZG of G, etc.) when there is

no danger of confusion.

0.4.3 Adeles and the standard character

We denote by A the adeles of Q, and FA for the adeles of a number field F /Q. We

use v to denote a general place of F . For a Q-vector space V , we put VA = V ⊗Q A

and Vf = V ⊗Af where Af is the finite adeles of Q. Similarly, for a Z-module B, we

put Bf = B ⊗Z Ẑ.

We denote by ψ∶A/Q → C1 the standard additive character on A trivial on Q.

So at a finite place v = p, ψp∶Qp →Qp/Zp →C1 is the character given by

ψp(a) = exp(−2πı ⋅ pr(a))

where pr(a) is the image of a in Qp/Zp; and at the infinite place we have

ψ∞(a) = exp(2πıa).

Given any Q-vector space V together with a linear map T ∶V → Q, the composition

ψ○T defines a character on VA/V , which we frequently abbreviate as ψT . In particular,

this applies to Mn(Q) as well as SMn(Q) where we take T to be the standard trace
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map.

0.5 Measures

Although the normalization of Haar measures and invariant measures is not essential

to the present work, we nevertheless specify them in view of subsequent works on

computing the Rallis inner product. All the measures are chosen to be right-invariant

under the corresponding group transformations (although this is immaterial as we will

only be integrating over unimodular groups).

We begin with the various measures associated with a number field F .

0.5.1 Local additive measures.

Let v be a place of F lying above the place w of Q. We fix an additive Haar measure

on Fv in the standard way. Namely,

dxv =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

the Haar measure normalized so vol(OF,v) = 1 if v is non-archimedean;

the Lebesgue measure dx if v = R, xv ↦ x;

∣dx ∧ dx̄∣ = 2dx1dx2 if v = C and xv ↦ x1 + ıx2.

Remark 0.5.1. The Haar measure chosen above is self-dual with respect to the stan-

dard character ψF,v = ψw ○ trF /Q of Fv in the sense that the Fourier transform

ϕ̂(xv) = ∫
Fv
ϕ(yv)ψF,v(xvyv)dyv

for any Bruhat–Schwartz function ϕ satisfies the identity ˆ̂ϕ(xv) = ϕ(−xv).

0.5.2 Local multiplicative measures.

We also fix the Haar measure d×xv on F ×
v by

d×xv =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

ζv(1) dxv
∣n(xv)∣

if v is non-archimedean;

dxv
∣xv ∣

= dx
∣x∣ if v = R, xv ↦ x;

dxv
∣xv ∣2

= 2dx1dx2

x2
1+x

2
2

if v = C, xv ↦ x1 + ıx2.

Here in the non-archimdean case ζv(s) = 1
1−N−s

v
, where Nv = [Ov ∶ $vOv] is the cardi-

nality of the residue field of F at v. Also n∶F ×
v →Q×

w is the norm map. We note that

vol(O×
F,v) = 1 with respect to this normalization.
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0.5.3 Global measures.

The Tamagawa measure dx on FA (resp. d×x on F ×
A) is then the unique Haar measure

that induces on each standard open subgroup ∏v∈S Fv × ∏v∉S Ov (resp. ∏v∈S F
×
v ×

∏v∉S O×
v ) the product measure

√
disc(F )−1∏v dxv (resp.

√
disc(F )−1∏v d

×xv) where

disc(F ) is the discriminant of F . Under these normalizations, vol(FA/F ) = 1 and

vol(F 1
A/F ×) = 2r1(2π)r2hR

e ⋅ disc(F ) 1
2

= res
s=1

ζF (s)

where r1 (resp. r2) is the number of real (resp. complex) embeddings, h is the class

number of F , R is the regulator of F , and e is the number of roots of unity in OF

[Wei95, §VII-6, Proposition 12]. In particular, for F = Q, we have vol(A1/Q×) = 1.

0.5.4 Compatible measures.

We state the following theorem for the record.

Theorem 0.5.1. Let G be any locally compact topological group and H a closed

subgroup of G. Let ∆G and ∆H be the corresponding modulus characters. Then a

necessary and sufficient condition for G/H to admit a nonzero G-invariant Borel

measure is that the restriction of ∆G to H equals ∆H . In this case such a measure

dḡ is uniquely determined up to a scalar, and it can be normalized so that

∫
G
f(g)dg = ∫

H/G
(∫

H
f(hg)dh) dḡ

or symbolically,

dg = dhdḡ,

for all f ∈ L1(G).

Proof. [Wei40, §9].

We shall refer to the right invariant measure dḡ thus obtained as the measure

compatible with dg and dh. In particular, the theorem applies in the case that G

and H are unimodular.

We will make frequent use of the above theorem in the following context. Suppose

N is a closed subgroup of G and we have a short exact sequence of topological groups:

1→ N
iÐ→ G

jÐ→H → 1,
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where i is the natural inclusion. We can normalize the Haar measure dn on N so

that it is compatible with the Haar measures dg and dh on G and H respectively,

that is,

dg = dndh.

Caution 0.5.2. We caution the reader that this normalization depends on the short ex-

act sequence. If we post-compose j with an automorphism σ of H, the normalization

will change by the modulus of the automorphism σ.

As such, we denote by dx (resp. d×x) the invariant measure on FA/F (resp.

F ×
A/F ×) compatible with the Haar measure dx on FA (resp. d×x on F ×

A) and the

discrete measure on F (resp. F ×). We have that vol(FA/F ) = 1.
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Chapter 1. Quaternion Algebras

1.1 Structures of quaternion algebras

We recall some facts concerning quaternion algebras and introduce some notations in

passing.

1.1.1 Definite quaternion algebras.

Let d be a product of an odd number of distinct primes, and let D be the unique

definite quaternion algebra defined over Q with discriminant d. We denote by x↦ x̄

the main involution on D. Let D× be the multiplicative group of D viewed as an

algebraic group over Q. The reduced norm n(x) = xx̄ defines a homomorphism

from D× to Gm, and we denote its kernel by D1. Correspondingly, the reduced

trace tr(x) = x + x̄ is a linear map from D = Lie(D×) to Q = Lie(Gm) with kernel

D(0) = Lie(D1).

1.1.2 Sub-algebras in D.

We can decompose D according to its sub-algebras as follows. Let

m(X) =X2 + bX + c

be an irreducible monic polynomial with coefficients in Q. Denote by ∆m = b2 − 4c

the discriminant of m(X), and let
√

∆m =
√
b2 − 4c be the square root of ∆m in Q̄

fixed in §0.4.1, then Km = Q(
√

∆m) is the splitting field of m(X) in Q̄. By the

theory of local embeddings [Vig80, Ch. III, Théorème 3.8], Km embeds into D as a

sub-algebra if and only if Km is imaginary quadratic and is not split at each of the

primes dividing d = disc(D).
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1.1.3 Basis for D.

Suppose Km embeds into D, then such an embedding is equivalent to a choice of a

root δ = δm of m(X) in D. Since m(X) does not determine δ ∈ D uniquely, we set

∆δ = ∆m, ˙√
∆δ = δ − δ̄, and Kδ = Q( ˙√

∆δ) = Q(δ) for bookkeeping. We have an

orthogonal decomposition

D =Kδ ⊥Kδ,⊥

with respect to the symmetric bilinear form (x, y) = tr(xȳ). Note that Kδ,⊥ = Kδ for

any element  ∈ Kδ,⊥. Since δ and  determine the basis {1, δ, , δ} of D as a vector

space over Q, we shall refer the pair (δ, ) as a basis for D. We distinguish a special

class of such bases for D:

Definition 1.1.1. Let S be a finite set of primes not dividing d. The pair (δ, )
defined above is an S-basis for D if it satisfies the following condition at every prime

l ∈ S: if l is not split in Kδ, then −n() is square in Ql.∗

Since D is split at the primes in S, such an S-basis (δ, ) exists. Indeed, for

any choice of , the Hilbert symbol (−n(),−n()n(δ))l is equal to 1 for all l ∈ S
[O’M00, 57:9]. In other words,

−n() ⋅ x2
l − n()n(δ) ⋅ y2

l = z2
l

for some xl, yl, zl ∈ Ql with zl ∈ Z×
l . It is a direct consequence of weak approximation

that given any ε > 0, there are rational numbers x, y ∈ Q such that ∣x2 − x2
l ∣ < ε and

∣y2 −y2
l ∣ < ε for all l ∈ S. When ε ≤ 1

l , we see that −n() ⋅x2 −n()n(δ) ⋅y2 ≡ zl (mod l),
which implies that X2 = −n() ⋅ x2 − n()n(δ) ⋅ y2 admits a solution† in Zl by Hensel’s

lemma; thus replacing  by (x + y ⋅ δ) gives an element in Kδ,⊥
l whose norm is the

negative of a square in Ql.

We adopt the following convention to keep the notations under control.

Convention 1.1.2. When working with a fixed basis (δ, ), we denote by K̇ the sub-

algebra Kδ of D and by K the imaginary quadratic subfield Km of Q̄. Similarly, given

an element t ∈ K = Km, we denote by ṫ its image in K̇ = Kδ under the embedding

K →D sending
√

∆m to ˙√
∆δ. We also suppress the quantifier (δ, ) on all notations

in this situation as there is no risk for confusion. Similarly, we suppress specifying a

choice of S when this choice has no bearing on the discussion.

∗See §1.3.3 for the motivation behind this condition.
†In the case l = 2, we need to choose ε ≤ 1

8
, then −n() ⋅x2 −n()n(δ) ⋅y2 ∈ 1+8Z2 and is therefore

a square [FT93, (3.8)].
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1.1.4 D× as a unitary similitude group.

The two-dimensional right K-vector space D = K̇ ⊥ K̇ comes equipped with a her-

mitian form (with values in K) given by

(x, y)δ, = pr(ȳx)

for x, y ∈D. Here pr∶D = K̇ ⊥ K̇ → K̇ ≃K is the projection onto the first summand.

Denote by ḠU(D, (●, ●)δ,) the algebraic group over Q defined by

ḠU(D, (●, ●)δ,)(A)

= {g ∈ GLK⊗A(D ⊗A) ∶ (g ⋅ x, g ⋅ y)δ, = det(g) ⋅ (x, y)δ, for all x, y ∈D ⊗A}

for any commutative Q-algebra A. The left multiplication by D× on D defines an

injective homomorphism D× → ḠU(D, (●, ●)δ,) which is in fact an isomorphism of

algebraic groups over Q [Gro04, §5].

1.1.5 The weight embedding.

Set F = Q(
√

n()). For a Q-algebra A, denote by A = A⊗F the F -algebra obtained

by base change.∗ Set

ḠUδ,
2 = ḠU(D, (●, ●)δ,) ×Spec(Q) Spec(F ),

it is naturally the rational unitary similitude group (over F ) attached to the two-

dimensional right K-hermitian vector space D. As in the previous section, we have

D×
 ≃ ḠUδ,

2 as algebraic groups over F .

Set ̃ = /
√

n(), it is an element in D of reduced norm 1. With respect to the

ordered orthonormal basis {1, ̃} of D as a (right) K-vector space, the hermitian

form (●, ●)δ, corresponds to the identity matrix, and we have a matrix representation

ḠUδ,
2 (A) ≃ {g ∈ GL2,K⊗A(K ⊗A) ∶ tgḡ = det(g)}

for any commutative F -algebra A. We shall refer to the induced injective homomor-

phism

εδ,wt∶D× → GL2,K

∗See §1.4.2 for motivation behind introducing this auxiliary real quadratic field.
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as the weight embedding. It is explicitly given by

α̇ + β̇ ↦
⎡⎢⎢⎢⎢⎣

α −
√

n() ⋅ β̄√
n() ⋅ β ᾱ

⎤⎥⎥⎥⎥⎦

for α̇ + β̇ ∈D = K̇ ⊥ ̃K̇.

1.1.6 PD× as an orthogonal group.

The adjoint action by α ∈ D× on x ∈ D(0) = Lie(D1), Ad(α) ⋅ x = αxα−1, factors

through the center ZD× ≃ Gm and preserves the reduced norm. We thus obtain an

injective homomorphism of algebraic groups over Q,

PD× AdÐ→ SO(D(0),n),

where PD× = ZD×/D× and SO(D(0),n) is the special orthogonal group for the quadratic

space (D(0),n). Since SO(D(0), n) is connected and has the same dimension as PD×,

we see this is in fact an isomorphism.

Denote by ι the subgroup of order 2 in O(D(0),n) generated by the main involution

on D. If ι is the non-trivial element in ι, then we have

ι ⋅Ad(ᾱ−1) ⋅ (x) = Ad(α) ⋅ (ι ⋅ x)

for all α ∈ D× and x ∈ D(0). It follows that PD× ⋊ ι ≃ O(D(0),n) with respect to the

multiplication

(α ⋊ ι) ⋅ (β ⋊ κ) = αβι ⋊ ικ,

with αι = ᾱ−1 if ι is the non-trivial element.

1.2 Representations of PGL2

We describe two families of finite-dimensional representations of PGL2 = PGL2(Z)
with coefficients in Z. We chose to not use the language of group schemes since such a

discussion would introduce confounding subtleties and unnecessary technicalities. It

is helpful, however, to keep in mind that the representations we define are functorial

in their coefficient rings. We fix an integer k ∈ Z≥0.
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1.2.1 Induced representation of the Lie algebra.

The (algebraic) Lie algebra of PGL2 is M
(0)
2 = M

(0)
2 (Z) and has a basis over Z given

by

H =
⎡⎢⎢⎢⎢⎣

1

−1

⎤⎥⎥⎥⎥⎦
Y − =

⎡⎢⎢⎢⎢⎣

0 0

1 0

⎤⎥⎥⎥⎥⎦
Y + =

⎡⎢⎢⎢⎢⎣

0 1

0 0

⎤⎥⎥⎥⎥⎦
.

Let (%, V%) be a finite-dimensional representation of PGL2 defined over a commutative

ring R, and let R[ε] be the corresponding ring of dual numbers obtained by adjoining

to R an element ε such that ε2 = 0. The M
(0)
2 -action on V%⊗R[ε] formally defined by

%(Y )v = %(1 + εY )v − v
ε

preserves V%, thus induces an action by M
(0)
2 on V% which we denote by (d%, V%).

1.2.2 Symmetric powers.

Let Z[X]deg≤2k be the Z-module of polynomials of degree at most 2k with integral

coefficients. We follow [Che05] and define two actions by g =
⎡⎢⎢⎢⎢⎣

a b

c d

⎤⎥⎥⎥⎥⎦
∈ GL2 = GL2(Z)

on Z[X]deg≤2k. First define two functions from GL2 to Z[X]deg≤2k,

j(g) = (bX + d)2 and ǰ(g) = (−cX + a)2.

Then given f(X) ∈ Z[X]deg≤2k, we define

σ2k(g) ⋅ f(X) = det(g)−kj(g)kf(aX + c
bX + d

),

and

σ̌2k(g) ⋅ f(X) = det(g)−kǰ(g)kf( dX − b
−cX + a

).

As the notation suggests, σ̌2k is dual to σ2k (but only after base change to Z[ 1
k!]).

Furthermore, in each case the action factors through the center of GL2 and therefore

defines a representation of PGL2. We denote these representations by (σ2k,V2k) and

(σ̌2k, V̌2k) respectively.

The monomials,

tki =Xk+i
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for i = −k,⋯, k, define a basis of V2k and V̌2k over Z. With respect to this basis, the

unique PGL2-equivariant pairing on V2k × V̌2k, normalized so that ⟨tk0, tk0⟩2k = 1, is

given by

⟨
k

∑
i=−k

ait
k
i ,

k

∑
i=−k

bit
k
i ⟩2k =

k

∑
i=−k

(−1)i (k + i)!(k − i)!
(k!)2

aibi. (2.2.1)

Note this pairing takes values in 1
k!Z.

1.2.3 Harmonic polynomials.

Denote by Polyk the space of homogeneous polynomials of degree k on M
(0)
2 with

coefficients in 1
2kk!

Z. It is again a Z-module. The adjoint action by g ∈ PGL2 on M
(0)
2

extends to an action on P ∈ Polyk by

g ⋅ P (Y ) = P (Ad(g)−1 ⋅ Y ) = P (g−1Y g).

Let Y =
⎡⎢⎢⎢⎢⎣

a b

c −a

⎤⎥⎥⎥⎥⎦
be an element in M

(0)
2 . The quadratic form on M

(0)
2 given by

−det(Y ) = a2 + bc is invariant under the adjoint action of PGL2. A change of basis

over Z[1
2] given by

x = a y = b + c
2

z = b − c
2

identifies −det(●) with the quadratic form q(x, y, z) = x2 + y2 + z2. From this, we see

that the differential

∆ = q( ∂
∂x
,
∂

∂y
,
∂

∂z
) = ∂2

∂x2
+ ∂2

∂y2
+ ∂2

∂z2
,

is invariant under PGL2 in the sense that ∆(g ⋅ P ) = ∆(P ) for all g ∈ PGL2.

Reverting back to the original coordinate system {a, b, c}, we find that

∆ = ∂2

∂a2
+ 4

∂2

∂b∂c

and that

Harmk = {P ∈ Polyk ∶ ∆P = 0}

is stable under the adjoint action by PGL2.
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1.2.4 Highest weight theory for PGL2(C).

Proposition 1.2.1. Every complex irreducible representation of PGL2(C) of dimen-

sion 2k + 1 is equivalent to (σ2k,C,V2k ⊗C).

Proof. Set tkk+1 = 0 = tk−k−1, a direct computation shows that

• dσ2k(H) ⋅ tki = 2i ⋅ tki ;

• dσ2k(Y +) ⋅ tki = (k − i) ⋅ tki+1;

• dσ2k(Y −) ⋅ tki = (k + i) ⋅ tki−1.

With respect to the basis { (2k)!
(k+i)! ⋅ tki } of V2k ⊗C, we see that dσ2k,C is equivalent to

the representation (ρk, F (k)) of M
(0)
2 (C) ≃ sl2(C) from [GW09, Proposition 2.3.3].

The proposition loc. cit. implies that all irreducible representations of sl2(C) of

dimension 2k + 1 are equivalent to (dσ2k,C,V2k ⊗C). By [GW09, Proposition 2.3.5],

we conclude that all irreducible representations of SL2(C) of dimension 2k + 1 are

equivalent to (σ2k,C,V2k,C) viewed as a representation of SL2(C). The proposition

then follows since any irreducible representation of PGL2(C) of dimension 2k + 1 is

also an irreducible representation of SL2(C).

In particular, we have (σ2k,C,V2k,C) ≃ (σ̌2k,C, V̌2k,C) as representations of PGL2(C)
by sending X i to (−X)i for i = 0,⋯,2k.

Remark 1.2.1. In fact, the above proposition holds in greater generality with C re-

placed by any field [Jan03, Chapter II.2].

1.2.5 The irreducible submodule Hk.

The preceding proposition shows that (AdC,Harmk,C) ≃ (σ̌2k,C, V̌2k,C). We like

to construct such an isomorphism and distinguish the Z-lattice in Harmk,C that

corresponds to Vk. To begin, define

Ml,m,n

⎛
⎝

⎡⎢⎢⎢⎢⎣

a b

c −a

⎤⎥⎥⎥⎥⎦

⎞
⎠
= al ( b

2
)
m

( c
2
)
n

.

The action by the Lie algebra M
(0)
2 on these monomials are given by

• H ⋅Ml,m,n = 2(n −m) ⋅Ml,m,n;

• Y + ⋅Ml,m,n =m ⋅Ml+1,m−1,n − 2l ⋅Ml−1,m,n+1;
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• Y − ⋅Ml,m,n = 2l ⋅Ml−1,m+1,n − n ⋅Ml+1,m,n−1.

In view of action by the Lie algebra, set

ν =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

k
2 if k is even,

k−1
2 if k is odd;

and define the weight 0 polynomial to be

P k
0 =

ν

∑
i=0

(−1)i(k
2i
)(2i

i
)Mk−2i,i,i.

It is up to scaling the unique vector in Harmk that is annihilated by the derivation

defined by H. The other weight vectors are then given by

P k
i =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

(k+i)!
k! (−Y +)−iP k

0 if i < 0,

(k−i)!
k! (−Y −)iP k

0 if i > 0.

Since Ml,m,n(diag[a,−a]) = 0 unless m = n = 0, we see that

P k
i

⎛
⎝

⎡⎢⎢⎢⎢⎣

a

−a

⎤⎥⎥⎥⎥⎦

⎞
⎠
=
⎧⎪⎪⎪⎨⎪⎪⎪⎩

ak if i = 0;

0 otherwise.
(2.5.2)

We denote by Hk the free Z-module of rank 2k + 1 spanned by P k
i . As we shall see

below, it is stable under PGL2. Furthermore, since Hk,C = Harmk,C is irreducible as

a representation of PGL2(C), Hk is also irreducible. We denote the corresponding

representation of PGL2(Z) by (ρk,Hk).

1.2.6 An explicit intertwining map.

Proposition 1.2.2. The map

tki ↦ P k
i

defines a Z-linear isomorphism V̌2k ≃ Hk that is equivariant for the PGL2-actions σ̌2k

and ρk.

Proof. Since this map sends a basis of V̌2k to that of Hk, it defines an isomorphism

of free Z-modules. Furthermore, Hk is constructed so that this map intertwines the

representations (dσ̌2k, V̌2k) and (dρk,Hk) of M
(0)
2 (Z).† It follows that (σ̌2k,C, V̌2k,C)

†Indeed, we have
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and (ρk,C,Hk,C) are equivalent as representations of PGL2(C). Consequently, the Z-

lattice Hk in Hk,C corresponding to the image of V̌2k is PGL2 stable and is irreducible.

The dual pairing between σ2k and σ̌2k induces an isomorphism (over Z[ 1
k!])

HomPGL2(V̌2k,Hk) ≃ (V2k ⊗Hk)PGL2 ,

under which the intertwining map defined above corresponds to the vector

Pk =
k

∑
i=−k

(−1)i (k!)2

(k + i)!(k − i)!
P k
i ⊗ ti

in 1
(2k)!(Hk ⊗ V2k)PGL2 .

Remark 1.2.2. The representations (σ2k,V2k) and (σ̌2k, V̌2k) are used to define an

integral structures for automorphic forms on D× in §2.3.6; whereas we use the repre-

sentation (ρk,Hk) to define a good archimedean Schwartz function for theta lifting

in §4.4.1.

1.3 Eichler orders

Fix a basis (δ, ) of D. We will choose a finite set of primes S later on so that (δ, )
is an S-basis as in Definition 1.1.1. We distinguish a class of Eichler orders in D

attached to (δ, ). Let p ≥ 5 be a fixed prime.

1.3.1 Review of Eichler orders.

Given a prime l and an integer n ≥ 0, we define an order in M2(Ql) by

Il(n) =
⎧⎪⎪⎨⎪⎪⎩

⎡⎢⎢⎢⎢⎣

a b

c d

⎤⎥⎥⎥⎥⎦
∈ M2(Zl) ∶ ordl(c) ≥ n

⎫⎪⎪⎬⎪⎪⎭
.

• dσ̌2k(H) ⋅ tki = −2i ⋅ tki ;

• dσ̌2k(Y +) ⋅ tki = −(k + i) ⋅ tki−1;

• dσ̌2k(Y −) ⋅ tki = −(k − i) ⋅ tki+1.

From this we see that

tki =
⎧⎪⎪⎨⎪⎪⎩

(k+i)!
k!

(−Y +)−itk0 if i < 0,
(k−i)!
k!

(−Y −)itk0 if i > 0.

25



Let N be an integer relatively prime to dp. Given a non-negative integer r, we denote

by D = D(dNpr) an Eichler order of level dNpr in D. Recall this means that D is

an order of D such that for a prime l, Dl is

• the unique maximal order Dl = {x ∈Dl ∶ n(x) ∈ Zl} of Dl for l dividing d;

• conjugate to Il(ordl(Npr)) under some isomorphism εl∶Dl ≃ M2(Ql) otherwise.

It follows from the definition that any two Eichler orders of level dNpr in D are locally

conjugate.

We now specify such an isomorphism εl at each prime l ∤ d. We consider the cases

in which l splits in K and l does not split in K separately.

1.3.2 l splits in K.

We have K ⊗Ql = Kl ×Kl̄ where l = lK is the prime of K above l fixed in §0.4.1 and

l̄ is its conjugate in K. We have that

GLK⊗Ql
(D ⊗Ql) = GLKl

(K̇l ⊥ K̇l) ×GLKl̄
(K̇l̄ ⊥ K̇l̄) ≃ GL2(Ql) ×GL2(Ql)

where the last map is defined with respect to the basis {1, } of Dl as a right module

over Kl×Kl̄ ≃ Ql⊗Ql. Let ḠU = ḠU(D, (●, ●)δ,) be the unitary similitude group over

Q defined in §1.1.4. A computation∗ shows that the image of ḠU(Ql) in GL2(Ql) ×
GL2(Ql) is exactly

{(g,det(g) ⋅M−1

tg−1M) ∶ g ∈ GL2(Ql)}

where M is the diagonal matrix diag[1,n()]. By projecting onto the first factor, we

obtain an isomorphism

εδ,ar,l∶D
×
l ≃ ḠU

prÐ→ GL2(Ql),

∗A pair of matrices (g1, g2) lies in the image of ḠU(Ql) if and only if

t(g1, g2) ⋅ ([
1

n()] , [
1

n()]) ⋅ (g1, g2) = det(g1, g2) ⋅ ([
1

n()] , [
1

n()]) .

The claim then follows from the equality

tg1 ⋅ [
1

n()] ⋅ g2 = det(g1) ⋅ [
1

n()]

by projecting onto the first factor.
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which we shall refer to as the arithmetic embedding at l. It is explicitly determined

by

δ ↦
⎡⎢⎢⎢⎢⎣

δl

δ̄l

⎤⎥⎥⎥⎥⎦
↦

⎡⎢⎢⎢⎢⎣

−n()
1

⎤⎥⎥⎥⎥⎦
where δl (resp. δ̄l) is the root of the monic polynomial m(X) (c.f. §1.1.2) in Ql

corresponding to the embedding K → Kl ≃ Ql (resp. K → Kl̄ ≃ Ql). This map

extends to an isomorphism Dl ≃ M2(Ql) of Ql-algebras, which we also denote by εδ,ar,l.

1.3.3 l does not split in K.

In this case K̇l = Ql + Qlδ is a two-dimensional vector space over Ql on which K̇l

acts linearly by left multiplication. To define an isomorphism Dl ≃ EndQl
(Kl), it

suffices to specify how  acts on K̇l. Suppose for the moment that
√
−n() ∈ Ql, then

/
√
−n(), as a linear transformation on K̇l, has order 2, trace 0, determinant −1

and satisfies the relation δ = δ̄. Since the involution t ↦ t̄ on K̇l satisfies all these

conditions, we may let /
√
−n() act on K̇l by involution. This defines an isomorphism

Dl ≃ EndQl
(K̇l) as Ql-algebras. We can explicitly describe this isomorphism in terms

of matrices as follows. Denote by m(X) = X2 − aX + b the minimal polynomial for

δ, and set δ(0) = δ−δ̄
2 =

˙√
∆δ

2 to be the trace-zero part of δ; then with respect to the

ordered basis {δ(0),1} of K̇l, we have that

δ ↦
⎡⎢⎢⎢⎢⎣

a
2 1

a2−4b
4

a
2

⎤⎥⎥⎥⎥⎦
↦

√
−n() ⋅

⎡⎢⎢⎢⎢⎣

−1

1

⎤⎥⎥⎥⎥⎦
.

Analogous to the split case, we shall refer to the isomorphism

εδ,ar,l∶Dl ≃ M2(Ql)

and its induced isomorphism D×
l ≃ GL2(Ql) as the arithmetic embeddings at l. We

emphasize that εδ,ar,l is only defined when −n() is a square in Ql. This explains the

extra condition in the definition of an S-basis.

1.3.4 Local conditions on Dδ,,S(dNpr).

Let S be a finite set of primes l subjected to the conditions that

• Dl is split, and

• if l is inert in K, then −n() is a square in Ql.
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Then (δ, ) is an S-basis for D and the arithmetic embedding is defined at all primes

in S. For each l ∈ S, set Dl to be the inverse image of

Il(ordl(Npr)) =
⎧⎪⎪⎨⎪⎪⎩

⎡⎢⎢⎢⎢⎣

a b

c d

⎤⎥⎥⎥⎥⎦
∈ M2(Zl) ∶ ordl(c) ≥ ordl(Npr)

⎫⎪⎪⎬⎪⎪⎭

under εδ,ar,l. In particular, if l ∈ S is inert in K and l ∤ Npr, then

Dl ≃ EndZl(Zl ⊕Zlδ
(0))

under the arithmetic embedding εδ,ar,l.

It a consequence of weak approximation [Vig80, Ch. III, Proposition 5.1] that

there is an Eichler order Dδ,,S(dNpr) such that Dδ,,S(dNpr)l is not just isomorphic,

but exactly equal to Dl for every prime l ∈ S.

Remark 1.3.1. We do not (in fact, cannot) specify precisely the local Eichler order

at all places using the above procedure. In fact, we know that all lattices in D are

locally identical at almost all primes [Vig80, Ch. III, Proposition 5.1].

1.3.5 Normalizer of D×
l .

Denote by Nl(n) = N(Il(n)×) the normalizer of I×l in GL2(Ql). For a description of

Nl(n), first observe that the elements of Nl(n) stabilize the order Il(n), and that Il(n)
is uniquely the intersection of the maximal orders M2(Zl) and wl(n) ⋅M2(Zl) ⋅wl(n)−1

where

wl(n) =
⎡⎢⎢⎢⎢⎣

−1

ln

⎤⎥⎥⎥⎥⎦
.

Since any element x ∈D×
l conjugates a maximal order to a maximal order, we see that

x ∈ Nl(n) must either stabilize both M2(Zl) and wl(n) ⋅M2(Zl) ⋅wl(n)−1 or permute

them. It follows that Nl(n) is generated by Il(n)×, wl(n), and the center Q×
l as a

group. We caution the reader that Nl(n) is not compact as a subgroup of GL2(Ql),
even though its image in GLZl(Il) is necessarily compact.

We now consider the normalizer Nl = N δ,,S(dNpr)l of Dδ,,S(dNpr)×l inD×
l . For l ∣

Np, set $l =$l(ordl(Npr)) to be the element in D×
l corresponding to wl(ordl(Npr))

under εδ,ar,l; for l ∣ d, take $l to be a uniformizer of D×
l . By the preceding discussion,
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we have

Nl =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

Q×
l ⋅ ⟨D×

l ,$l⟩ if l ∣ Np,

D×
l if l ∣ d, and

Q×
l ⋅D×

l otherwise.

1.3.6 Double-coset decompositions.

Denote by K×
l the image of K̇×

l in GL2(Ql) under the arithmetic embedding εar,l.

For each l ∈ S, we describe the double-coset decompositions of K×
l /GL2(Ql)/GL2(Zl)

depending on whether l is split in K or not.

l splits in K: In this case the Iwasawa decomposition gives

GL2(Ql) = ∐
n≤0

K×
l ⋅ ul(n) ⋅GL2(Zl) (3.6.3)

where ul(n) =
⎡⎢⎢⎢⎢⎣

1 ln

1

⎤⎥⎥⎥⎥⎦
.

l does not split in K: In this case GL2(Ql) is identified with GLQl
(K̇l) via the

basis {δ(0),1} of Kl. Given a matrix M ∈ GL2(Ql) ≃ GLQl
(K̇l), the lattice

I = M ⋅ Zl[δ(0)] in Kl is a principal ideal over Ol(I ) = {t ∈ Kl ∶ t ⋅ I ⊆ I }
[Iha67, §Prop. 1]. Let ς be the conductor† of Zl[δ(0)] and m the conductor of

Ol(I ), then we have

I = t ⋅Ol(I ) = t ⋅ dl(m − ς) ⋅Zl[δ(0)]

where dl(n) = diag[ln,1] and t ∈K×
l . Consequently, M ∈K×

l ⋅dl(n)⋅GLZl(Zl[δ(0)])
and we obtained the following double-coset decomposition

GL2(Ql) = ∐
n≥0

K×
l ⋅ dl(n − ς) ⋅GL2(Zl). (3.6.4)

We also state for the record the following coset decomposition [Kna92, pg.259] of

GL2(Zl):

GL2(Zl) =
⎛
⎝ ∐

0≤s<lr−1

⎡⎢⎢⎢⎢⎣

1

sl 1

⎤⎥⎥⎥⎥⎦
Il(r)×

⎞
⎠∐

⎛
⎝ ∐0≤t<lr

⎡⎢⎢⎢⎢⎣

t 1

−1

⎤⎥⎥⎥⎥⎦
Il(r)×

⎞
⎠
. (3.6.5)

†Recall the conductor of an order Ol of Kl is the integer n such that Ol = Zl + ln ⋅ OK,l where
OK,l is the maximal order of Kl.
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1.4 Representations of D× and D×
p

We describe the representations of D× and D×
p obtained from the representations of

PGL2 described in §1.2. The notations are from §1.1.

1.4.1 Families of representations of D×.

For a representation (%, V%) of PGL2 defined over Z, denote by (%A, V%,A) the rep-

resentation of PGL2(A) obtained via base change to the Z-algebra A. Now given a

basis (δ, ) for D, the representation %K pulls back to a representation of D×
Q through

the isomorphism

εδ,wt∶D×
Q ≃ ḠUδ,

2 (Q).

We denote the resulting representation of D×
Q by (%δ,wt, V

δ,
% ). It is defined over the

field K = Q(
√

∆δ,
√

n()).
To keep matters precise, we now describe the theory of highest weight for D×

∞.

Fix an S-basis (δ, ) for D and set δ̃ = δ√
n(δ)

and ̃ = 
√

n()
. The weight embedding

εδ,wt,∞∶D×
∞ ≃ ḠUδ,

2 (R) induces an isomorphism PD×
∞ ≃ PḠUδ,

2 (R), whose derivative

defines an isomorphism D
(0)
∞ ≃ su2 of Lie algebras explicitly given by∗

δ̃ ↦
⎡⎢⎢⎢⎢⎣

ı

−ı

⎤⎥⎥⎥⎥⎦
̃↦

⎡⎢⎢⎢⎢⎣

−1

1

⎤⎥⎥⎥⎥⎦
̃δ̃ ↦

⎡⎢⎢⎢⎢⎣

ı

ı

⎤⎥⎥⎥⎥⎦
.

Let t = Rδ̃ be the Cartan sub-algebra of D
(0)
∞ and let eD be the character in t∨C

that send ı ⋅ δ̃ = diag[1,−1] to 1. We fix the unique set of simple roots for tC in

D
(0)
C ≃ M

(0)
2 (C) to be {eD}.

Corollary 1.4.1. Every irreducible complex representation of PD×
∞ ≃ SO(D(0),n)R

of dimension 2k + 1 is isomorphic to (σδ,2k,wt,∞,V
δ,

2k,∞) = (σδ,2k,wt,C,V
δ,

2k,C).

Proof. This a consequence of the highest weight theory for compact connected Lie

groups [Kna02, Theorem 5.110]. We can also deduce this from Proposition 1.2.1

as follows. The weight embedding εδ,wt induces an isomorphism between D
(0)
C and

∗To see this, simply observe that filling this map in on the left makes the diagram

D
(0)
∞

expÐÐÐÐ→ D1
∞
/{±1}

×××Ö
×××Ö
εδ,wt,∞

su2
expÐÐÐÐ→ PḠUδ,

2 (R)

commute. Here the exponential map D(0)∞

expÐÐ→D1
∞

given by exp(x1δ̃ +x2̃+x3̃δ̃) = ex1δ̃ ⋅ ex2 ̃ ⋅ ex3 ̃δ̃.
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M
(0)
2 (C); thus all irreducible representations of D

(0)
C of dimension 2k + 1 are equiv-

alent to (dσδ,2k,wt,∞,V
δ,

2k,∞). Since the exponential map is surjective for any compact

connected Lie group, the corollary follows.

We shall refer to such an irreducible representation in the corollary as one of the

highest weight 2k.

1.4.2 Conjugation between bases.

Let (δ, ) and (γ, κ) be two bases for D. Define an auxiliary totally real number field

F = Q(
√
−∆δ,

√
−∆γ,

√
n(),

√
n(κ)) and set DF = D ⊗ F . Let K = K,κ = F (ı) be

the CM-field obtained by adjoining ı =
√
−1 to F . The K,κ-vector space

V%,K = V δ,
% ⊗K,κ = V γ,κ

% ⊗K,κ

affords two representations of D×
F , namely %δ,wt,K and %γ,κwt,K ; we proceed to study how

they are related. We have an F -linear automorphism φ of DF uniquely determined

by
˙√
∆δ

φÐ→
√

∆δ/∆γ ⋅
˙√
∆γ and 

φÐ→
√

n()/n(κ) ⋅ κ.

By Skolem-Noether [Vig80, Ch. I, Théorème 2.1], there exists an element α ∈ D×
F

such that

φ(x) = α ⋅ x ⋅ α−1

for all x ∈DF . This leads to the following proposition.

Proposition 1.4.2. The pair of bases (δ, ) and (γ, κ) of D are conjugate over the

totally real number field F = Q(
√
−∆δ,

√
−∆γ,

√
n(),

√
n(κ)) in the sense there exists

an α ∈D×
F such that

εγ,κwt,F ○Ad(α)(x) = εδ,wt,F (x)

for all x ∈D×
F .

Proof. The preceding discussion shows that there exists α ∈D×
F such that

εγ,κwt,F (α ⋅
˙√
∆δ ⋅ α−1) =

√
∆δ/∆γ ⋅

⎡⎢⎢⎢⎢⎣

√
∆γ

−
√

∆γ

⎤⎥⎥⎥⎥⎦
= εδ,wt,F (

˙√
∆δ)

and

εγ,κwt,F (α ⋅  ⋅ α−1) =
√

n()/n(κ) ⋅
⎡⎢⎢⎢⎢⎣

−
√

n(κ)√
n(κ)

⎤⎥⎥⎥⎥⎦
= εδ,wt,F ()
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as matrices in M2(Q̄). Since the weight embeddings ε●wt are maps of algebras, the

claim follow.

Corollary 1.4.3. The pair of bases (δ, ) and (γ, κ) of D are conjugate over the CM-

field K,κ = F (ı), with F = Q(
√
−∆δ,

√
−∆γ,

√
n(),

√
n(κ)), in the sense that there

exists an α ∈D×
F such that

%γ,κwt,K,κ
○Ad(α)(x) ⋅ v = %δ,wt,K,κ

(x) ⋅ v

for all x ∈D×
F and v ∈ V%,K,κ = V

δ,
%,K

⊗K,κ = V γ,κ
%,Kκ

⊗Kγ,κ.

Proof. This follows from the definition of %γ,κwt,K,κ
and %δ,wt,K,κ

.

A consequence of the corollary is that the representations (%δ,wt,F , V
δ,
%,K

), for dif-

ferent Sδ,-basis (δ, ) for D, are all mutually conjugate over the compositum Kquad =
Q(√q ∶ q ∈ Z) of all quadratic extensions of Q in Q̄. In view of this, we set

V%,quad = V δ,
%,K

⊗Kquad V%,Q̄ = V δ,
%,K

⊗ Q̄ V%,∞ = V δ,
%,K

⊗C

and ignore the quantifier (δ, ) on the representation space from now on.

1.4.3 A distinguished p-integral lattice.

Fix a S-basis (δ, ) for D and let (%l, V%,l) be a representation of PGL2(Ql) with

coefficients in Cl. Analogous to the archimedean case, the representation (%l, V%,l)
pulls back to a representation (%ar,l, V%,ar,l) of D×

l using the arithmetic embedding

εδ,ar,l∶D×
l ≃ GL2(Ql).

We now consider the case that l = p and %p = σ̌2k,p acting on V%,p = V̌2k,p = Cp[T ]≤2k.

For each integer n ≥ 0, denote by M2k,p(n) the OCp-lattice in V̌2k,p generated by

σ̌2k,p(Ip(n)×) ⋅ tk0

over OCp . We emphasize that M2k,p(n) is independent of (δ, ) and D×. Also, note

that M2k,p(0) = OCp[X]deg≤2k.

Let Dp = Dδ,,{p}(dNpr)p be a local Eichler order at p fixed in §1.3, its action on

V̌2k,ar,p = V̌2k,p preserves the lattice M2k,p = M2k,p(r) by construction. Furthermore,

we have that

⟨OCp[X]deg≤2k,OCp[X]deg≤2k⟩2k ⊆
1

k!
OCp

and therefore ⟨M2k,p,M2k,p⟩2k ⊆ 1
k!OCp .
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Let Np = N δ,,{p}(dNpr)p be the normalizer of D×
p in D×

p as in §1.3.5. It is

generated by D×
p , $p = (εδ,ar,p)−1(wp(r)), and the center Q×

p . Since tk0 is fixed† by

σ̌2k,p(wp(r)), we see that M2k,p(r) is stable under the σ̌δ,2k,ar,p-action by Np. It is also

for this reason that we did not choose a larger lattice, e.g., OCp[X]deg≤2k, when r > 0.

1.4.4 Transition matrices.

Again fix (δ, ) an S-basis for D. To a representation (%, V%) of PGL2, and every

prime l ∈ S, we have attached two representations

%wt∶D× εwtÐ→ GL2(K) ↷ V% ⊗K and %ar∶D×
l

εarÐ→ GL2(Ql) ↷ V% ⊗Cl

defined over K and Cl respectively. By base change, %wt also gives rise to a rep-

resentation of D×
l with coefficients in Cl. We like to describe how to conjugate one

representation to the other, which amounts to finding a matrix C = Cδ,
l in GL2(Cl)

that makes the following diagram

D×
l

εarÐÐÐ→ GL2(Ql) ÐÐÐ→ GL2(Cl)

∥
×××Ö

Ad(C)

D×
l

εwtÐÐÐ→ GL2(K) ÐÐÐ→ GL2(Cl)

commute. (Here Ad(C) ⋅g = C ⋅g ⋅C−1 for g ∈ GL2(K,l).) A direct computation shows

that

Cδ,
l =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡⎢⎢⎢⎢⎢⎣

1√
n()

1

⎤⎥⎥⎥⎥⎥⎦
if l splits in K;

⎡⎢⎢⎢⎢⎢⎣

√
∆δ

2 1
√
−∆δ

2 −
√
−1

⎤⎥⎥⎥⎥⎥⎦
if l does not split in K

has this property. We note that Cδ,
l lies in GL2(K(

√
−1)). Also note that

%wt = %(Cδ,
l ) ⋅ %ar ⋅ %(Cδ,

l )−1

†Indeed, we have that

σ̌2k,p(wp(r)) ⋅ tk0 = σ̌2k,p ([
−1

pr
]) ⋅ tk0

= ( 1
pr

)
k

⋅ (−prT )2k ⋅ ( 1
prT

)
k

= tk0 .
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as representations of D×
l on V% ⊗Cl.

1.4.5 Comparing transition matrices.

Given (δ, ) an S-basis and (γ, κ) an S′-basis for D, we want to compare the associated

transition matrices Cδ,
l and Cγ,κ

l for l ∈ S∩S′.∗ To begin, observe that by the definition

of an Eichler order, there exists an element αl ∈D×
l such that

αl ⋅Dδ,,S(dNpr)l ⋅ α−1
l = Dγ,κ,S′(dNpr)l.

It follows that

M2(Ql)
(εδ,

ar,l
)−1

ÐÐÐÐ→Dl

Ad(αl)ÐÐÐ→Dl

εγ,κ
ar,lÐÐ→M2(Ql)

is an automorphism of M2(Ql) that preserves the Eichler order Il(n) where n =
ordl(Npr). By Skolem–Noether [Vig80, Ch. I, Théorème 2.1], this automorphism is

given by conjugation by some invertible matrix M = M δ,,γ,κ in M2(Ql). From this

we see that

εγ,κar,l(αlxα
−1
l ) =M ⋅ εδ,ar,l(x) ⋅M

−1

for all x ∈Dl. Moreover, we must have M ∈ Nl(n) in order to stabilize Il(n).
In view of this relation between the arithmetic embeddings, let us consider the

equation

εγ,κwt,l(αlxα
−1
l ) = Cγ,κ

l ⋅ εγ,κar,l(αlxα
−1
l ) ⋅ (Cγ,κ

l )−1

= Cγ,κ
l M ⋅ εδ,ar,l(x) ⋅M

−1(Cγ,κ
l )−1.

By Proposition 1.4.2, there exists a totally real number field F and an element α∞ ∈
D×
F such that εγ,κwt,F ○Ad(α∞) = εδ,wt,F . Plug this into the equation above, we get:

εδ,wt,l(x) = (M−1
α Cγ,κ

l M) ⋅ εδ,ar,l(x) ⋅ (M
−1(Cγ,κ

l )−1Mα)

where Mα = εδ,wt,l(α−1
∞αl). This equation says that M−1

α Cγ,κ
l M has the same properties

as Cδ,
l , which again by Skolem–Noether implies the two must differ by some scalar

matrix. In summary, we have that

Cδ,
l = A ⋅M−1

α Cγ,κ
l M

= A ⋅ εδ,wt,l(α
−1
∞αl) ⋅C

γ,κ
l M

(4.5.6)

∗This is used in §2.3.7.
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for some scalar matrix A ∈ C×
l ⊂ GL2(Cl).
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Chapter 2. Automorphic Forms on D×

2.1 Measures

We follow [Vig80] in normalizing the various Haar measures.

2.1.1 Local additive measures.

For the additive group Dv, we set the Haar measure dxv by

dxv =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

the Haar measure giving Dl a volume of 1
l if v = l and l ∣ d,

the Haar measure giving Dl a volume of 1 if v = l and l ∤ d,

4 ⋅ dx1 dx2 dx3 dx4 if v = ∞.

Here Dl is a maximal order at l, and at the archimedean place, we have identified xv

with its image x1 + x2ı + x3 + x4ı under any isomorphism D∞ ≃ H.∗

Remark 2.1.1. Again, the Haar measure chosen above is self-dual for the the Fourier

transform

ϕ̂(xv) = ∫
Dv
ϕ(yv)ψv(tr(xvȳv))dyv.

This also explains the dependency on the discriminant of Dv [Vig80, Ch. II, §4].

2.1.2 Local multiplicative measures.

For the multiplicative group D×
v , set d×xv by

d×xv =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

ζv(1) ⋅ dxv
∣n(xv)∣2

if v = l,
dxv

∣n(xv)∣2
if v = ∞.

Here ζl(s) = (1 − l−s)−1 is the usual Euler factor at l.

∗The Haar measure dx∞ is invariant under conjugation by D×

∞
, hence it does not depend on the

choice of the isomorphism. Similarly all maximal orders Dl are conjugate, so the normalization at l
is independent of this choice.
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With respect to this normalization, we have that for Dl a maximal order in Dl

[Vig80, Ch. II, §4]:

vol(D×
l ) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

ζl(1)
lζl(2)

if l ∣ d, and

1
ζl(2)

otherwise.

We also know that the maximal compact at the archimedean place, D1
∞ ≃ H1, has

volume 2π2.

2.1.3 Global measures.

Since the product ∏l vol(D×
l ) is finite, we can take the Tamagawa measure dx on DA

(resp. d×x on D×
A) to be the unique Haar measure that induces on each ∏v∈SDv ×

∏v∉S Dv (resp. ∏v∈SD
×
v ×∏v∉S D×

v ) the product measure ∏v dxv (resp. ∏v d
×xv).

We also denote by dx (resp. d×x) the invariant measure on D/DA (resp. D×/D×
A)

compatible with dx (resp. d×x) and the discrete measure on D (resp. D×). We have

that vol(D/DA) = 1 [Vig80, Ch. III, Théorème 2.3].

2.1.4 Induced measures.

We give D1
v the Haar measure d1xv which is compatible for the short exact sequence

1→D1
v →D×

v

nÐ→
⎛
⎜
⎝

⎧⎪⎪⎪⎨⎪⎪⎪⎩

R>0 if v = ∞,

Q×
v otherwise

⎞
⎟
⎠
→ 1

and the Haar measures on D×
v and Q×

v fixed earlier. As before, we obtain a Tamagawa

measure d1x on D1
A such that vol(D1/D1

A) = 1 [loc. cit.].

Finally we turn our attention to the projective group ZD×/D× where Z = ZD× ≃ Gm

is the center of D×. For a place v, we normalize the Haar measure d̄×xv on Zv/D×
v so

it is compatible for the Haar measures on Zv ≃ Q×
v and that on D×

v . The Tamagawa

measure d̄×xv in this case gives D×A×/D×
A a volume of 2 [loc. cit.].

2.2 Automorphic representations on D×

We describe the automorphic forms that we will be working with.

37



2.2.1 Automorphic representations.

Denote by A (D×) the C-vector space of all smooth function†

f ∶D×
A →C

satisfying the following conditions for all x ∈D×
A:

• f(γx) = f(x) for all γ ∈D×
Q;

• f(z∞x) = f(x) for all z∞ ∈ Z∞;

• f(xuf) = f(x) for all uf ∈ Uf for some compact open subgroup Uf of D×
f ; and

• x ⋅ f is D×
∞-finite, i.e., the function u∞ ↦ f(xu∞) generates a finite-dimensional

C-vector space under right translation by D×
∞.

Remark 2.2.1. The requirement that f is invariant under Z∞ ≃ R× together with the

fact that Z∞/D×
∞ is compact shows that f is of moderate growth.

A (D×) is a representation space of D×
A under the right regular action. An auto-

morphic representation (π, Vπ) of D× is then an irreducible subquotient of A (D×).

2.2.2 The Petersson inner product and cuspidal representations.

Since D×
QZ∞/D×

A is compact, we have the D×
A-invariant Petersson inner product on

A (D×) defined by

jf, go = ∫
Z∞D×

Q/D×

A

f(x)ḡ(x)d×x.

Under this inner product, A (D×) decomposes into a discrete direct sum of irreducible

unitary representations of D×
A each occurring with multiplicity one [JL70, Lemma

14.1].

The one-dimensional automorphic representations of D×
A are exactly the (unitary)

characters

χD∶D×
QZ∞/D×

A

nÐ→Q×R>0/A× χÐ→C1

where χ is a finite-order Hecke character of A×. The orthogonal complement of the

sum of these one-dimensional representations under the Petersson inner product is

stable under D×
A, and we denote it by A 0(D×). An automorphic representation π is

cuspidal if it lies in A 0(D×).
†That is, f(xfx∞) is a smooth function on D×

∞
for any fixed xf ∈ D×

f and is a locally constant
function on D×

f for any fixed x∞ ∈D×

∞
.
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2.2.3 Factorization.

Let π be an automorphic representation of D×, there is an abstract isomorphism

π ≃ ⊗′
vπv that factors π into irreducible admissible representations of D×

v (with each

component πv uniquely determined up to isomorphism) [Fla79, Theorem 4]. We recall

some useful invariants for characterizing π.

2.2.4 The central character.

The center Zf ≃ A×
f acts on Vπ through a finite order Hecke character επ ∶Q×/A×

f →C1.

We call ε = επ the central character of π. It factors as ε = ⊗lεl. The conductor of

εl, c(εl), is 0 if Z×
l ⊂ ker(εl) and is equal to the smallest integer m > 0 such that

1 + lmZl ⊂ ker(εl) otherwise.

Since Q×/A ≃ Z×
f , and C1 has no small subgroups, ε is in fact a finite order

character, and therefore takes values in the number field Q(ε) ⊂ Q̄ generated by

the values of ε. It follows that c(εl) = 1 for almost all l. We refer to the product

c(ε) = ∏l c(εl) as the conductor of ε.

2.2.5 The level.

The level (or conductor) of π is the product of the level of the local components πl,

c(π) = ∏
l<∞

lc(πl),

where c(πl) ≥ c(εl) is defined using the following recipe.

D splits at l: Identify D×
l with GL2(Ql) and view πl as a smooth representation of

GL2(Ql). For n ≥ c(εl), we can extend εl to a character of the compact open

subgroup Il(n)× ⊂ GL2(Zl) from §1.3.1 by

εl
⎛
⎝

⎡⎢⎢⎢⎢⎣

a b

c d

⎤⎥⎥⎥⎥⎦

⎞
⎠
=
⎧⎪⎪⎪⎨⎪⎪⎪⎩

1 if n = c(εl) = 0, and

εl(d) if n ≥ 1.

We then define the level (or conductor) of πl to be the smallest integer n such

that the space of (ε−1
l ⊗ πl)(Il(n)×)-invariant vectors

{fl ∈ Vπl ∶ u ⋅ fl = εl(u) ⋅ fl for all u ∈ Il(n)×},

is non-zero.
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D ramifies at l: In this case we define a compact open subgroup

UD
l (n) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

D×
l if n = 1, and

1 +$n−1
l Dl if n > 1,

where Dl is the maximal order of Dl and $l is a uniformizer. Then c(πl) = n
where n is the least integer such that the space of UD

l (n)-invariant vectors in

Vπl is non-zero.

2.2.6 The weight.

By Corollary 1.4.1, the irreducible finite-dimensional representation π∞ of PD×
∞ is

equivalent to (σδ,2k,wt,∞,V2k,∞) for some integer 2k ≥ 0. (Indeed, all irreducible rep-

resentations of PD×
∞ ≃ SO(D(0),n)R are of odd dimension [GW09, Lemma 3.2.15].)

Furthermore, this equivalence is unique up to scaling by Schur’s lemma. We refer to

the integer 2k attached to π∞ as the weight of π. It is independent of the S-basis

(δ, ).

2.2.7 The Jacquet–Langlands correspondence.

The (global) Jacquet–Langlands correspondence refers to the unique bijection be-

tween the automorphic representations on D× and the automorphic representations

on GL2 that are discrete series∗ at all places v where D is ramified [Gel75, Theorem

10.2]. We denote by πJL the representation corresponding to π on D× under this

bijection.

Fix factorizations π ≃ ⊗′πv and πJL ≃ ⊗̂′
πJL
v . We have that πv ≃ πJL

v as admissible

smooth representations of D×
v ≃ GL2(Qv) at all place v where Dv ≃ M2(Qv) is split

[Lub10, Appendix, Theorem 3.3].

2.2.8 L-parameters and local constants.

Given a prime l, the local Langlands correspondence [BH06, §33.1] attaches to πJL
l a

GL2(C)-conjugacy class of admissible representations

φ = φπJL
l
∶Wl × SL2(C) → GL2(C)

∗That is, their matrix coefficients are essential square-integrable in the sense that a twist of the
matrix coefficient by a character of Q×

v is in the L2(ZGL2(Qv)/GL2(Qv)).
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called an L-parameter (or a Langlands parameter) with det ○φ identified with εl

through local class field theory. Here Wl is the Weil group at l defined in §0.4.1.

In addition, φ satisfies the properties

L(s, πJL
l ⊗ χ) = L(s, φ⊗ χ) and ε(s, πJL

l ⊗ χ,ψ′) = ε(s, φ⊗ χ,ψ′)

for all characters χ of Q×
l and characters ψ′ ≠ 1 of Ql, and these properties determine

the correspondence uniquely. Here

L(s, φ⊗ χ) = det(1 − (φ⊗ χ)Il(Frobl) ⋅ l−s)−1

is the standard L-factor attached to the representation (φ⊗ χ)∣Wl
.† The epsilon fac-

tors are essentially generalized Gauss sums used for establishing functional equations

[BH06, §24.2, §29.4] for the respective L-factors, we will not mention them in the

remaining sections. For convenience, we shall refer to φ as the L-parameter for πl.

In the case that l does not divide the level c(π) of π, the representation πl =
πJL
l ≃ π(µ,µ′) is a spherical principal series for some characters µ and µ′ of Q×

l that

are trivial on Z×
l . In this case, φ ≃ µ ⊕ µ′ where we view µ and µ′ as unramified

characters of Wl through local class field theory. In particular, we see that φ uniquely

determined by its image on Frobl,

φ(Frobl) = diag[βl, β′l],

where βl = µ(Frobl) and β′l = µ′(Frobl). We shall refer to {βl, β′l} as the Satake

parameters for πl. Note that µ ⋅ µ′ = εl and

L(s, φ⊗ χ) = 1

(1 − χ(l)βl ⋅ l−s)(1 − χ(l)β′l ⋅ l−s)
.

Finally, we set

L(c(π))(s,π) = ∏
l∤c(π)

L(s, φl)

(so taking χ = 1) and refer to it as the partial L-function for the automorphic repre-

sentation π.

†Recall that Il ⊂Wl is the inertia subgroup and Frobl ∈Wl/Il is the geometric Frobenius element.
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2.3 Automorphic forms on D×

Let π be an automorphic representation of level dNpr, weight 2k, and character ε.

Note the restriction on the level implies that ε is unramified at all primes not dividing

Npr. We attach some (vector-valued) automorphic forms to a given automorphic

representation π of D×.

2.3.1 The recipe.

Each of the automorphic forms that we attach to π depends on the choice of

• a finite set of primes S containing those dividing Np but not those dividing d,

• an S-basis (δ, ) for D as in §1.1.3, and

• an Eichler order D = Dδ,,S(dNpr) of level dNpr as in §1.3.4.

Definition 2.3.1. An automorphic form on D×, f = f δ,π , attached to π with respect

to (δ, ) and D is a vector in the one-dimensional vector space [Gel75, Theorem 4.24]

A δ,(π) = (Vπ ⊗ V̌2k,∞)D×

f ×D
×

∞ ,

where D×
f acts∗ by ε−1πf ⊗ 1 and D×

∞ acts by π∞ ⊗ σ̌δ,2k,wt,∞.

As such, it satisfies the transformation law

f(γxufu∞) = ε(uf) ⋅ σ̌δ,2k,wt,∞(u∞)−1 ⋅ f(x) (3.1.1)

for all γ ∈D×
Q, uf ∈ D×

f , and u∞ ∈D×
∞. Moreover, we can express f as a function

f =
k

∑
i=−k

fi ⊗ tki ∶D×
A → V̌2k,∞,

for some fi ∈ Vπ.

2.3.2 Hecke operators.

Let Dl = Dδ,,S(dNpr) ⊗Zl be the local Eichler order as in the previous section. For

any prime l, define the Hecke algebra H (D×
l ) to be the C-algebra of locally-constant,

compactly supported functions on D×
l that are bi-invariant under the compact open

∗Here we extend ε to a character on D×

f as in §2.2.5 after identifying D×

l with Il(ordl(n))× through
εδ,ar,l.
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subgroup D×
l . It acts on πl by convolution. We distinguish some special Hecke

operators arithmetic significance.

l ∤ dNpr: Let $l ∈ D×
l be an element of norm l, and denote by Tl ∈ H (D×

l ) the

normalized characteristic function 1lZ×
l
= 1

vol(D×

l
) ⋅1D×

l
$lD

×

l
on the set of elements

in D×
l with norms in lZ×

l . The convolution action by Tl on Vπl preserves the

one-dimensional subspace V
D×

l
πl , and hence

Tl ⋅ fl = al(π) ⋅ fl

for some al(π) ∈ C and all fl ∈ V
D×

l
πl . We can describe the induced action on

A δ,(π) explicitly by

(Tl ⋅ f)(x) =
1

vol(D×
l )

⋅ ∫
D×

l

1lZ×
l
(y−1x) ⋅ f(y)d×y

= ∑
i

f(l−1 ⋅ x ⋅$i,l) = εl(l)−1
l

∑
i=0

f(x ⋅$i,l)

with respect to any decomposition D×
l $lD×

l = ⋃li=0$i,l ⋅ D×
l .

† Setting al(f) =
al(π), we have Tl ⋅ f = al(f) ⋅ f .

l ∣ dNpr: Denote by wl ∈ H (D×
l ) the normalized characteristic function 1

vol(D×

l
)1D×

l
$lD

×

l
,

where $l is the element of norm lrl in N δ,,S(dNpr)l (here rl = ordl(dNpr)) as

defined in §1.3.5. Since $2
l = −lrl ∈ Q×

l , we have that

w2
l ⋅ fl = εl(−lrl) ⋅ fl

for all fl ∈ Vπl . We shall refer to these operators wl as the Atkin–Lehner oper-

ators. Note that they are involutions when εl = 1. As before, denote by al(π)
(resp. al(f)) the eigenvalue of wl on πl (resp. f ∈ A δ,(π)). We see it is either√
εl(−lrl) or −

√
εl(−lrl).

We note that for l ∤ dNpr, the Satake parameters {βl, β′l} attached to πl are roots

of the Hecke polynomial

det(X − Tp) =X2 − al(f)X + l2k−2ε(l).
†The last equality follows since 1lZ×

l
(y−1x) is supported on {y ∈ xD×

l $
−1
l D×

l = l−1 ⋅ xD×

l $lD
×

l }.
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2.3.3 Compatibility with conjugation.

Let (δ, ) be an S-basis and (γ, κ) an S′-basis for D for two possibly different fi-

nite sets of primes S and S′. We maintain the assumption that S and S′ contain

primes dividing Np and do not contain those dividing d. We now compare the two

automorphic forms f δ, = f δ,π and fγ,κ = fγ,κπ attached to the same π.

Let α = (αv) ∈D×
A be an element such that

• σ̌γ,κ2k,wt,∞ ○Ad(α∞) = σ̌δ,2k,wt,∞ as representations of D×
∞, and

• αl ⋅Dδ,,S(dNpr)l ⋅ α−1
l = Dγ,κ,S′(dNpr)l for each l.

By Corollary 1.4.3, α∞ not only exists but can be chosen to lie in D×
F where F =

Q(
√
−∆δ,

√
−∆γ,

√
n(),

√
n(κ)). The existence of αl follows from the fact that all

local Eichler orders of a given level n are conjugate.

Consider the automorphic form π(α−1) ⋅ fγ,κ. It transforms under u∞ ∈D×
∞ by

(π(α−1) ⋅ fγ,κ)(xu∞) = fγ,κ(xα−1
f α

−1
∞ ⋅ α∞u∞α−1

∞ )

= σ̌δ,2k,wt,∞(u∞)−1 ⋅ fγ,κ(xα−1)

= σ̌δ,2k,wt,∞(u∞)−1 ⋅ (π(α−1) ⋅ fγ,κ)(x);

and transforms under uf ∈ Dδ,,S(dNpr)×f by

(π(α−1) ⋅ fγ,κ)(xuf) = fγ,κ(xα−1
∞α

−1
f ⋅ αfufα−1

f )

= ε(uf) ⋅ fγ,κ(xα−1)

= ε(uf) ⋅ (π(α−1) ⋅ fγ,κ)(x).

We see that

π(α−1) ⋅ fγ,κ ∈ (Vπ ⊗ V̌2k,∞)D×

f ×D
×

∞

where Df = Dδ,,S(dNpr)f . Since (Vπ ⊗ V̌2k,∞)D×

f ×D
×

∞ is one-dimensional, we conclude

that

f δ, = µ ⋅π(α−1) ⋅ fγ,κ

for some µ ∈ C×. This guarantees that the following definition is not vacuous.

Definition 2.3.2. Given an S-basis (δ, ) and an S′-basis (γ, κ) for D, we say the

automorphic forms f δ,π and fγ,κπ are compatible if there exists some α = (αv) ∈D×
A, with

α∞ ∈D×
F ⊂D×

∞ for the totally real number field F = Q(
√
−∆δ,

√
−∆γ,

√
n(),

√
n(κ)),

such that

f δ,π = π(α−1) ⋅ fγ,κπ
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as vectors in (Vπ ⊗ V̌2k,∞)Dδ,,S(dNpr)×f×D
×

∞ . More generally, if {(δ, )} is a set of Sδ,-

bases for D, then a corresponding collection of automorphic forms {f δ,π }, indexed by

these Sδ,-basis (δ, ) of D, is a compatible set of automorphic forms attached to π if

any two members are compatible.

We emphasize that the choice α = (αv) is independent of the representation π.

Indeed, we see from the definition that αl depends only on the choice of the local

Eichler orders for a finite prime l; and α∞ ∈ D×
F is used to conjugate the weight

embeddings as in Proposition 1.4.2. Also note that since

Ad(α−1
l ) ⋅Hl(Dγ,κ,S′(dNpr)×l ) = {x↦ φ(αlxα−1

l ) ∶ φ ∈ Hl(Dγ,κ,S′(dNpr)×l )}

= Hl(Dδ,,S(dNpr)×l ),

compatible automorphic forms for π have the same Hecke eigenvalues al(π) at all

primes l.

2.3.4 Algebraic automorphic forms.

Define falg∶D×
f → V̌2k,∞ to be the restriction of f to D×

f . It satisfies the transformation

law

falg(γ∞xuf) = f(γxufγ−1
∞ ) = ε(uf) ⋅ σ̌δ,2k,wt,∞(γ) ⋅ falg(x)

for all γ = γ∞γ∞ ∈ D×
Q ⊂ D×

A = D×
f ×D×

∞, x ∈ D×
f , and uf ∈ D×

f . Since the action of

D×
Q under σ̌δ,2k,wt,∞ is in fact defined over the number field K, the following definition

makes sense.

Definition 2.3.3. An automorphic form f δ,π is algebraic if f δ,π (D×
f ) ⊂ V̌2k,Q̄. A com-

patible set of automorphic forms {f δ,π } attached to π is algebraic if one (and hence

all) of its members are algebraic.

Let us verify the assertion made in the parenthesis, that is, every member of an

algebraic compatible set {f δ,π } satisfies the condition that f δ,π (D×
f ) ⊂ V̌2k,Q̄. Indeed, let

fγ,κπ be an automorphic form satisfying this condition as in the definition; then given

another automorphic form f δ,π in the compatible family, we have, for some α ∈ D×
A

with α∞ ∈D×
F ⊂D×

∞, that

f δ,π (D×
f ) = (π(α−1) ⋅ fγ,κπ )(D×

f ) = σ̌
γ,κ
2k,wt,∞(α∞) ⋅ fγ,κπ (D×

f )

⊂ σ̌γ,κ2k,wt,∞(α∞) ⋅ V̌2k,Q̄ = V̌2k,Q̄

(3.4.2)

as claimed (noting that α∞ ∈D×
F implies εγ,κwt,∞(α∞) ∈ GL2(Q̄)).
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Now since D×
Q/D×

f /D×
f is finite [Vig80, Ch. III, Théorème 5.4], we see that an

algebraic automorphic form f δ,,alg
π = f δ,∣D×

f
in fact takes values in V̌ δ,

2k,K
⊗K for some

number field K ⊇ K. We refer to the intersection of all such K’s as the field of

definition of f δ,π and denote it by K(f δ,π ).
Finally, by (3.4.2), we see that two compatible algebraic automorphic forms f δ,π

and fγ,κπ are both defined over the compositum K(f δ,π ) ⋅ F = K(fγ,κπ ) ⋅ F where F =
Q(

√
−∆δ,

√
−∆γ,

√
n(),

√
n(κ)) is the totally real field over which the element α∞

is defined. As a result, we see that all members of an algebraic compatible set of

automorphic forms {f δ,π } are defined over K({f ●π}) = Kquad ⋅ F , where Kquad is the

compositum Q(√q ∶ q ∈ Z) of all quadratic extension of Q as in §1.4.2.

2.3.5 Existence of algebraic automorphic forms.

It remains to address the existence of such algebraic (compatible sets of) automorphic

forms. The following proposition shows they exist abundantly.

Proposition 2.3.1. For every automorphic representation π, there exists an alge-

braic compatible set of automorphic forms {f δ,π } attached to π.

Proof. This is essentially [Gro99, Prop. 8.3]. We supply a proof in this special case

for convenience. To ease the notations, we suppress the superscript (δ, ). Let ε = επ
be the central character of π, recall from §2.2.4 that it is a finite character with values

in the number field Q(ε) generated by its values. Denote by M2k(Df ; ε) the space

of functions∗ φ∶D×
Q/D×

f → V̌2k,Q(ε) such that φ(xuf) = ε(uf) ⋅ φ(x) for all x ∈ D×
Q/D×

f

and uf ∈ D×
f . Since D×

Q/D×
f /D×

f is finite, we see that M2k(Df ; ε) is finite-dimensional

over Q(ε).
Let T = Z[Tl ∶ l ∤ dNp] be the sub-algebra of ∏l∤dNpH (D×

l ) generated by the

Hecke operators Tl. Note that T is commutative, and that it acts on M2k(Df ; ε)
by convolution just as in §2.3.2. Consequently M2k(Df ; ε) decomposes as a direct

sum of finitely many simultaneous T-eigenspaces Va indexed by a collection of Hecke

eigenvalues a = {a(Tl) ∈ Q̄ ∶ l ∤ dNP} of Tl:

M2k(Df ; ε) ⊗ Q̄ ≃⊕
a
Va.

Moreover, each Va ≃ ⊕Q̄ ⋅φ is an orthogonal direct sum of one-dimensional eigenspaces

Q̄ ⋅ φ.

∗The space M2k(Df ; ε) is sometimes referred to as the space of automorphic forms of weight 2k,
level dNpr, and character ε on D× [Buz04, §4].
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Now f = f δ,π defines a vector in Va ⊗Q̄ C where a = {al(π)}; conversely, every

element φ in M2k(Df ; ε) is a linear combination of such automorphic forms.† By

multiplicity one [DI95, Corollary 6.3.1] for elliptic modular forms together with the

Jacquet–Langlands correspondence, we see that the eigenspace Va corresponding to f

is one-dimensional, thus f is a multiple of φ ∈M2k(Df ; ε) ⊗ Q̄. Consequently, we can

scale f so that f(D×
f ) ⊂ V̌2k,Q̄, and then conjugate it to obtain an algebraic compatible

set {f δ,}.

2.3.6 p-integral automorphic forms.

Let D×
p act on the Cp-vector space V̌2k,p = V̌2k,Q̄ ⊗Cp by σ̌2k,wt,p = σ̌δ,2k,wt ⊗K Cp. For

an algebraic automorphic representation π, consider the function fpπ ∶D×
f → V̌2k,p given

by

fpπ(x) = fp(x) = σ̌2k,wt,p(xp)−1 ⋅ falg
π (x).

It satisfies the transformation law

fp(γxupfup) = ε(uf) ⋅ σ̌wt(γxpup)−1 ⋅ falg(γx)

= ε(uf) ⋅ σ̌wt(up)−1 ⋅ σ̌wt(xp)−1 ⋅ σ̌wt(γ)−1σ̌wt(γ) ⋅ falg(x)

= ε(uf) ⋅ σ̌wt(up)−1 ⋅ fp(x)

for all γ ∈D×
Q ⊆D×

f , x ∈D×
f , upf ∈ ∏l≠pD×

l , up ∈ D×
p , and uf = upfup. Let M = M2k,p(r)

be the OCp-integral lattice in V̌2k,p defined in §1.4.3. It is stable under the σ̌2k,ar,p =
σ̌δ,2k,ar,p-action by D×

p . As σ̌2k,ar,p and σ̌2k,wt,p are conjugated under the matrix Cδ,
p

from §1.4.4, we see that the lattice

M δ, = σ̌p(Cδ,
p ) ⋅M

is stable under the σ̌2k,wt,p-action by D×
p . This motivates the following definition.

Definition 2.3.4. An algebraic automorphic form fπ = f δ,π attached to π is p-integral

if fpπ takes values in M δ,, or, equivalently, if

fπ(x) ∈ σ̌δ,2k,wt,p(xp) ⋅ σ̌p(C
δ,
p ) ⋅M

for all x ∈D×
f . A compatible set of automorphic forms {f δ,} is p-integral if one (hence

all, as we will see shortly) of its members is p-integral.

†Indeed, (A (D×) ⊗ V̌2k,∞)D×

f×D
×

∞ ≃M2k(Df ; ε) ⊗C.
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Since an algebraic automorphic form f δ,,alg
π = f δ,π ∣D×

f
takes values in V̌ δ,

2k ⊗F (f δ,π ),
we see that it is p-integral for almost all prime ideals p in Q̄.

2.3.7 p-integrality and S-basis.

We would like to check that every member of a p-integral compatible set of automor-

phic forms {f δ,π } is p-integral. Let (δ, ) be a S-basis and (γ, κ) a S′-bases for D, and

let f δ, = f δ,π and fγ,κ = fγ,κπ be a corresponding pair of compatible automorphic forms

attached to π. Assuming fγ,κ is p-integral, we check that f δ, is also p-integral. Let

α ∈D×
A be an element that conjugates fγ,κ to f δ,, i.e., π(α−1) ⋅ fγ,κ = f δ,. We need to

verify that (π(α−1) ⋅ fγ,κ)(x) = fγ,κ(x ⋅ α−1) lies in

σ̌δ,2k,wt,p(xp) ⋅ σ̌2k,p(Cδ,
p ) ⋅M = σ̌2k,p(εδ,wt,p(xp) ⋅Cδ,

p ) ⋅M (3.7.3)

for all x ∈D×
f . Since fγ,κ is p-integral, and α∞ ∈DF for some number field F , we have

that

fγ,κ(x ⋅ α−1) = σ̌γ,κ2k,wt,F (α∞) ⋅ fγ,κ(x ⋅ α−1
f )

∈ σ̌2k,p(εγ,κwt,F (α∞) ⋅ εγ,κwt,p(xp ⋅ α−1
p ) ⋅Cγ,κ

p ) ⋅M

where εγ,κwt,F (α∞) ⋅ εγ,κwt,p(xp ⋅ α−1
p ) ⋅Cγ,κ

p is a matrix in GL2(Fp) for the finite extension

Fp/Qp in Cp. It suffices to show that this image lattice

σ̌2k,p(εγ,κwt,F (α∞) ⋅ εγ,κwt,p(xp ⋅ α−1
p ) ⋅Cγ,κ

p ) ⋅M

is equal to the lattice on the right of (3.7.3) above; or equivalently, that the matrix

(εδ,wt,p(xp) ⋅Cδ,
p )−1 ⋅ εγ,κwt,F (α∞) ⋅ εγ,κwt,p(xp ⋅ α−1

p ) ⋅Cγ,κ
p

= (Cδ,
p )−1 ⋅ (εδ,wt,p(xp))−1 ⋅ εδ,wt,p(xp) ⋅ ε

γ,κ
wt,F (α∞) ⋅ εγ,κwt,p(α−1

p ) ⋅Cγ,κ
p

= (Cδ,
p )−1 ⋅ εγ,κwt,F (α∞) ⋅ εγ,κwt,p(α−1

p ) ⋅Cγ,κ
p

stabilizes M . By (4.5.6) from § 1.4.5, we have

(Cδ,
p )−1 ⋅ εγ,κ

wt,Q̄
(α∞) ⋅ εγ,κwt,p(α−1

p ) ⋅Cγ,κ
p = AM

for some scalar matrix A ∈ GL2(Cp) and M ∈ Np(r), which indeed stabilizes M under

the σ̌2k,p-action.
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2.3.8 Non-Eisenstein at p.

We distinguish a class of p-integral automorphic forms that are important for arith-

metic applications.

Definition 2.3.5. A p-integral automorphic form f = f δ,π attached to a cuspidal

automorphic representation π is non-Eisenstein at p if ⟨tk0, f(x)⟩2k is not constant

modulo p as a function of x ∈D×
f .

Let us check this definition is not vacuous:

Proposition 2.3.2. There exist p-integral automorphic forms f δ,π that are non-Eisenstein

at p.

Proof. We have that f = f δ,π = ∑k
i=−k fi⊗ tki where each fi ∈ Vπ is an eigenvector for all

the Hecke operators. Now ⟨tk0, f(x)⟩2k = f0(x); so if this matrix coefficient is constant

modulo p as a function in x ∈D×
f , then by §2.3.2, we have

(Tl ⋅ f0)(x) = εl(l)−1
l

∑
j=0

f0(x ⋅$j,l) ≡ εl(l)−1 ⋅ (l + 1) ⋅ α (mod p)

for some constant α ∈ Q̄∩OCp . This forces the Hecke eigenvalue al(π) to be equivalent

to ε(l)−1 ⋅ (l + 1) modulo p for all l ∤ dNp.
This, however, implies that the Galois representation associated with f , or equiv-

alently, associated with a newform in πJL, is of the form ε ⋅ (1⊕ χcyc) modulo p, and

is in particular not irreducible. Consequently, we see that any automorphic form f

whose associated Galois representation is irreducible modulo p is non-Eisenstein at

p in the above sense, and there are such residually irreducible Galois representations

by [Lan95, Part XI, Theorem 3.4].
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Chapter 3. GSO(D) and GSp4

3.1 From D× to GSO(D)

We now consider D as a four-dimensional vector space over Q equipped with the

symmetric bilinear form (x, y)D = tr(xȳ). The associated quadratic form is twice the

reduced norm (x,x)D = 2n(x).

3.1.1 Orthogonal similitude groups.

We have the corresponding group of orthogonal similitudes,

GO(D) = {h ∈ GL(D) ∶ n(h ⋅ x) = λ(h) ⋅ n(x) for all x ∈D},

where λ is the multiplier character.

Let D× ×D× act on D by

(α,β) ⋅ x↦ αxβ−1.

This gives a homomorphism D××D× → GO(D) with kernel the subgroup Z△ given by

Z = ZD× diagonally embedded insideD××D×.∗ The image of the homomorphism is the

connected component GSO(D) of GO(D) defined by the condition det(h) = λ(h)2.

In other words, we have an isomorphism

H̃ = Z△/D× ×D× ≃ GSO(D).

The main involution is an isometry on D and has determinant −1. It follows that

H̃+ = H̃ ⋊ ι ≃ GO(D)
∗Alternatively, one can let D× ×D× act on D by (α,β) ⋅ x ↦ αxβ̄ as in [Rob01] and [GT]. The

difference between the two isomorphisms is a matter of language. We decided to use the isomorphism
above because it appears better suited for arithmetic.
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under the multiplication given by

(α,β) ⋊ ι ⋅ (α′, β′) ⋊ ι′ = (α,β) ⋅ (α′, β′)ι′ ⋊ ιι′.

We note that the non-trivial element ι ∈ ι acts on H̃ by (α,β)ι = (β̄−1, ᾱ−1).
The center ZH̃+ = ZH̃ of H̃+ and H̃ is the image of ZD× × ZD× . We identify

ZH̃ ≃ Gm through its projection onto the first factor.

3.1.2 Orthogonal groups.

The kernel of λ in GO(D) (resp. GSO(D)) is the subgroup O(D) (resp. SO(D)).
The kernel of λ in H̃, on the other hand, is the subgroup

H = {(α,β) ∈ H̃+ ∶ n(α) = n(β)}.

We then have H ≃ SO(D) and H+ =H ⋊ ι ≃ O(D).
The multiplier character pulls back to the character λ(α,β) = n(α)n(β)−1 on H̃.

Since λ(ι) = 1, we see that

λ(H̃+
A) = n(D×

A) = A×
f ⋅R>0

and λ(H̃+
Q) = Q>0 [Vig80, Ch. III, Théorème 4.1]. Now for z ∈ Z∞ ≃ R×, we have

λ(z,1) = n(z) = z2. It follows that

GSO(D)∞ = ZH̃
∞ ⋅ SO(D)∞ and GO(D)∞ = ZGO

∞ ⋅O(D)∞

since we can factor an element h ∈ H̃∞ as h = zh ⋅ hzh with zh = (
√
λ(h),1) ∈ ZH̃

∞. Form

this we conclude that the maximal compact subgroup of GSO(D)∞ ≃ H̃∞ (resp.

GO(D)∞ ≃ H̃+
∞) is SO(D)∞ ≃H∞ (resp. O(D)∞ ≃H+

∞).

3.1.3 Rank-one tori in H̃.

Fix (δ, ) an S-basis for D, and consider the two-dimensional subspace K̇ = Kδ ⊂ D.

Denote by T δ the subgroup of H̃ ≃ GSO(D) that fixes K̇ point-wise. Using the

decomposition D = K̇ ⊥ K̇, we see that

T δ = △(Q×/K̇×)

51



is the image of K̇× in H̃ under the diagonal embedding. Note that T δ in fact lies in

H.

3.1.4 Compact open subgroups.

For a prime l, the maximal compact open subgroups of GL(D)l are given by

GL(Dl) = {g ∈ GL(D)l ∶ g ⋅D ⊆ D}

for lattice D ⊆D.

The intersection ŨD
l = H̃l ∩GL(Dl) (resp. UD

l = Hl ∩GL(Dl)) is then a compact

subgroup of H̃l = H̃(Ql) (resp. Hl = H(Ql)) which is maximal for almost all primes

l. In particular, if Dl = Dδ,,S(dNpr)l is an Eichler order attached to the S-basis (δ, )
of D in §1.3.4, then by §1.3.5, ŨD

l is the subgroup of H̃l generated by the image of

D×
l ×D×

l and the element (wl(n),wl(n)) since we factor through Z△
l in defining H̃.

Similarly, we see that UD
l is generated by the image of {(α,β) ∈ D×

l ×D×
l ∶ n(α) = n(β)}

and (wl(n),wl(n)).
Set ŨD

f = ∏l<∞ Ũ
D
l and UD

f = ∏l<∞U
D
l , then ŨD = ŨD

f ×H∞ (resp. UD = UD
f ×H∞)

is a compact subgroup of H̃A (resp. HA).

Since the main involution onD leaves D invariant, ŨD ,+
l = ŨD

l ⋊ιl and UD ,+
l = UD

l ⋊ιl
define compact open subgroups of H̃+

l and H+
l which are maximal for all but finitely

many primes l. We define ŨD ,+
f and UD ,+

f (resp. ŨD ,+ and UD ,+) of H̃+
f and H+

f (resp.

of H̃+
A and H+

A) as before.

3.2 Measures

We make precise our normalizations of Haar measures on the various groups along

the same lines as in [Wei82].

3.2.1 Decompositions of H̃ and H.

We have a commutative diagram of algebraic groups

1 ÐÐÐ→ D1 inÐÐÐ→ H
prÐÐÐ→ Z/D× ÐÐÐ→ 1

×××Ö
×××Ö

∥

1 ÐÐÐ→ D× inÐÐÐ→ H̃
prÐÐÐ→ Z/D× ÐÐÐ→ 1
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where

in∶α ↦ (1, α) and pr∶ (α,β) ↦ α.

The diagram admits a section Z/D× → H given by α ↦ (α,α), and we obtain a

realization of H and H̃ as semi-direct products:

H̃ ≃ (Z/D×) ⋉D× and H ≃ (Z/D×) ⋉D1

by identifying α ⋉ β with (α,αβ) in H̃. The multiplication in the semi-product is

given by

α ⋉ β ⋅ α′ ⋉ β′ = (αα′) ⋉ (α′−1βα′β).

3.2.2 Local measures.

For each place v, we normalize the Haar measure dh̃v (resp. dhv) on H̃v (resp. Hv)

so it is compatible for the Haar measures on D×
v (resp. D1

v) and Zv/D×
v that we fixed

in §2.1.

Remark 3.2.1. Alternately, one can appeal to the definition of H̃v and normalize the

Haar measure so it respects the Haar measures on Z△
v ≃ Q×

v and D×
v ×D×

v . That this

procedure gives the same normalization follows from the commutative diagram

Z△
z↦(z,1)
ÐÐÐÐ→ D× ×D×

∥
×××Ö

(α,β)

↧

(α,αβ)

Z△ ÐÐÐÐ→
z↦(z,z)

D× ×D×

and the fact that D× is unimodular. The same goes for Hv.

We mention in passing that vol(H̃∞) = vol(D1
∞) ⋅ vol(R×/D×

∞) = 2π3.

3.2.3 Global measures.

Denote by dh̃ and dh the resulting Tamagawa measures on H̃A and HA. We have

that

vol(HQ/HA) = vol(D×A×/D×
A) ⋅ vol(D1/D1

A) = 2

as expected [Wei82, §3.7(c)].
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3.2.4 Modulus of some outer automorphisms.

Consider the automorphism on HA = {(α,β) ∶ n(α) = n(β)} induced by conju-

gation by (γ,1) for some γ ∈ D×
A. Using the semi-direct product representation

HA ≃ ZA/D×
A ⋉D1

A, we see that this automorphism corresponds to conjugation by

γ ⋉ γ−1. Now

(γ ⋉ γ−1) ⋅ (α ⋉ β) ⋅ (γ−1 ⋉ γ) = αγ ⋉ ((αγ)−1αβ)

where we set αγ = γαγ−1. Since (αγ)−1α is in D1
A, and ZA/D×

A, D1
A are unimodular,

we conclude that the modulus of the conjugation automorphism (γ,1) is 1.

3.2.5 Measures on H̃+ and H+.

To define measures on the groups H̃+
v and H+

v , it suffices to specify a measure on

the the two-torsion subgroup ι generated by the main involution x ↦ x̄. Let dιv be

the Haar measure on ιv such that vol(ιv) = 1. The product measure dι = ∏v dιv is a

Tamagawa measure on ιA giving ιQ/ιA a volume of 1
2 (since vol(ιA) = 1 and #ιQ = 2).

We denote by d+h̃v and d+hv the normalized Haar measures thus obtained on H̃+
A and

H+
A.

3.3 Some representation theory of GSO(D)

We discuss some representation theory of GSO(D) and its siblings using representa-

tion theory of D× and the isomorphism GSO(D) ≃ H̃.

3.3.1 Decomposing representations.

The isomorphism GSO(D) ≃ H̃ shows that every complex representation (%, V%) of

H̃ is isomorphic to a product

(%1 ⊠ %2, V%,1 ⊗ V%,2)

of representations (%i, V%,i), i = 1,2, of D×. Furthermore, starting with a pair of

irreducible complex representation %i of D× with the central characters ω and ω−1

respectively, the product representation

%1 ⊠ %2

of GSO(D) is also irreducible with central character ω [GW09, Proposition 4.2.5]. If

⟨●, ●⟩i is a D×-invariant C-bilinear pairing on V%i × V̌%i for i = 1,2, then ⟨●, ●⟩1⊗⟨●, ●⟩2
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is a H̃-invariant bilinear pairing on V% × V̌%.

3.3.2 Automorphic representations on GSO(D).

Given two cuspidal automorphic representations πi of D×, i = 1,2, with the central

characters επ1 = ε and επ2 = ε−1, we obtain a representation

π1,2 = π1 ⊠π2

of H̃ ≃ GSO(D) with central character ε. It is cuspidal automorphic in the sense that

it is infinite-dimensional and occurs in L2(ZH
∞H̃Q/H̃A).

Let {f δ,πi } be a compatible set of automorphic forms attached to πi in the sense

of Definition 2.3.2, then the collection {f δ,1,2} where

f δ,1,2(α,β) = f δ,π1
(α) ⊗ f δ,π2

(β)

is a compatible set of automorphic forms on H̃ attached to π1,2 in that

f δ,1,2 = π1,2(h−1
α ) ⋅ fγ,κ1,2

where hα = (α,α) ∈HA and α is the element chosen in §2.3.3.

3.3.3 Extension to H̃+.

The factorization πi ≃ ⊗′
vπi,v from §2.2.3 for i = 1,2 give a factorization π1,2 ≃ ⊗′

vπ(1,2),v

where π(1,2),v = π1,v ⊠ π2,v. We can extend π(1,2),v to a representation of H̃+
v using the

following recipe [Rob01, §3]:

π1,v ≄ π2,v: In this case the (compact) induction Ind
H̃+

v

H̃v
π1,2,v is irreducible. Set π+

(1,2),v
=

Ind
H̃+

v

H̃v
π(1,2),v; we can realize it on the space V +

π1,2
= Vπ1,2 ⊕ Vπ1,2 explicitly by

π+(1,2),v(h ⋊ 1) ⋅ (w,w′) = (π(1,2),v(h) ⋅w,π(1,2),v(hι) ⋅w′)

and π+
(1,2),v

(1 ⋊ ι) ⋅ (w,w′) = (w′,w) for the non-trivial element ι ∈ ι.

π1,v ≃ π2,v: In this case

Ind
H̃+

v

H̃v
π(1,2),v ≃ π+(1,2),v ⊕ π−(1,2),v

is a direct sum of two inequivalent representations of H̃+
v where π±

(1,2),v
acts on

V ±
π1,2

= {(w ⊗w′,±w′ ⊗w) ∶ w,w′ ∈ Vπ1 ≃ Vπ2}
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via the formula defined in the first case.

We note that when πi,l is a spherical representation, then so is† π+
(1,2),l

; hence

π+
1,2 = ⊗′

vπ
+
(1,2),v

is well-defined and is in fact a cuspidal automorphic representation

of H̃+ occurring in L2(ZH̃+

∞ H̃+
Q/H̃+

A).
More concretely, we can extend the compatible set of automorphic forms {f δ,1,2} on

H̃ to a compatible set {f δ,,+1,2 } by

f δ,,+1,2 (h ⋊ 1) = f δ,1,2(h) ⊕ f δ,1,2(hι) ∈ V̌ +
2k1,2k2,∞

where ι ∈ ιQ ⊂ ιA and

f δ,,+1,2 (1 ⋊ ιv) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

f δ,,+1,2 (1) if v ≤ ∞, and

σ̌δ,,+2k1,2k2
(1 ⋊ ι∞) ⋅ f δ,,+1,2 (1) if v = ∞.

Here (σ̌δ,,+2k1,2k2
, V̌ +

2k1,2k2,∞
) is the representation of H+

∞ associated with (σ̌δ,2ki
, V̌2ki,∞) for

i = 1,2 using the procedure from the previous section.

3.3.4 The level.

Let πi be as before for i = 1,2. Suppose furthermore that πi’s share the same level

dNpr and that their eigenvalues under the Atkin–Lehner operators are reciprocals,

i.e., al(π1) ⋅ al(π2) = 1 for all l ∣ dNp. Under these hypotheses, we see that, for any

choice of an Eichler order D of level dNpr, the subspace fixed by the compact open

subgroup ŨD , V ŨD

π
(1,2),f

, is one-dimensional over C. In fact, we have that

V ŨD

π
(1,2),f

= {f1 ⊗ f2 ∶ fi ∈ V
D×

f
πi,f},

and V
D×

f
πi,f is by definition one-dimensional. We shall refer to the compact open sub-

group ŨD as the level of π1,2. We note that the automorphic form f δ,1,2 defined

†Indeed, let fi ∈ Vπi,l that is fixed by some maximal compact open subgroup Ui,l ⊂D×

l . Then the
vector

f+1,2 =
⎧⎪⎪⎨⎪⎪⎩

(f1 ⊗ f2, f1 ⊗ f2) if π1,l ≄ π2,l, and
(f1 ⊗ f1, f1 ⊗ f1) if π1,l ≄ π2,l

is invariant under the subgroup in H̃+

l generated by U1,l × U2,l and the main involution ιl. This is
a maximal compact subgroup of H̃+

l since we have U1,l ≃ GL2(Zl) ≃ U2,l and the maximal compact
open subgroups of H̃+

l ≃ GO2,2(Ql) are exactly the ones generated by GL2(Zl) ×GL2(Zl) together
with the involution ιl.
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in the previous section spans the one-dimensional ŨDδ, × H̃∞-invariant subspace of

Vπ1,2 ⊗ (V̌2k1,∞ ⊗ V̌2k2,∞) (where 2ki denotes the weight of πi).

The same observation applies to the automorphic form f δ,,+1,2 is right-invariant

under ŨD ,+
f . In fact, V +

π
(1,2),f

has a unique one-dimensional subspace fixed by ŨDδ,,+
f

generated by any matrix coefficient of the form ⟨f δ,,+1,2 , v⟩+2k1,2k2
for v ∈ V̌ +

2k1,2k2,∞
.

3.3.5 Weights for H∞ and H+
∞.

As we are mostly interested in representations of GSO(D)∞ ≃ H̃∞ which are trivial on

the center, it suffices to consider the irreducible unitary representations of SO(D)∞ ≃
H∞ trivial on ZH

∞ ≃ {±1} by §3.1.2. Now

ZH
∞/H∞ = (PD×

∞) × (PD×
∞),

hence we are reduced to considering pairs of irreducible representations of PD×
∞. The

notations are from §1.4.1.

To begin, fix an S-basis (δ, ) for D and let t = Rδ̃ be the Cartan sub-algebra of

D
(0)
∞ = Lie(PD×

∞) fixed in §1.4.1. It is the Lie algebra of the torus T in PD×
∞ given

by the image of exp(Rδ̃) = {t1 + t2δ̃ ∶ t21 + t22 = 1}. Then t × t is a Cartan sub-algebra

of Lie(H∞). Denote by {eD,1, eD,2} the union of the simple roots associated with the

(D(0)
C , tC)’s.
Given two complex representations (%2ki , V2ki) of PD×

∞ for i = 1,2 of highest weight

2ki (with respect to the sets of simple root {eD,i}), we denote by

(%2k1,2k2 , V2k1,2k2) = (%2k1 ⊠ %2k2 , V2k1 ⊗ V2k2)

the corresponding representation on H∞. We like to determine its weight with respect

to a set of simple roots for SO(D)∞ which we now describe.

Fix an isomorphism SO(D)∞ ≃ SO4(R) with respect to the ordered orthonor-

mal basis {1, δ̃, ̃, ̃δ̃} of D. Note the norm form corresponds to the identity matrix

diag[1,1,1,1]. The torus in (PD×
∞) × (PD×

∞) given by the image of

exp(Rδ̃) × exp(Rδ̃) = {(s1 + s2δ̃, t1 + t2δ̃) ∶ si, ti ∈ R1, s2
1 + s2

2 = 1 = t21 + t22}
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is mapped to

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

a b

−b a

c d

−d c

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

∶

a = s1t1 + s2t2

b = s1t2 − s2t1

c = s1t1 − s2t2

d = s1t2 + s2t1

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎭

≃ SO2(R) × SO2(R)

in SO4(R)/{±1}. Now the Lie algebra

so2 =
⎧⎪⎪⎨⎪⎪⎩
Wu =

⎡⎢⎢⎢⎢⎣

u

−u

⎤⎥⎥⎥⎥⎦
∶ u ∈ R

⎫⎪⎪⎬⎪⎪⎭

is abelian and exp(so2) = SO2(R), hence t × t is mapped to the Cartan sub-algebra

h = RX1 ⊕RX2 in so4 where

X1 =
⎡⎢⎢⎢⎢⎣

W1

0

⎤⎥⎥⎥⎥⎦
and X2 =

⎡⎢⎢⎢⎢⎣

0

W1

⎤⎥⎥⎥⎥⎦
.

Let ei be the linear form sending Xi to 1 and Xj to 0 for j ≠ i, then h∨ = Re1 ⊕Re2.

The corresponding roots of hC in so4,C are then given by {±e1 ± e2}, and we fix a

set of simple roots to be {e1 ± e2}. With respect the partial ordering on h∨C induced

by this choice of simple roots, the irreducible representations of SO4(R) are indexed

by the dominant integral weights a1e1 + a2e2 in h∨C with ai ∈ Z which we refer to as

representation of H∞ of the highest weight (a1, a2).
Now under the isomorphism t × t ≃ so2 × so2, the element (δ̃,0) is mapped to

(W1,W1) and (0, δ̃) is mapped to (W1,−W1). It follows that

e1 =
eD,1 + eD,2

2
and e2 =

eD,1 − eD2

2
.

Consequently, we see that if %2ki is of the highest weight 2ki, then %2k1,2k2 is an

irreducible representation of H∞ of the highest weight k = (k1 + k2, k1 − k2). Also, we

refer to the irreducible representation V +
2k1,2k2

of H+
∞ obtained from V2k1,2k2 in §3.3.3

as a representation of H+
∞ of the highest weight (k1 + k2, k1 − k2;+).

Finally we denote by ⟨●, ●⟩2k1,2k2 = ⟨●, ●⟩2k1 ⊗⟨●, ●⟩2k2 the invariant bilinear pairing

on V2k1,2k2 × V̌2k1,2k2 and ⟨●, ●⟩+2k1,2k2
its natural extension to V +

2k1,2k2
× V̌ +

2k1,2k2
.
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3.3.6 The Petersson pairing.

Let (%+, V +
% ) be an irreducible complex representation of H+

∞ on which the center

ZH+

∞ acts trivially. Fix a H+
∞-invariant bilinear pairing ⟨●, ●⟩+ between %+ and its

contragredient %̌+. In preparation for theta lifts, we define the Petersson pairing

to be the induced bilinear pairing j●, ●oH+ between f+ ∈ L2(ZH+

∞ H+
Q/H+

A) ⊗ V +
% and

g+ ∈ L2(ZH+

∞ H+
Q/H+

A) ⊗ V̌ +
% given by

jf+,g+oH+ = ∫
H+

Q/H+

A

⟨f+(h),g+(h)⟩+ d+h.

If f+ (resp. g+) is obtained from f ∈ L2(ZH
∞HQ/HA)⊗V% (resp. g ∈ L2(ZH

∞HQ/HA)⊗
V̌%), then

jf+,g+oH+ = ∫
ιQ/ιA

∫
HQ/HA

⟨%+∞(ι−1
∞ ) ⋅ f+(h ⋊ ιf), %̌+∞(ι−1

∞ ) ⋅ g+(h ⋊ ιf)⟩+ dhdι

= ∫
ιQ/ιA

∫
HQ/HA

⟨f(h),g(h)⟩ + ⟨f(hι) + g(hι)⟩dhdι

= ∫
HQ/HA

⟨f(h),g(h)⟩dh

= jf ,goH

since vol(ιQ/ιA) = 1
2 by §3.2.5.

3.3.7 L-parameters and local constants.

Recall that the dual group of GSO(D) is

GSpin4(C) = {(g, g′) ∈ GL2(C) ×GL2(C) ∶ det(g) = det(g′)}.∗

By Langlands functoriality, the local L-parameter attached to π(1,2),l is then

φπ
(1,2),l

= φπ1,l
⊕ εl ⋅ φπ2,l

∶Wl × SL2(C) → GSpin4(C) ⋊Wl.

∗Indeed, the maps SO(D) → GSO(D) and D× ×D× → GSO(D) induce homomorphisms between
the respective dual groups

̂GSO(D) → SO4(C) and ̂GSO(D) → GL2(C) ×GL2(C).

By [Bor79, §2.2], ̂GSO(D) injects into GL2(C)×GL2(C) and is therefore a subgroup of rank 3 with
a central isogeny (i.e. a surjective homomorphism with kernel contained in the center) to SO4(C),
hence ̂GSO(D) = GSpin4(C).
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Note that we have to twist by εl (viewed as a character on Wl through local class

field theory) on the second factor in order for the image to land in GSpin4(C).
Let ci = c(π) be the level of πi. For l not dividing c1c2, π(1,2),l = π(µ1, µ′1) ⊠

π(µ2, µ′2) is spherical; therefore it is uniquely determined by the Satake parameters

βi,l = µi(Frobl) and β′i,l = µ′i(Frobl) as in §2.2.8. Note that µ1µ′1 = εl = µ−1
2 µ

′−1
2 . In this

case, the corresponding L-parameter is unramified and is uniquely determined by its

image on Frobl,

φπ
(1,2),l

(Frobl) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

β1,l ⋅ β′2,l
β1,l ⋅ β2,l

β′1,l ⋅ β′2,l
β′1,l ⋅ β2,l]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.†

Set

L(c1c2)(s,π1 ⊠π2, std)

= ∏
l∤c1c2

det(1 − φπ
(1,2),l

(Frobl) ⋅ l−s)−1

= ∏
l∤c1c2

1

(1 − β1,lβ′2,l ⋅ l−s)(1 − β1,lβ2,l ⋅ l−s)(1 − β′1,lβ′2,l ⋅ l−s)(1 − β′1,lβ2,l ⋅ l−s)
.

We refer to it as the partial Rankin–Selberg L-function for the automorphic represen-

tation π1 ⊠π2.

3.4 Automorphic forms on GSp4

We review some basics of the theory of Siegel modular forms, focusing on the case of

degree 2.

3.4.1 Symplectic groups.

Let L = Qw1⊕Qw2 be a two-dimensional Q-vector space and denote by L∨ = Qw̌1⊕
Qw̌2 its linear dual. We emphasize that L (resp. L∨) comes equipped with a preferred

†Indeed, the standard representation of

̂GSO(D) = {(g, g′) ∈ GL2(C) ×GL2(C) ∶ det(g) = det(g′)}

into GL4(C) ≃ GL(M2(C)) given by the action (g, g′) ⋅ A = gAg′−1 for a matrix A ∈ M2(C) takes
an element (diag[s, t],diag[s′, t′]) in the split torus of ̂GSO(D) to diag[ s

s′
, s
t′
, t
s′
, t
t′
] in GL4(C) with

respect to the basis {e11, e12, e21, e22} of M2(C). (Here eij is the 2 × 2 matrix with 1 in the ijth
position and 0 elsewhere.)
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choice of an ordered-basis {wi} (resp. {w̌i}).

The direct sum of these two spaces,

W = L⊕L∨ = Qw1 ⊕Qw2 ⊕Qw̌1 ⊕Qw̌2

has a natural choice of an alternating form (●, ●)W given by

(x1 ⊕ y̌1, x2 ⊕ y̌2)W = y̌2(x1) − y̌1(x2)

for xi ∈ L and y̌i ∈ L∨. We have the group

GSp4 = {g ∈ GL(W ) ∶ (g ⋅ v, g ⋅w)W = λ′(g)(v,w)W ,∀v,w ∈W},

where λ′∶GSp4 →Gm is the multiplier. We note that λ′ is surjective∗, and its kernel

is the symplectic group Sp4.

As we will be working with matrices, we fix an ordered Q-basis {w1,w2, w̌1, w̌2}
for W , which amounts to an embedding GSp4 → GL4. Note that the alternating form

has the matrix representation

⎡⎢⎢⎢⎢⎣

12

−12

⎤⎥⎥⎥⎥⎦
with respect to this choice of basis.

3.4.2 The Siegel parabolic.

Let P be the Siegel parabolic subgroup of GSp4 stabilizing the flag 0 ⊂ L ⊂ W . Let

M be the Levi subgroup of P stabilizing L∨, and N the unipotent radical of P , so

P ≃ M ⋉N . We have that M ≃ GL(L) × Gm and N ≃ Hom+
Q(L∨, L) ≃ SM2, where

Hom+
Q(L∨, L) denotes the self-dual maps from L∨ to L (with respective to any linear

isomorphism L ≃ L∨). We set P1 = P ∩ Sp4 and M1 =M ∩ Sp4.

With respect to the basis w1,w2 of L, we have the following matrix representa-

tions:

M =
⎧⎪⎪⎨⎪⎪⎩

⎡⎢⎢⎢⎢⎣

a

α ⋅ ta−1

⎤⎥⎥⎥⎥⎦
∶ a ∈ GL(L) ≃ GL2, α ∈ Gm

⎫⎪⎪⎬⎪⎪⎭
and N =

⎧⎪⎪⎨⎪⎪⎩

⎡⎢⎢⎢⎢⎣

12 S

12

⎤⎥⎥⎥⎥⎦
∶ S ∈ SM2

⎫⎪⎪⎬⎪⎪⎭
.

3.4.3 Compact subgroups.

We define some compact subgroups of GSp4(Qv) and Sp4(Qv) for each place v.

∗The linear automorphism x + y ↦ α ⋅ x + y for x ∈ L and y ∈ L∨ defines an element in GSp4 that
has similitude α ∈ Gm.
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For v = ∞: We define the maximal compact subgroup USp
∞ of Sp4(R) to be

USp
∞ =

⎧⎪⎪⎨⎪⎪⎩
u =

⎡⎢⎢⎢⎢⎣

A B

−B A

⎤⎥⎥⎥⎥⎦
∶ u ∈ Sp4(R)

⎫⎪⎪⎬⎪⎪⎭
.

Note that USp
∞ is also a maximal compact subgroup of

GSp4(R)+ = {g ∈ GSp4(R) ∶ λ′(g) > 0};

whereas the corresponding maximal compact subgroup of GSp4(R), denoted by

UGSp
∞ , is the extension of USp

∞ by the order two element η = diag[1,1,−1,−1].

For v = l: For an integer n ≥ 0, we define a compact open subgroup of GSp4(Ql) by

UGSp
l (n) = GSp4(Zl) ∩

⎡⎢⎢⎢⎢⎣

M2(Zl) M2(Zl)
lnM2(Zl) M2(Zl)

⎤⎥⎥⎥⎥⎦
.

Given a positive integer N = ∏l l
nl , we set UGSp(N)f = ∏l<∞U

GSp
l (nl). It is a com-

pact open subgroup of GSp4(Af). We denote by UGSp(N) the product UGSp(N)f ×
UGSp
∞ .

3.4.4 Representations of USp
∞ and UGSp

∞ .

Let k be the Lie algebra of USp
∞ , we have that

k =
⎧⎪⎪⎨⎪⎪⎩

⎡⎢⎢⎢⎢⎣

A B

−B A

⎤⎥⎥⎥⎥⎦
∈ M2(R) ∶ A = −tA,B = tB

⎫⎪⎪⎬⎪⎪⎭
.

The elements

T1 = −ı
⎡⎢⎢⎢⎢⎣

0 diag[1,0]
−diag[1,0] 0

⎤⎥⎥⎥⎥⎦
and T2 = −ı

⎡⎢⎢⎢⎢⎣

0 diag[0,1]
−diag[0,1] 0

⎤⎥⎥⎥⎥⎦

span the Cartan sub-algebra t = RT1⊕RT2 of k. Let ei be the linear form on tC = t⊗C

which sends Ti to 1 and Tj to 0 for j ≠ i. We have that t∨C = Ce1 ⊕ Ce2, and the

roots of tC in kC = k ⊗C are ∆c = {e1 − e2, e2 − e1}. We fix a set of simple roots to

be {e1 − e2}, this in turn defines a partial ordering on t∨C and the dominant integral

weights are element k1e1+k2e2 with ki ∈ Z such that k1 ≥ k2. By the theory of highest

weight [Kna02, Theorem 5.110], all irreducible finite-dimensional representations of
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USp
∞ are up to equivalence in bijection with these tuples of integers k = (k1, k2) with

k1 ≥ k2. We shall refer to any representation corresponding to k as an irreducible

representation of USp
∞ of the highest weight k.

Let (τk,Wk) be such a representation of the highest weight k. The induction

IndU
GSp
∞

USp
∞

Wk is isomorphic to the direct sum

Wk ⊕Wk

where u ∈ USp
∞ acts by u⋅(w⊕w′) = τk(u)⋅w⊕τk(ū)⋅w′ and the element diag[1,1,−1,−1]

in UGSp
∞ acts by swapping the two vectors. From this we see that this induced rep-

resentation is the direct sum W +
k ⊕ W −

k of two irreducible isomorphic submodules

defined by

W +
k = {(w, w̄) ∶ w ∈ Wk} W −

k = {(w,−w̄) ∶ w ∈ Wk}.

We focus on the irreducible representation (τ+k ,W +
k ) of UGSp

∞ and refer to it as an

irreducible representation of UGSp
∞ of the highest weight k.

3.4.5 Cartan decomposition.

Let g = sp4 be the Lie algebra of Sp4(R). Under the Cartan involution X ↦ −tX,

g decomposes as g = k ⊕ p where k = Lie(USp
∞ ) is the (+1)-eigenspace and p is the

(−1)-eigenspace. It follows at once from the definition that pC = p⊗C is stable under

the adjoint action by Sp4(R); moreover, it decomposes into a direct sum pC ≃ p+C⊕p−C
of stable subspaces under Ad(USp

∞ ) where

p±C =
⎧⎪⎪⎨⎪⎪⎩

⎡⎢⎢⎢⎢⎣

A ±ıA
±ıA −A

⎤⎥⎥⎥⎥⎦
∈ M2(C) ∶ A = tA

⎫⎪⎪⎬⎪⎪⎭
.

3.4.6 Automorphic forms on GSp4.

Let (τ+k ,W +
k ) be an irreducible representation of UGSp

∞ of the highest weight k = (k1, k2)
with k1 ≥ k2 ≥ 2 and k1 ≡ k2 (mod 2) so it factors through {±1} ⊂ UGSp

∞ ∩ ZGSp4
(R).

Also let ε a character of Q×/A×
f , and UGSp = UGSp(N) for some integer N > 0 as

above.

Definition 3.4.1. A holomorphic automorphic form on GSp4 of level N , weight k,

and central character ε is a smooth function F∶GSp4(A) → W +
k such that† p−C ⋅F = 0

†Here p−C ⋅F = {X ⋅F ∶X ∈ p−C} where (X ⋅F)(g) = d
dt
∣
t=0

F(g ⋅ exp(tX)) is the usual Lie action.
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and

F(γzgu∞uf) = ε(z) ⋅ τ+k (u∞)−1 ⋅F(g),

for all γ ∈ GSp4(Q), z ∈ ZGSp4
(A), g ∈ GSp4(A), and u∞uf ∈ UGSp.

Remark 3.4.1. The holomorphy condition p−C ⋅F = 0 together with the Koecher prin-

ciple [AZ95, II, §3.2] imply that F is of moderate growth.

We denote the space of automorphic forms on GSp4 of level N , weight k, and cen-

tral character ε by Aε(GSp4;N,k). We say an automorphic form F ∈ Aε(GSp4;N,k)
is cuspidal if

∫
N ′(Q)/N ′(A)

F(ng)dn = 0, for all g ∈ GSp4(A), (4.6.1)

where we integrate over all possible unipotent radicals N ′ of each proper parabolic

subgroup of GSp4. We denote by A 0
ε (GSp4;N,k) the subspace of cuspidal automor-

phic forms (or just cusp forms) in Aε(GSp4;N,k).
When k1 = k = k2, (τ+k ,Wk,k) ≃ detk is one-dimensional, and consequently the

automorphic forms in Aε(GSp4;N, (k, k)) are scalar-valued.

3.4.7 Automorphic representations on GSp4.

Denote by A (GSp4) the vector space of functions on GSp4(A) generated by the

matrix coefficients

{Fv = ⟨v, (g ⋅F)⟩k}

running over all v ∈ Wk, all F ∈ Aε(GSp4;N,k) for all possible central characters,

levels, and weights, and all g ∈ GSp4(A) with (g ⋅ F)(g′) = F(g′g). We also define

A 0(GSp4) in the same way but only taking F ∈ A 0
ε (GSp4;N,k). It is immediate from

the definition that A (GSp4) and A 0(GSp4) are stable under the right translation

by GSp4(A). For us, an automorphic representation (resp. cuspidal automorphic

representation) on GSp4 is then an irreducible sub-quotient Π of A (GSp4) (resp.

A 0(GSp4)) viewed as a GSp4(A)-module. Although this rather naive approach ex-

cludes many representations of GSp4(A) that are considered automorphic by [BJ79],

it is sufficient for our purposes.

We have a factorization Π ≃ ⊗̂′
vΠv where Πl is an irreducible admissible smooth

representation of GSp4(Ql) for l < ∞ and Π∞ is an admissible representation of

PGSp4(R). Similarly, the central character factors as ε = ⊗vεv. The automorphic

representations defined above are exactly the ones whose archimedean component Π∞

is either a holomorphic discrete series or to a limit of discrete series of PGSp4(R)
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[AS01, §4.5]. We now review how to parametrize these (limits of) holomorphic discrete

series in terms of Harish-Chandra parameters.

3.4.8 Holomorphic discrete series of PGSp4(R).

To begin, observe that the Cartan sub-algebra tC of k is also a Cartan sub-algebra of

gC, and the set of roots of tC in gC is ∆ = ∆c ∪ ∆nc where ∆c = {e1 − e2, e2 − e1} as

before is the subset of compact roots with roots space in kC, and ∆nc = {e1 + e2,−e1 −
e2,±2e1,±2e2} is the subset of non-compact roots with roots spaces in pC.

By the works of Harish-Chandra as described in [Pau05, §3.1], the (limits of)

discrete series of Π ∈ Sp4(R) are parametrized pairs (λd,Ψ) where λd = a1e1 + a2e2 ∈
t∨, ai ∈ Z, and Ψ is the corresponding set of positive roots subjected to a number of

conditions.∗ Since we have fixed a choice of positive compact roots, we may refer to

λd as the Harish-Chandra parameter of Π.

In particular, if we take Ψ = {e1−e2, e1+e2,2e1,2e2}, then the holomorphic discrete

series correspond to Harish-Chandra parameters λd = a1e1 + a2e2 with a1 > a2 > 0

and we denote it by Πa1,a2 . The irreducible representation τk of the highest weight

k = (a1 + 1, a2 + 2) occurs in Πa1,a2 with multiplicity one, and is the lowest K-type of

Πa1,a2 . Since Πa1,a2 is irreducible, it factors through the center ZSp4
(R) ≃ {±1} exactly

when τk does, and this happens exactly when a1 + 1 ≡ a2 + 2 (mod 2). In this case,

Ind
PGSp4(R)

PSp4(R)
Πa1,a2 is a discrete series of PGSp4(R) which we denote by Π+

a1,a2
. These

discrete series (and limits of such) exhaust all the infinity types of the automorphic

representations from §3.4.7 as we can check using [HK92, Table 2.2.1].

3.4.9 L-parameters and L-factors.

Let Π ≃ ⊗̂′
Πv be an automorphic representation of GSp4 as in §3.4.7. Given a prime

l, the local Langlands correspondence [GT] attaches to Πl a L-parameter, i.e., a

GSp4(C)-conjugacy class of admissible representations

φΠl ∶Wl × SL2(C) → GSp4(C)
∗Namely that

• ∆+

c = {e1 − e2} ⊂ Ψ;

• λd is dominant with respect to Ψ; and

• for all simple roots α ∈ Ψ we have that if ⟨λd, α⟩ = 0 then α ∈ ∆nc is non-compact.
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such that λ′ ○ φΠl is identified with εl through local class field theory.†

Suppose now that Π contains a vector ⟨v,F⟩k for some F ∈ Aε(GSp4;N,k) and

v ∈ Wk; then for all primes l ∤ N , Πl ≃ Π(χ0, χ1, χ2) is the spherical representation

attached to an unramified character

diag[t1, t2, t−1
1 t0, t

−1
2 t0] ↦ χ0(t0) ⋅ χ1(t1) ⋅ χ2(t2)

of the standard maximal torus T [AS01, §2.2]. As such, Πl is uniquely characterized

by its Satake parameters ai,l = χi(Frobl), where we view χi as a character on Wl/Il
via local class field theory. Given such a Π, we define its level to be the smallest

integer N for which it satisfies the property just mentioned.

We can define two different L-factors in this case,

L(s, φΠl , std) = det(1 − (std ○ φΠl)(Frobl) ⋅ l−s)−1

= 1

(1 − l−s)(1 − a1,ll−s)(1 − a2,ll−s)(1 − a−1
1,ll

−s)(1 − a−1
2,ll

−s)
(4.9.2)

corresponding to the standard representation GSp4(C) stdÐ→ SO5(C) and

L(s, φΠl , spin) = det(1 − (spin ○ φΠl)(Frobl) ⋅ l−s)−1

= 1

(1 − a0,ll−s)(1 − a0,la1,ll−s)(1 − a0,la2,ll−s)(1 − a0,la1,la2,ll−s)
(4.9.3)

corresponding to the spin representation GSp4(C) spinÐÐ→ GSpin5(C) [AS01, 2.4].

Finally, with N equal to the level of Π as above, we define its partial standard

L-function (resp. partial spinor L-function) to be

L(N)(s,Π, ●) = ∏
l∤N

L(s, φΠl , ●)

where ● = std (resp. ● = spin).

3.4.10 The Siegel upper-half space of degree 2.

Let SM2(C) be the set of symmetric matrices with complex entries and let

H2 = {Z ∈ SM2(C) ∶ Im(Z) > 0}
†Since GSp4 is split over Q, we may safely ignore the factor Wl in LGSp4.
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be the Siegel upper-half space of degree 2 and H̄2 = {Z̄ ∶ Z ∈ H2} the Siegel lower-half

space. Then GSp4(R) (resp. GSp4(R)+ and Sp4(R)) acts transitively on H2 ∪ H̄2

(resp. H2) as a group of holomorphic automorphisms by

Z
gÐ→ g⟨Z⟩ = (aZ + b)(cZ + d)−1

for g =
⎡⎢⎢⎢⎢⎣

a b

c d

⎤⎥⎥⎥⎥⎦
∈ GSp4(R) (resp. GSp4(R)+ and Sp4(R)). The stabilizer of the point

i = diag[ι, ι, ι, ι] ∈ H2 under the action by Sp4(R) is USp
∞ , and H2 is diffeomorphic to

Sp4(R)/USp
∞ . For g =

⎡⎢⎢⎢⎢⎣

a b

c d

⎤⎥⎥⎥⎥⎦
∈ GSp4(R)+ and Z ∈ H2, we define the GL2(C)-valued

automorphy factor J(g,Z) on GSp4(R)+ ×H2 by

J(g,Z) = cZ + d.

Note that J induces the isomorphism USp
∞ ≃ U2(R) by u↦ J(u, i).

Remark 3.4.2. Denote by dρ the differential of the diffeomorphism Sp4(R)/USp
∞ → H2

sending g to d⟨i⟩. It defines an isomorphism

p
dρÐ→ Ti(H2)

where p is the Lie algebra of P1(R) = P (R) ∩ Sp4(R) from §3.4.5, and Ti(H2) is the

tangent space of H2 at the point i. Moreover, the induced isomorphism dρC∶pC →
Ti(H2) ⊗R C identifies the element of p+C with the holomorphic differential operators

in Ti(H2) ⊗R C [AS01, §4.2].

3.4.11 Classical Siegel modular forms of degree 2.

Let k1 = k = k2 and fix an integer N ≥ 0 as before. Given any gf ∈ GSp4(Af), set

Γ0
N(gf) = GSp4(Q) ∩ (GSp4(R)+ × gfUGSp

f (N)g−1
f ).

We shall consider Γ0
N(gf) as a subgroup of GSp4(Q)+ ⊂ GSp4(R)+ and set Γ0

N = Γ0
N(1)

for convenience. For an scalar-valued automorphic form F ∈ Aε(GSp4;N, (k, k)), we

define a function Fgf (Z) on H+
2 by

Fgf (Z) = λ′(g∞)−k ⋅ det(J(g∞, i))k ⋅F(g∞gf) (4.11.4)
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where g∞ is any element in GSp4(R)+ such that g∞⟨i⟩ = Z.∗ Under this identification,

the left regular action by g′∞ ∈ GSp4(R)+ on A 0
ε (GSp4;N, (k, k)),

(g′∞ ⋅F)(g) = F((g′∞)−1g),

goes over to the action classical denoted by:

(Fgf ∣kg
′
∞)(Z) = λ′(g′∞)−k ⋅ det(J(g′∞, Z))k ⋅Fgf (g′∞

−1⟨Z⟩). (4.11.5)

Consequently, Fgf (Z) satisfies the usual invariance condition:

(Fgf ∣kγ)(Z) = Fgf (Z), † (4.11.6)

for all γ ∈ Γ0
N(gf).

Remark 3.4.3. Suppose that gf is contained in the Levi subgroup M(Af) of the Siegel

parabolic. Since M ≃ GL2 ×Gm, we see that gf = γ ⋅ uf with γ ∈ GL2(Q) ×Q× and

uf ∈ GL2(Zf)×Z×
f by strong approximation and class number one for Q. Furthermore,

uf normalizes UGSp(N)f . From this we see that Γ0
N(gf) = γ−1Γ0

Nγ is just a conjugate

of Γ0
N in GSp4(Q)+.

If Fgf is holomorphic as a function on H2, then we say it is a Siegel modular form

of degree 2, level Γ0
N(gf), weight k, and character ε. We denote the space of such

Siegel modular forms by Mk(Γ0
N(gf); ε).

∗Let us check this is well-defined. Suppose g′
∞
⟨i⟩ = Z, then g′

∞
= g∞ ⋅ u∞z∞ for some u∞ ∈ USp

∞

and z∞ ∈ ZGSp4
(R). We have

λ′(g′
∞
)−k ⋅ det(J(g′

∞
, i))k ⋅F(g′

∞
gf)

= λ′(g∞)−k ⋅ λ′(u∞)−k ⋅ z−2k
∞

⋅ det(J(g∞, i))k ⋅ det(J(u∞, i))k ⋅ z2k
∞
⋅F(g∞u∞z∞gf)

= λ′(g∞)−k ⋅ det(J(g∞, i))k ⋅ det(J(u∞, i))k ⋅ det(J(u∞, i))−k ⋅F(g∞)
= Fgf (Z).

†Indeed, we have

(Fgf ∣kγ)(Z)
= λ′(γ)−k ⋅ det(J(γ,Z))k ⋅Fgf (γ

−1
∞

⟨Z⟩)
= λ′(γ)−k ⋅ det(J(γ,Z))k ⋅ λ′(γ−1g∞)−k ⋅ det(J(γ−1g∞, i))k ⋅F(γ−1

∞
g∞gf)

= λ′(g∞)−k ⋅ det(J(g∞, i))k ⋅F(g∞gf) = Fgf (Z)

since F(γ−1
∞
g∞gf) = F(γ−1g∞γfgf) = F(g∞gf).
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3.5 Fourier coefficients and Bessel models

We recall some facts concerning the Fourier coefficients and Bessel models of Siegel

modular forms.

3.5.1 Classical Fourier coefficients.

Let ψ be the standard character on SM2(A) defined in §0.4.3. Let T be the set of all

rational symmetric positive semi-definite 2 × 2 matrices. That is, the set of matrices

T =
⎡⎢⎢⎢⎢⎣

a b

b c

⎤⎥⎥⎥⎥⎦

with a, b, c ∈ Q and a, c > 0 and det(T ) ≥ 0. We shall refer to elements of T as indices,

as they index the Fourier coefficients of Siegel modular forms of degree 2. Indeed, we

have a Fourier expansion

Fgf (Z) = ∑
T ∈T

agf (T )ψ∞(TZ) = ∑
T ∈T

agf (T ) ⋅ e2πı⋅tr(TZ).

Here the T th Fourier coefficient agf (T ) at the cusp i∞ is given by [Sug85, (1-17)]

agf (T ) = 1

vol(Ngf )
⋅ ∫

L(gf )/SM2(R)
Fgf (X + iY )ψ∞(−T (X + iY ))dX, (5.1.7)

where L(gf) is the Z-lattice in SM2(Q) defined by

⎧⎪⎪⎨⎪⎪⎩
S ∈ SM2(Q) ∶

⎡⎢⎢⎢⎢⎣

1 S

1

⎤⎥⎥⎥⎥⎦
∈ N(Q) ∩ gfUGSp(N)g−1

f

⎫⎪⎪⎬⎪⎪⎭

and Ngf = N(Af) ∩ gfUGSp
f gf . Here dX denotes the usual Euclidean measure on

SM2(R) ≃ R3 fixed in §0.5.1; also note that vol(N1) = vol(SM2(Zf)) = 1 when gf = 1.

Remark 3.5.1. The isomorphism dρ∶p ≃ Ti(H2) identifies L(gf)/SM2(R) with a neigh-

borhood U of infinity in Γ(gf)/H2 just as in the case of elliptic modular forms. More-

over, since the action by elements in p on functions on H2 go through the exponential

map exp∶p → P1(R) ⊂ Sp4(R), the standard Euclidean measure dX on SM2(R) is

identified with the invariant volume form (2πıdx) ∧ (2πıdy) ∧ (2πıdz) on the image

U , again similar to the case of elliptic modular forms.

Let L(gf)∨ = {S′ ∈ SM2(Q) ∶ tr(SS′) ∈ Z for all S ∈ L(gf)} be the dual lattice to

L(gf) under the trace form; we have that agf (T ) = 0 if T ∉ L(gf)∨. We note that
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for gf = 1, the Fourier coefficients are indexed by the subset Tint ⊂ T of symmetric

matrices that are semi-integral, namely, the ones with the entries a and c in Z and b

in 1
2Z.

We say a (classical) Siegel modular form Fgf is cuspidal if agf (T ) = 0 for all indices

T ∈ T that are semi-definite but not definite. The relation (5.2.9) below combined

with the proof of [AS01, Lemma 5] imply that these are exactly the ones coming from

the cuspidal automorphic forms.

Remark 3.5.2. We saw in Remark 3.4.3 that for gf = γ ⋅uf ∈M(Af) ≃M(Q)×M(Zf),
Γ0
N(gf) = γ−1Γ0(N)γ. Consequently, the T th Fourier coefficient of Fgf = F ∣

k
γ at the

cusp i∞ is the same as the T th Fourier coefficient of F at the cusp γ ⋅ i∞.

3.5.2 Fourier functionals.

Similarly, given F ∈ Aε(GSp4;N, (k, k)) and an index T ∈ T , we define a function

aT = aTF on GSp4(A) by

aT (g) = ∫
N(Q)/N(A)

F
⎛
⎝

⎡⎢⎢⎢⎢⎣

1 S

1

⎤⎥⎥⎥⎥⎦
g
⎞
⎠
ψ(−TS)dS (5.2.8)

where we are integrating over the orbit space associated with the unipotent radical of

the Siegel parabolic. To relate this back to (5.1.7), note that aT (g) is right-invariant

under Ngf , and we have an isomorphism

N(Q)/N(A)/Ngf ≃ L(gf)/SM2(R)

for the Z-lattice L(gf) ⊂ SM2(Q) defined in the preceding section. A comparison∗

with (5.1.7) yields the identity [Sug85, (1-19)]

aT (gfg∞) = λ′(g∞)k ⋅ det(J(g∞, i))−k ⋅ agf (T ) ⋅ψ∞(T ⋅ g∞⟨i⟩), (5.2.9)

∗Indeed, we have

aT (g) = ∫
N(Q)/N(A)

F([1 S
1] g)ψ(−TS)dS

= λ′(g∞)k ⋅ det(J(g∞, i))−k

⋅ ∫
L(gf )/SM2(R)

Fgf (S + g∞⟨i⟩)ψ
∞
(−T (S + g∞⟨i⟩)) ⋅ψ(T ⋅ g∞⟨i⟩)dS

= λ′(g∞)k ⋅ det(J(g∞, i))−k ⋅ψ(T ⋅ g∞⟨i⟩) ⋅ agf (T ).
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where agf (T ) is the T th Fourier coefficient of Fgf corresponding to F. In particular,

we have

aT (gf) = agf (T ) ⋅ψ∞(T ⋅ i) = agf (T ) ⋅ e−2π⋅tr(T ). (5.2.10)

3.5.3 Indices and quadratic forms.

An index T =
⎡⎢⎢⎢⎢⎣

a b
2

b
2 c

⎤⎥⎥⎥⎥⎦
∈ T naturally defines a quadratic form on L by

QT (xw1 + yw2) = [x y] ⋅
⎡⎢⎢⎢⎢⎣

a b
2

b
2 c

⎤⎥⎥⎥⎥⎦
⋅
⎡⎢⎢⎢⎢⎣

x

y

⎤⎥⎥⎥⎥⎦
= ax2 + bxy + cy2.

Set mT (X) = aX2 + bX + c; since

y2 ⋅mT (x
y
) = QT (xw1 + yw2),

we see that QT (and hence T ) is positive-definite on L if and only if mT is irreducible,

4ac − b2 > 0 and a, c ≥ 0.

3.5.4 Rank-one tori in GSp4.

Suppose now that T ∈ T is positive-definite. We have the orthogonal similitude group

GSO(T ) = {w ∈ GL(L) ∶ QT (w ⋅ x) = det(w) ⋅QT (x) for all x ∈ L}

which is naturally a subgroup of M ⊂ GSp4 via the embedding

t↦
⎡⎢⎢⎢⎢⎣

t

det(t) ⋅ tt−1

⎤⎥⎥⎥⎥⎦
.

On the other hand, denote by KT the splitting field of mT (X) = aX2+bX+c in Q̄.

It is imaginary quadratic. Denote by n(●) the norm on KT,×, and let δT = −b+
√
b2−4ac
2a

be a fixed root of mT (X) in KT . We have a linear isomorphism of Q-vector spaces

L
φTÐ→KT given by w1 ↦ 1 and w2 ↦ δT ,

which sends QT (●) to a ⋅ n(●), i.e., QT (xw1 + yw2) = ax2 + bxy + cy2 = a ⋅ n(x+ y ⋅ δT ).
Since the left multiplication by t ∈ KT,× on KT preserves n(●) up to scaling by n(t),
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we see that φT induces an injective homomorphism

KT,× = ResK/QGm → GSO(T )

which is in fact an isomorphism of algebraic groups over Q by connectivity and

dimension considerations. We shall use KT,× and GSO(T ) synonymously if there is

no risk of confusion.

3.5.5 Definition of the Bessel model.

Recall that given a cusp form F in A 0
ε (GSp4;N, (k, k)), we have attached to F (and

T ) a function aT on GSp4(A) in §3.5.2, which computes the T -th Fourier coefficient

of the classical Siegel modular forms Fgf associated to F up to a period.

Let χ∶KT,×
Q /KT,×

A →C1 be a Hecke character of KT,× such that χ∣A× = ε, then the

T -th Bessel model of F with respect to χ is the function

BT,χ
F (g) = ∫

A×KT,×
Q /KT,×

A

χ̄(t) ⋅ aT (tg)d×t. (5.5.11)

Here the invariant measure d×t is normalized so that it is compatible for the Tama-

gawa measures on KT,×
Q /KT,×

A and Q×/A×. In particular, we have that vol(R>0/K×
∞) =

2π.

3.5.6 Relation to Fourier coefficients.

For convenience, set K = KT . Let us compute the value of the Bessel model at the

identity element:

BT,χ
F (1) = ∫

A×K×

Q/K×

A

χ̄(t) ⋅ aT (t)d×t

From the definition of aT (t), we see that the integrand is right-invariant under the

compact open subgroup Uχ
f ⊂ UGSp

f (N) of K×
f ⊂ GSp4(Af) given by the kernel of

χ∣K×

f
. Let h = hχ be the cardinality of the idele class group

Cl(χ) =K×
QK

×
∞/K×

A/Uχ
f

determined by χ, and fix a set of representatives t1 = 1,⋯, th with ti,∞ = 1 for all i.

We have a decomposition

A×K×
Q/K×

A = (O×
χ ⋅R>0 ⋅Z×

f)/(
r

∐
i=1

K×
∞ ⋅ ti ⋅Uχ

f )
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where O×
χ = K×

Q ∩ (K∞ ⋅ Uχ
f ) is a subgroup of the finite group O×

K . Set eχ = #O×
χ .

Combining the relation (5.2.9) with this decomposition, we get

BT
F(1) =

vol(Uχ
f )

eχ
⋅ (∫

R>0/K×
∞

χ̄∞(t∞)d×t∞) ⋅ e−2πtr(T ) ⋅
r

∑
i=1

χ̄(ti) ⋅ ati(T )

since λ′(t∞)k ⋅ det(J(t∞, i))−k = 1 and vol(Z×
f) = 1. Now the archimedean integral

∫
R>0/K×

∞

χ̄∞(t∞)d×t∞ =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

0 if χ∞ ≠ 1,

vol(R>0/K×
∞) = vol(S1) = 2π if χ∞ = 1.

We arrive at the following expression of BT
F(1) as a linear combination of translated

Fourier coefficients [Sug85, (1-26)]:

BT
F(1) =

2π ⋅ vol(Uχ
f )

eχ
⋅ e−2πtr(T ) ⋅

h

∑
i=1

χ̄(ti) ⋅ ati(T ). (5.6.12)

3.6 Arithmetic theory of Siegel modular forms

It is impossible to do justice to the arithmetic theory of Siegel modular forms in just

a few pages, even in the special case that we are considering. We repeat (almost

word-for-word) the summary of this theory given in [BR89, §3] with additional input

from [Ich09, §2]. All schemes considered here are locally noetherian.

3.6.1 Some terminology concerning abelian schemes.

We begin by fixing some notations.

• An abelian scheme A over the base S is a group scheme π∶A → S which is

smooth and proper with connected (geometric) fibers [Mil86, §20]. Let e∶S → A

be the identity section.

• ωA /S is the invertible sheaf ⋀g π∗(Ω1
A /S

) ≃ ⋀g e∗(Ω1
A /S

) where g is the relative

dimension of A → S and Ω1
A /S

is the sheaf of relative differentials. We will take

g = 2.

• A principle polarization of π∶A → S is an isomorphism λ∶A → tA , where tA

is the dual abelian scheme and which arises by the procedure of [Mil86, §10].
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3.6.2 Siegel moduli space of degree 2.

We repeat the discussion in [Ich09, §2] which summarizes some basic notions in the

algebraic theory of Siegel moduli spaces for the reader’s convenience. We have added

some additional references but all credits should go to Ichikawa. We focus on the case

g = 2.

Let n be a positive integer, and let ζN be a primitive Nth root of unity. Let

M2,N be the moduli stack (which becomes the fine moduli space scheme when N ≥ 3)

over Z[1/N, ζN] principally polarized abelian schemes of relative dimension 2 with

sympletic level N structure [Cha86, §1]. Then M2,N(C) is a complex orbifold of

dimension 3, and it is represented as the quotient space H2/ΓN of the Siegel upper-

half space H2 from §3.4.10 by the integral symplectic group

ΓN = ker(Sp4(Z) → Sp4(Z/NZ))

which is sometimes referred to as the principal sympletic group of level N . Note that

the group Γ0
N ⊂ GSp4(Q)+ from §3.4.11 contains ΓN . We set M2 = M2,1.

Let A be the universal abelian scheme with identity section e over M2,N [Cha86,

Theorem 1.4]. The invertible sheaf ωA /M2,N
from §3.6.1 is sometimes referred to as

the Hodge line bundle; it corresponds to the automorphy factor J(●, ●) over M2,N(C).

3.6.3 A smooth compatification of M2.

We extract the discussion from [BR89, §3.3], which highlights some aspects of the

procedure involved in constructing (a single point on the) boundaries used for com-

patifying M2 = M2,1 when N = 1.

Let SMQ = SM2(Q) be the space of symmetric 2 × 2 matrices with entries in

Q. The trace map tr∶X × Y ↦ tr(XY ) identifies SMQ with its dual. Under this

identification, the dual of SMZ, the lattice of matrices in SMQ with integral entries,

is the set of semi-integral symmetric matrices with off-diagonal entries in 1
2Z and

diagonal entries integral, which we denote by SM∨
Z. It contains the cone Tint of

semi-integral semi-definite symmetric matrices.

Let s1, . . . , s3 be a basis of SMQ with each si positive definite. Let σ be the cone

of all Q-linear combinations of the si’s with each coefficient strictly positive.

Define

Σ = {X ∈ SM∨
Z ∶ tr(XY ) ≥ 0 for all Y ∈ σ}
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and

Σ+ = {X ∈ SM∨
Z ∶ tr(XY ) > 0 for all Y ∈ σ}.

Let Rσ be the ring generated by the symbols qX , X ∈ Σ, with the relations qXqY =
qX+Y for X,Y ∈ Σ. Let Iσ ⊆ Rσ be the ideal generated by the qX ’s for X ∈ Σ+. Let Sσ

be the Iσ-adic completion of Rσ. Let Kσ be the quotient field of Sσ, then Kσ contains

the quotient field of Rσ, and in particular, qX ∈ Kσ for all X ∈ SM∨
Z. Let qij = qXij

where X11 = diag[1,0], X22 = diag[0,1], and X12 =
⎡⎢⎢⎢⎢⎣

1
2

1
2

⎤⎥⎥⎥⎥⎦
=X21.

Let G2
m = Gm × Gm be the two-dimensional split torus over Rσ. For i, j = 1,2,

let pi ∈ G2
m(Kσ) be the point whose j-coordinate is qij. Let Pσ ⊆ G2

m(Kσ) be the

free abelian group generated by the pi’s. Then the rather intricate construction of

Mumford [FC90, Chapter III, §4] provides a quotient of the formal completion Ĝ2
m

by Pσ, which is a principally polarized semi-abelian scheme (Xσ → Sσ, λ) such that

Xσ ×Kσ is abelian [FC90, Chapter III, §5].

As describe in [FC90, Chapter IV, Theorem 5.7], we can glue the point† (Xσ →
Sσ, λ) to M2, and repeating roughly the same procedure for a collection of good cones

σ′ produces the boundary strata for a (smooth) toroidal integral compactification M̄2

of M2. We then define M̄2,N to be the normalization of M̄2 in M2,N as on [FC90, pg.

128]. As such, the universal abelian scheme A extends to a universal semi-abelian

scheme X over M̄2,N with the identity section again denoted by e. Moreover, the

invertible sheaf ω̄ = ⋀2 e∗(ΩX /M̄2,N
) gives an extension of the Hodge line bundle

ω = ωA /M2,N
to M̄2,N .

3.6.4 Geometric Siegel modular forms of degree 2.

Let R be a Z[ 1
N , ζN]-algebra, we define the R-module Mgeom

k,N (R) of geometric Siegel

modular forms over R of degree 2, weight k, and (principal symplectic) level N to be

Mgeom
k,N (R) =H0(M̄2,N , ω̄

⊗k ⊗Z[ 1
N
,ζN ] R).

By Koecher’s principle [FC90, Chapter V, Remark 1.2 (c)], we have that

H0(M̄2,N , ω̄
⊗k ⊗Z[ 1

N
,ζN ] R) =H0(M2,N , ω

⊗k ⊗Z[ 1
N
,ζN ] R).

By Serre’s GAGA and Hartog’s theorem [FC90, Chapter V, §1], Mgeom
k,N (C) is

identical to the space of holomorphic Siegel modular forms of level ΓN and weight k

†More precisely, the point (Xσ ×Uσ, λ, ωcan) from §3.6.5.
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of degree 2. Since ΓN ⊂ Γ0
N , we see that this space contains the space Mk(Γ0

N , ε) of

classical Siegel modular forms of level Γ0
N , weight k, and character ε. In other words,

we have

Mk(Γ0
N , ε) ⊂M

geom
k,N (C).

3.6.5 Geometric Fourier expansion.

We begin by describing the case N = 1, following again [BR89, §3.4]. Recall in §3.6.3

we have described a principal polarized semi-abelian scheme (Xσ, λ) with respect to

the fixed cone σ ⊂ SMQ. Let xi be the character of G2
m obtained by projecting onto

the i-the factor. Then dx1

x1
∧ dx2

x2
= ωcan generates ωXσ×Uσ/Uσ where Uσ = Spec(I−1

σ Sσ) is

obtained by localizing Sσ away from Iσ. The significance of Uσ is that it is the largest

open subscheme on which Xσ is abelian. Using the moduli space interpretation of

M̄2, the tuple (Xσ ×Uσ, λ, ωcan) defines a point on M̄2, which we refer to as the cusp

at infinity on M̄2.

Given a geometric modular form F geom ∈ Mgeom
k (R), we can evaluate it at the

cusp at infinity on M̄2,N ; the value F geom(Xσ ×Uσ, λ, ωcan) lies in I−1
σ Sσ ⊗ZR and is

called the q-expansion of F geom along the cusp at infinity. This expansion in fact can

be computed using any top-dimensional rational cone in SM2(R) and supported at

the elements qT with T ∈ Tint positive semi-definite [FC90, Chapter V, Proposition

1.5]. In particular, if we choose σ to be the cone defined with respect to the basis X11,

X12 +X21 and X22, then Σ+ = T +
int is the lattice of positive-definition semi-integral

symmetric 2 × 2 matrices, and the q-expansion of F geom lies in

I−1
σ Sσ ⊗Z R = R̃JqT ∶ T ∈ T +

intK

where R̃ = R[qT ] with T running over the semi-integral symmetric indefinite matrices

in Tint −T +
int.

For general N , we have the following q-expansion for Mgeom
k,N (R):

Proposition 3.6.1. For any Z[ 1
N , ζN]-algebra R and any 0-dimensional cusp c of

M̄2,N , there is a q-expansion homomorphism

q−exp(c;R)∶Mgeom
k,N (R) → Z[ 1

N
, ζN]Jq TN ∶ T ∈ TintK⊗Z[ 1

N
,ζN ] R (6.5.13)

obtained from totally degenerate Mumford families with level-n structures over the

cusp c.

Proof. [FC90, Chapter V, Proposition 1.8 (i)].
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We see that the proposition implies that the Fourier expansion of a geometric

Siegel modular form F ∈ Mgeom
k,N (R) at any cusp c are all defined over R. Next we

have the q-expansion principle.

Theorem 3.6.2 (q-expansion principle). If M1 ⊂M2 are two Z[ 1
N , ζN]-modules, then

a geometric Siegel modular form of degree 2, level N , and weight k over M2 is in fact

in H0(M̄2,N , ω̄⊗k ⊗Z[ 1
N
,ζN ] M1) if (and only if) its q-expansion (at one cusp c) lies

Z[ 1
N , ζN]Jq TN ∶ T ∈ TintK⊗Z[ 1

N
,ζN ] M1.∗

Proof. [FC90, Chapter V, Proposition 1.8 (iii)]. Also see [Ich09, §2]. The “only if”

part is immediate from the definition of the q-expansion q−exp above.

Apply this theorem to the case that M1 = R is some Z[ 1
N , ζN]-algebra in Q̄ ⊂ C

and R2 = C, we obtain the following result.

Corollary 3.6.3. If the classical Siegel modular form F of degree 2, level Γ0
N , weight

k, and character ε has all its Fourier coefficients a(T ) contained in R, then F ∈
H0(M̄2,N , ω̄⊗k ⊗Z[ 1

N
,ζN ] R).

Proof. By §3.6.4, we have Mk(Γ0
N , ε) ⊂ Mgeom

k,N (C). The corollary follows by the q-

expansion principle to F since we have normalized our volume form in Remark 3.5.1

on H2 so the classical Fourier expansion and the geometric q-expansion coincide [FC90,

pg. 141].

∗Here M1 is the constant sheaf on Spec(Z[ 1
N
, ζN ]) associated with M1.

77



Chapter 4. The Yoshida Lift

4.1 Review of the Weil representation

We review some basic facts concerning the Weil representation.

4.1.1 The Metaplectic group and the Weil representation.

Let W be a vector space of dimension 2n over Q, and let (●, ●)W be a non-degenerate

alternating form on W. Let ψ be the standard additive character on Q/A defined in

§0.4.3. For every place v of Q, the theory of Weil (a.k.a. oscillator) representations

[How79] provides us with a unitary representation ωψ,v of the local metaplectic group∗

Mp(Wv) of W.

With respect to a complete polarization† W = Y+X of W, we have a Schödinger

model which realizes ωψ,v in the space S (Xv) of Bruhat–Schwartz functions (i.e. the

locally-constant compactly-supported functions) on Xv for v = p finite and in the

space of square-integrable functions L2(X∞) of X∞ for v = ∞.

Splicing these representations together in the usual fashion, one obtains a repre-

sentation ωψ of the global metaplectic group Mp(WA) on the restricted algebraic

direct product space S (XA) = ∏′
l<∞S (Xl) × L2(X∞). The universal property of

this product allows us to extend elements in S (XA), which are initially defined on

open subsets of XA, to functions on all of XA [Rob01, §5].

4.1.2 Explicit formulas for the Schrödinger model.

For computational purposes, let us describe the Schrödinger model of the local Weil

representation explicitly. Fix a complete polarization of W = Y +X as above. Let

P be the parabolic subgroup of Sp(W) that stabilizes the flag 0 ⊂ Y ⊂ W. Let

∗For a prime l, we take Mp(Wl) to be an extension of Sp(Wl) by C1; for v = ∞, we take
Mp(W∞) to be a two-sheeted cover of Sp(W∞). This convention is needed in order for Mp(WA)
to split over a symplectic-orthogonal dual pair such as Sp4(A) ×O(D)A.

†That is, X and Y are maximal isotropic subspaces of W such that Y ≃ X∨ under the alternating
form on W.
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M ≃ GL(Y) be the Levi subgroup of P that stabilizes the dual subspace X. We have

the Levi decomposition P =MN where the unipotent radical N of P can be identified

with the additive group of self-dual linear maps from X to Y, Hom(X,Y)+. In terms

of matrices, we can represent p = a ⋅ b for a ∈ GL(Y) and b ∈ Hom(X,Y)+ by

p =
⎡⎢⎢⎢⎢⎣

a
ta−1

⎤⎥⎥⎥⎥⎦
⋅
⎡⎢⎢⎢⎢⎣

1 b

1

⎤⎥⎥⎥⎥⎦
.

For each place v, we have a unique splitting of N(Qv) to Mp(Wv). For m ∈M(Qv),
denote by m̃ a lift (i.e. an element in the pre-image) of m to Mp(Wv); then given

ϕv ∈ S (Xv), we have [Li00, §3.1]

(ωψ,v
⎛
⎜
⎝

̃⎡⎢⎢⎢⎢⎣

a
ta−1

⎤⎥⎥⎥⎥⎦

⎞
⎟
⎠
ϕv)(x) = γ(ã) ⋅ ∣det(a)∣

1
2
v ⋅ ϕv(tax), and

(ωψ,v
⎛
⎝

⎡⎢⎢⎢⎢⎣

1 b

1

⎤⎥⎥⎥⎥⎦

⎞
⎠
ϕv)(x) = ψv(

(bx, x)
2

) ⋅ ϕv(x),

(1.2.1)

where γ(ã) is a fourth root of unity depending on the particular polarization.

4.1.3 Action of a Weyl element.

It remains to specify the action of a Weyl element. For this, we fix a dualizing basis

xi,yi of W for i = 1, . . . , n so that (yi,xj)W = δij. Define a symmetric bilinear form

on X by

(∑
i

aixi,∑
j

bjxj)X = ∑
i

aibi.

We have the Fourier transform taking ϕv ∈ S (Xv) to the function

ϕ̂v(x) = ∫
Xv

ϕv(y)ψv((x, y))dy

in S (Xv) where dy is the self-dual measure on Xv ≃ Qn
v .

Define an element τ in Sp(W) by τ(xi) = yi and τ(yi) = −xi. Then for ϕv ∈
S (Xv), we have

ωψ,v(τ)ϕv(x) = ζϕ̂v(x) (1.3.2)

where ζ is a certain fourth root of unity, again depending on the polarization. Since τ

and P generate Sp(W) by the Bruhat decomposition, this completes the description

of the Schrödinger model.
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Remark 4.1.1. The Weil representation enjoys the special property of being mini-

mal [Li00], and there are only finitely many such minimal representations for the

metaplectic group.

4.2 The reductive dual pair (Sp4,O(D))

Let us now consider the case of interest where W = W ⊗ D is the Q-vector space

equipped with the alternating form (●, ●)W = (●, ●)W ⊗ (●, ●)D. It has X = L∨ ⊗D ≃
HomQ(L,D) as a maximal totally isotropic subspace and a complete polarization

given by W ≃ X ⊕ X∨. The subgroups Sp4 and O(D) of Sp(W) form a reductive

dual pair in the sense that one is the centralizer of the other.

4.2.1 Linear maps attached to indices.

The norm form on D induces a bilinear map

X ×X = L∨ ⊗D ×D ⊗L∨ nÐ→ L∨ ⊗L∨ ≃ HomQ(L,L∨)

which can be explicitly described as follows. Recall that L = Qw1 + Qw2 (resp.

L∨ = Qw̌1+Qw̌2) comes equipped with the preferred choice of an ordered basis, {wi}
(resp. {w̌i}). Given x ∈ X, set xi = x(wi), then n(x) is equal to the matrix

2 ⋅ Tx =
⎡⎢⎢⎢⎢⎣

2n(x1) tr(x1x̄2)
tr(x1x̄2) 2n(x2)

⎤⎥⎥⎥⎥⎦

with respect to the ordered basis of L and L∨. This also gives a concrete description

of the restriction of (●, ●)W to X, namely, (x, y)W = tr(2Txȳ) for x, y ∈ X.

Note that if x1 and x2 are integral in the sense that their minimal polynomials are

integral monic polynomials, then Tx is a positive semi-definite semi-integral symmetric

matrix, i.e., an index in Tint. Converse, given an index T ∈ Tint, we define XT to be

the set of elements x ∈ X such that Tx = T . Note that XT may be empty.

Remark 4.2.1. The scaling by 2 on the entries in 2 ⋅Tx is due to the fact that (x,x)D =
tr(xx̄) = 2n(x).

4.2.2 The Schrödinger model.

Fix once and for all a splitting [Kud94, Theorem 3.1 (case 1+)]

Sp4(A) ×O(D)A ↪Mp(WA).
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The Weil representation ωψ restricts to a representation on Sp4(A) ×O(D)A which

we shall simply denote by ω. Consider the parabolic subgroup P ⊆ Sp(W) stabilizing

L⊗D, then the intersection P∩Sp4 ×O(D) is the product P ×O(D), where P is the

Siegel parabolic stabilizing L.

We now describe the Schrödinger model in this situation. Fix a place v of Q,

given (g, h) ∈ Sp4(Qv) ×O(D)v, and a Bruhat–Schwartz function ϕv ∈ S (Xv) (or a

smooth function ϕ∞ ∈ L2(X∞)), we have

ωv(1, h)ϕv(x) = ϕv(h−1 ⋅ x), h ∈ O(D)v; (2.2.3a)

(ωv
⎛
⎝

⎡⎢⎢⎢⎢⎣

a 0

0 ta−1

⎤⎥⎥⎥⎥⎦
,1

⎞
⎠
ϕv)(x) = ∣det(a)∣2v ⋅ ϕv(x ⋅ a), a ∈ GL(Lv); (2.2.3b)

(ωv
⎛
⎝

⎡⎢⎢⎢⎢⎣

12 S

0 12

⎤⎥⎥⎥⎥⎦
,1

⎞
⎠
ϕv)(x) = ψv(STx) ⋅ ϕv(x), S ∈ SM2(Qv); (2.2.3c)

(ωv
⎛
⎝

⎡⎢⎢⎢⎢⎣

0 12

−12 0

⎤⎥⎥⎥⎥⎦
,1

⎞
⎠
ϕv)(x) = ζϕ̂v(x). (2.2.3d)

Recall that ψ = ψ ○ tr. We also note that h ∈ O(D) acts on X by post-composition

sending x to

L
xÐ→D

hÐ→D;

and a ∈ GL(Lv) acts by pre-composition sending x to

L
aÐ→ L

xÐ→D.

To simplify notation, we write ω(g) for ω(g,1) for g ∈ Sp4(Qv) from now on.

Remark 4.2.2. We tacitly made several simplifications in the above formulas. For

instance, since the discriminant of the quadratic form 2n(●) is a square in Q, a

character that usually appears in (2.2.3b) always evaluates to 1, hence is left out.

Also, by §4.2.1, we have (S ⋅ x,x)W = tr(S(2 ⋅ Tx)) and so ψv(
(S⋅x,x)W

2 ) = ψv(STx).

4.2.3 The theta correspondence for (GSp4,GO(D)).

As we plan to compute the Bessel model of the Yoshida lift as an automorphic form

on GSp4, we now discuss the theta correspondence for the pair (GSp4,GO(D)). This

involves considering the subgroup of GSp4 ×GO(D) defined by

G(Sp4 ×O(D)) = {(g, h) ∈ GSp4 ×GO(D) ∶ λ′(g) = λ(h)}.
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For every place v, we can extend the local Schrödinger model of ωv to G(Sp4×O(D))v
as follows. Given (g, h) ∈ G(Sp4 ×O(D))v and ϕv a Bruhat–Schwartz function on Xv

(or a smooth function in L2(X∞)), we set

(ωv(g, h)ϕv)(x) = ∣λ(h)∣−2(ωv(g1)ϕv)(h−1 ⋅ x), (2.3.4)

where

g1 = g
⎡⎢⎢⎢⎢⎣

1 0

0 λ′(g)

⎤⎥⎥⎥⎥⎦

−1

∈ Sp4(Qv).

4.2.4 Howe duality.

For l a prime, and for Gl = GO(D)l or Sp4(Ql), denote by Irr(Gl) the set of

equivalence classes of irreducible admissible smooth representations of Gl. We then

define R(Gl) to be the set of πl ∈ Irr(Gl) which occur in ωl in the sense that

HomGl(ωl, πl) ≠ 0. Following [Rob01, pg. 263], we define R(GSp4(Ql)) to be the set

of πl ∈ Irr(GSp4(Ql)) such that πl∣Sp4(Ql) is multiplicity-free and has an irreducible

constituent in R(Sp4(Ql)).∗

For v = ∞, and for G∞ = GO(D)∞ or Sp4(R), denote by Irr(G∞) the set of equiva-

lence classes of irreducible (g,K)-modules† underlying the admissible representations

of G∞. We then define R(G∞) to be the set of equivalence classes of (g,K)-modules

π∞ of G∞ which occur in ω∞ in the sense that Hom(g,K)(ω∞, π∞) ≠ 0 where ω∞

now denotes the underlying (g,K)-module. As before, we define R(GSp4(R)+) to

be the set of π∞ ∈ Irr(GSp4(R)+) such that π∞∣Sp4(R) is multiplicity-free and has an

irreducible constituent in R(Sp4(R)). Finally, we set R(GSp4(R)) to be the set of

π∞ ∈ Irr(GSp4(R)) such that some irreducible constituent of π∞∣GSp4(R)+ is contained

in R(GSp4(R)+).
The (partial) Howe duality in this special case refers to the following theorem:

Theorem 4.2.1 (Howe, Moeglin–Vignéras–Waldspurger, Waldspurger, B. Roberts).

If v ≠ 2, then

{(πGSp
v , πGO

v ) ∈ R(GSp4(Qv)) ×R(GO(D)v) ∶ HomG(Sp4×O(D))v(ωv, πGSp
v ⊗ πGO

v ) ≠ 0}
∗We cannot directly define R(GSp4(Ql)) because GSp4(Ql) ×GO(D)l does not lie in G(Sp4 ×

O(D))l.
†Here g = Lie(G∞) and K is the maximal compact subgroup of G∞ defined in §3.1.2 and §3.4.3

respectively.
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is the graph of a bijection between R(GSp4(Qv)) and R(GO(D)v), and

dimC HomG(Sp4×O(D))v(ωv, πGSp
v ⊗ πGO

v ) ≤ 1.

If v = 2, then the same statements hold with R(GSp4(Q2)) replaced by the subset

of tempered representations R(GSp4(Q2))temp.

Proof. This is exactly [Rob01, Theorem 1.8] in the case that the discriminant of the

quadratic space is a square (so d = 1 in the notations there), and m = 4 = 2n.

Given πv ∈ R(GO(D)v), we denote by θ(πv) the unique element in R(GSp4(Qv))
(or R(GSp4(Q2))temp when v = 2) such that dimC Hom(ωv, θ(πv) ⊗ πv) = 1.

Remark 4.2.3. We have a complete description of the local theta lifts θ(π+
(1,2),v

) in

terms of the representations π1,v and π2,v of D×
v in [GT, Tables 2 and 3].

4.2.5 Theta kernels and theta lifts.

Identify GO(D) with H̃+ and view ω as a representation of G(Sp4 ×H+)A. Given

a smooth vector ϕ ∈ S (XA), we define the theta kernel, Θϕ, to be the function on

(g, h) ∈ G(Sp4 ×H+)A given by

Θϕ(g, h) = ∑
x∈XQ

(ω(g, h)ϕ)(x).

By [How79, Theorem 4.1], we have that Θϕ is left-invariant under G(Sp4 × H+)Q
and thus belongs to the space L2(G(Sp4 ×H+)Q/G(Sp4 ×H+)A). The theta lift of

f ∈ L2(H̃+
Q/H̃+

A) with respect to ϕ is then the function in L2(GSp4(Q)/GSp4(A))
given by

θϕ(f)(g) = ∫
H+

Q/H+

A

Θϕ(g, hhg) ⋅ f(hhg)d+h,

for any hg ∈ H̃+
A with λ(hg) = λ′(g). A priori, such an hg only exists for elements g in

the subgroup

GSp4(A)+ = {g ∈ GSp4(A) ∶ λ′(g) ∈ λ(GO(D)A) = A×
f ⋅R>0}

= GSp4(Af) ×GSp4(R)+;
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however, since the element

⎡⎢⎢⎢⎢⎣

12

−12

⎤⎥⎥⎥⎥⎦
∈ GSp4(Q) has similitude −1, we see that θϕ(f)

extends uniquely [Rob01, pg. 289] to include g∞ ∈ GSp4(R) with λ′(g∞) < 0 so that

θϕ(f)(g∞) = θϕ(f)
⎛
⎝

⎡⎢⎢⎢⎢⎣

12

−12

⎤⎥⎥⎥⎥⎦
g∞

⎞
⎠
.

Given an automorphic representation (π+, V +
π ) on H̃+, we define its theta lift to

be the representation Θ(π+) of GSp4(A) generated by θϕ(f) for all f ∈ V +
π and ϕ ∈

S (XA). It follows from the definition that Θ(π+) occurs in the space of automorphic

forms on GSp4 and hence is an automorphic representation∗.

4.2.6 Vector-valued theta lifts.

For computational purposes, it is more convenient to fix models for the weights (or K-

types) of π+ and ω, and integrate vector-valued automorphic forms. More precisely,

let (%+, V +
% ) be an irreducible representation of H̃+

∞ on which the center acts trivially.

Suppose that π+
∞ ≃ %+, then given a vector-valued automorphic form f+ ∈ (V +

π ⊗V̌ +
% )H̃+

∞

and a vector-valued Bruhat–Schwartz function ϕ+ = ∑iϕi ⊗ v+i ∈ (S (XA) ⊗ V +
% )H̃+

∞ ,

we define

Θϕ+(f+)(g) = jω(g, hg) ⋅Θϕ+ ,π
+(hg) ⋅ f+oH+

= ∫
H+

Q/H+

A

⟨Θϕ+(g, hhg) ⋅ f+(hhg)⟩+ d+h
(2.6.5)

where Θϕ+(g, h) = ∑x∈XQ
∑i(ω(g, h) ⋅ ϕi)(x) ⊗ v+i similar to before, and ⟨●, ●⟩+ is a

H̃+
∞-invariant pairing on V% × V̌%.

By §3.3.6, we see that Θϕ+(f+) is equal to

Θϕ(f)(g) = jω(g, hg) ⋅Θϕ,π(hg) ⋅ foH

= ∫
HQ/HA

⟨Θϕ(g, hhg), f(hhg)⟩dh
(2.6.6)

where now ϕ = ∑iϕi ⊗ vi and vi is the projection of vi into an irreducible sub-

representation of H∞ in V +
% and f is similarly defined. From this we see that it

suffices to work with integrals over HQ/HA, and we shall do so from now on.

∗Here we use the notions of an automorphic form and an automorphic representation are those
from [BJ79].
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4.3 Representation-theoretic aspects of the Yoshida lift

We summarize some results concerning the automorphic representation Θ(π+
1,2) of

GSp4 generated by the Yoshida lift of the automorphic representation π+
1,2 on GO(D)

from §3.3.3.

4.3.1 A characterization of Θ(π+
1,2).

Now consider the automorphic representation π+
1,2 on H̃+ obtained from the pair of

automorphic forms πi on D×, i = 1,2 as in §3.3.2 and §3.3.3. Recall that π1 has

central character ε and π2 has central character ε−1 (and ε∞ = 1), and that ε is also

the central character of π+
1,2. The following theorem then characterizes Θ(π+

1,2):

Theorem 4.3.1 ([Rob01, Theorem 8.3]). Θ(π+
1,2) is non-zero and is an irreducible

unitary cuspidal automorphic representation† of GSp4(A) with central character ε,

and

Θ(π+
1,2) ≃ ⊗′

vθ(π̌+(1,2),v) ≃ ⊗′
vθ(π

∨,+
(1,2),v

)

where θ(π+
(1,2),v

) is the representation of GSp4(Qv) corresponding to π+
(1,2),v

under the

Howe duality. For all v, θ(π+
(1,2),v

) is tempered.

Proof. Since π+
1,2 is cooked up so (3) holds in [Rob01, Theorem 8.3], the theorem

follows.

4.3.2 Matching levels.

Let D be an Eichler order of level dNpr in D. At each prime l, consider the Bruhat–

Schwartz function given by

ϕl = 1Xl

where Xl = L ∨
l ⊗Dl and L ∨ = Zw̌1 ⊕Zw̌2 as before. Let

UGSp
l (nl) = GSp4(Zl) ∩

⎡⎢⎢⎢⎢⎣

M2(Zl) M2(Zl)
lnlM2(Zl) M2(Zl)

⎤⎥⎥⎥⎥⎦

be a compact open subgroup of GSp4(Ql) that we considered in §3.4.3. Here we take

nl = ordl(dNpr). We would like to check that ϕl is fixed by UGSp
l (nl) under the Weil

representation ωl. First observe that given an element g ∈ UGSp
l (nl) with similitude

†When the Yoshida lift from §4.5.1 is non-zero, the notion of a cuspidal automorphic representa-
tion is that from §3.4.7; in the exceptional case that the Yoshida lift is identically zero, the notion
of a cuspidal automorphic representation is that from [BJ79].
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α ∈ Z×
l , the element hg = (α,1) ∈ UD

l has the same similitude and fixes ϕl under ωl.

Consequently, we have ω(g, hg) ⋅ϕl = ω(g ⋅diag[1, α]−1,1) ⋅ϕl. Since g ⋅diag[1, α]−1 has

similitude 1, it suffices to show that ϕl is fixed by USp(nl) = GSp4(Ql) ∩ UGSp(nl).
This is [Yos84, Lemma 2.1], whose proof we reproduce here for convenience.

First note that USp(nl) is generated by its elements of the form

u+(S) =
⎡⎢⎢⎢⎢⎣

1 S

1

⎤⎥⎥⎥⎥⎦
d(a) =

⎡⎢⎢⎢⎢⎣

a
ta−1

⎤⎥⎥⎥⎥⎦
u−(S) =

⎡⎢⎢⎢⎢⎣

1

S 1

⎤⎥⎥⎥⎥⎦
.

We have

(ωl(u+(S)) ⋅ ϕl)(x) = ψl(STx) ⋅ ϕl(x) = ϕl(x)

since ψl(STx) = 1 for x ∈ Xl. In the same vein, we have

(ωl(d(a)) ⋅ ϕl)(x) = ϕl(x ⋅ a) = ϕl(x)

since x ⋅ a is in Xl iff x is. Finally, we have

(ωl(u−(S)) ⋅ ϕl)(x) = (ωl
⎛
⎝

⎡⎢⎢⎢⎢⎣

−1

1

⎤⎥⎥⎥⎥⎦
⋅
⎡⎢⎢⎢⎢⎣

1 −S
1

⎤⎥⎥⎥⎥⎦
⋅
⎡⎢⎢⎢⎢⎣

1

−1

⎤⎥⎥⎥⎥⎦

⎞
⎠
⋅ ϕl)(x).

The Fourier transform

ϕ̂v(x) = ∫
Xl

ϕl(y) ⋅ψl(Txȳ)dy

is the characteristic function vol(Xl) ⋅ 1X ∨

l
for the dual lattice

X ∨
l = {x ∈ X = L∨ ⊗D ∶ (x, y)W = tr(Txȳ) ∈ Zl for all y ∈ X}.

From this we see that ϕ̂l is fixed under ωl by the symmetric matrices S ∈ llnSM2(Zl).
Consequently, for such matrices S ∈ llnSM2(Zl), we have

(ωl
⎛
⎝

⎡⎢⎢⎢⎢⎣

1 −S
1

⎤⎥⎥⎥⎥⎦
⋅
⎡⎢⎢⎢⎢⎣

1

−1

⎤⎥⎥⎥⎥⎦

⎞
⎠
⋅ ϕl)(x) = (ωl

⎛
⎝

⎡⎢⎢⎢⎢⎣

−1

1

⎤⎥⎥⎥⎥⎦

⎞
⎠
⋅ ϕl)(x)

and therefore ϕl is fixed by u−(S).

4.3.3 Matching weights.

Let g be the Lie algebra of Mp(W)∞ and let K be a maximal compact subgroup

of Mp(W)∞ containing H+
∞ × USp

∞ . The (g,K)-module underlying the archimedean
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Weil representation ωψ,∞ has a realization on Poly(X) = Poly(X)C, the space of

polynomials on X with complex coefficients, known as the Fock model [How89, §2].

By our choice of K, we may restrict Poly(X) as a representation of H+
∞ × USp

∞ .

Following [HK92, §4], for U = H+
∞ or USp

∞ , and an irreducible representation % of U ,

we let deg(%) denote the the smallest integer d such that % occurs in Poly(X)d, the

space of polynomials of degree d. Also denote by Poly(X)% the %-isotypic subspace

of Poly(X), then the space of U-harmonics is

HarmU(X) =⊕
%

Poly(X)% ∩Poly(X)deg(%).

Since H+
∞ and USp

∞ commute with each other in K, the space of simultaneous

harmonics

HarmH+

∞
×USp

∞ (X) = HarmH+

∞(X) ∩HarmUSp
∞ (X)

is again a representation of H+
∞×USp

∞ . The archimedean Howe duality [How89, Theo-

rem 2.1] in this context implies that given % an irreducible representation of H+
∞, the

%-isotypic component HarmH+

∞
×USp

∞ (X)% is either zero or is isomorphic to % ⊗ ς for

some irreducible representation ς of USp
∞ . Futhermore, this correspondence %↦ ς is a

bijection between the representations of H+
∞ and USp

∞ that occur in Poly(X).
We now describe this bijection explicitly in terms of the highest weights of the

representations under consideration.

Proposition 4.3.2. The irreducible representation % of H+
∞ occurs in Poly(X)C if

and only if it has the highest weight (k1 + k2, k1 − k2;+) with k1 ≥ k2 ≥ 0 as defined

in §3.3.5. In this case, % corresponds to the irreducible representation ς of USp
∞ of

the highest weight (k1 + k2 + 2, k1 − k2 + 2). Furthermore, we have deg(%) = 2k1 and

deg(ς) = 2k1.

Proof. This is [Pau05, Proposition 4] in the case p = 4 and q = 0.

4.3.4 Matching Harish-Chandra parameters.

We follow [Pau05] to describe now the Harish-Chandra parameters correspond for

the dual pair (H+
∞,Sp4(R)) focusing on the case of (limits of) holomorphic discrete

series.

Proposition 4.3.3. Let λd = a1e1 +a2e2 be the Harish-Chandra parameter associated

to a representation Π of Sp4(R) as described in §3.4.8. Suppose a1 ≥ a2 ≥ 0. Let θ(Π)
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be the representation of H+
∞ ≃ O4(R) corresponding to Π under Howe duality. The

possibilities for θ(Π) are as follows:

a1 ≥ a2 > 0: In this case Π is a holomorphic discrete series and θ(Π) is of the highest

weight (a1 − 1, a2;+).

a1 > a2 = 0: In this case Π is a limit of holomorphic discrete series and θ(Π) is of the

highest weight (a1 − 1,0;+).

Proof. We have a complete description of how the Harish-Chandra parameters for

the limits of discrete series for Sp4(R) and O4(R) correspond under the archimdean

Howe duality in [Pau05, Theorem 15]. Note that we have fixed our root systems in

§3.3.5 for so4 and in §3.4.8 for sp4 to align with that in [Pau05, §2.1].

Since O4(R) is compact, its irreducible representations are uniquely determined

by their highest weights with respect to the simple roots fixed in §3.3.5. Suppose λd =
a1e1 + a2e2 = (a1, a2) is a Harish-Chandra parameter for O4(R), then it corresponds

to the irreducible representation of O4(R) of the highest weight

λd −
1

2
⋅ ((e1 + e2) + (e1 − e2)) = λd − e1

by [Pau05, §3.2].

Using the notations from [Pau05, Theorem 15], in the case a1 ≥ a2 > 0 is a holo-

morphic discrete series we have w = 0 = z, k = 2, and p1 = 2. This lands us in (1), and

the Harish-Chandra parameter for θ(Π) is (a1, a2). On the other hand, if a1 > a2 = 0

is a limit of discrete series, then w = 0, z = 1, k = 1, and p1 = 1. This lands us in (4),

and the Harish-Chandra parameter for θ(Π) is (a1,0).
Also there is a matter of sign since we are considering representations of O4(R)

and not just SO4(R); in the cases that we are considering, this sign is always +.

Since the archimedean Howe duality [How89, Theorem 1] defines a bijection be-

tween the admissible representations of Sp4(R) and O(D)∞ that occur in ω∞, we

have the following corollary:

Corollary 4.3.4. We have that θ∞(V +
2k1,2k2,∞

) ≃ Πk1+k2+1,k1−k2.

Proof. Indeed, since V +
2k1,2k2,∞

is a representation of O(D)∞ ≃ O4(R) of the highest

weight (k1 + k2, k1 − k2;+), we have a1 = k1 + k2 + 1 and a2 = k1 − k2 in the statement

of the proposition.
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4.3.5 Matching L-parameters and L-functions.

We can embed GSpin4 into GSp4 as the subgroup

{(g, g′) ∈ GL(Qw1 ⊕Qw̌1) ×GL(Qw2 ⊕Qw̌2) ∶ det(g) = det(g′)}.∗

Consequently, the L-parameter φπ
(1,2),l

associated with π(1,2),l induces an L-parameter

φ̃∶Wl × SL2(C) → GSp4(C),

which is associated with the representation θ(π+
(1,2),l

) of GSp4(Ql) [GT, §6]. (In other

words, the local theta correspondence realizes the local Langlands functoriality in this

case.)

Let ci = c(πi) be the level of the automorphic representation πi onD×. For l ∤ c1c2,

the spherical representations π1,l = πJL
1,l ≃ π(µ1, µ′1) and π2,l = πJL

2,l ≃ π(µ2, µ′2) are taken

to the spherical representation θ(π+
(1,2),l

) ≃ Π(µ1, εlµ′2µ
−1
1 , εlµ2µ−1

1 ) = Π(µ1, µ′2µ
′
1, µ2µ′1)

of GSp4(Ql) defined in §3.4.9 by the local theta correspondence [GT, Theorem 9.5

(vi)].† It follows that the Satake parameters of θ(π+
(1,2),l

) are

a0,l = β1,l, a1,l = β′2,lβ′1,l, a2,l = β2,lβ
′
1,l.

Since β1,lβ′1,l = εl(Frobl) = β−1
2,lβ

′−1
2,l , we see that the partial standard L-function is

L(c1c2)(s,Θ(π+
1,2), std)

= ∏
l∤c1c2

1

(1 − l−s)(1 − β′2,lβ′1,l ⋅ l−s)(1 − β2,lβ′1,l ⋅ l−s)(1 − β′−1
2,l β

′−1
1,l ⋅ l−s)(1 − β−1

2,lβ
′−1
1,l ⋅ l−s)

= ζ(c1c2)(s) ⋅ ∏
l∤c1c2

1

(1 − β′2,lβ′1,l ⋅ l−s)(1 − β2,lβ′1,l ⋅ l−s)(1 − β2,lβ′1,l ⋅ l−s)(1 − β′2,lβ1,l ⋅ l−s)

= ζ(c1c2)(s) ⋅L(c1c2)(s,π1 ⊠π2, std),
(3.5.7)

∗In terms of matrices, the embedding of GSpin4 ≃ {(g, g′) ∈ GL2 × GL2 ∶ det(g) = det(g′)} into
GSp4 is given by

([a b
c d

] , [a
′ b′

c′ d′
]) ↦

⎡⎢⎢⎢⎢⎢⎢⎢⎣

a b
a′ b′

c d
c′ d′

⎤⎥⎥⎥⎥⎥⎥⎥⎦

.

†We have to twist the second factor by ε because of our choice of the isomorphism H̃ ≃ GSO(D).
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and the partial spinor L-function is

L(c1c2)(s,Θ(π+
1,2), spin)

= ∏
l∤c1c2

1

(1 − β1,ll−s)(1 − β1,lβ′2,lβ
′
1,l ⋅ l−s)(1 − β1,lβ2,lβ′1,l ⋅ l−s)(1 − β1,lβ′2,lβ

′
1,lβ2,lβ′1,l ⋅ l−s)

= ∏
l∤c1c2

1

(1 − β1,ll−s)(1 − β′1,ll−s)
⋅ 1

(1 − β−1
2,l l

−s)(1 − β′−1
2,l l

−s)

= L(c1c2)(s,π1) ⋅L(c1c2)(s, π̌2)
(3.5.8)

which agree with [BSP91, Cor 6.1] when ε = 1.

4.4 Good theta kernels

We describe the Bruhat–Schwartz functions and the resulting theta kernels used to

define the Yoshida lift.

4.4.1 Recipe for a Bruhat–Schwartz function.

The Bruhat–Schwartz function depends on

• a finite set of primes S containing those dividing Np, but not those dividing d;

• an S-basis (δ, ) for D as in §1.1.3;

• an Eichler order D = Dδ,,S(dNpr) of level dNpr as in §1.3.4; and

• an integer k ≥ 0.

Given these data, the Bruhat–Schwartz function ϕ = ϕδ,,D2k = ⊗vϕδ,,D2k,v is a factorizable

vector in

(S (XA) ⊗ V δ,
2k,0,K

)Uf×H∞

where Uf = UD
f acts by ωf ⊗ 1, and H∞ acts by the representation ω∞ ⊗ σδ,2k,0,wt,∞.

The precise recipe is as follows:

For v = l a prime: We take

ϕl(x) = ϕδ,,Dl (x) = 1

vol(UD
l )

⋅ 1Xl
(x)

where Xl = L ∨
l ⊗Dl and 1Xl

is the characteristic function on Xl. Note that

that ϕf = ⊗lϕl is invariant under UD
f .
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For v = ∞: Given x ∈ X∞ = L∨∞ ⊗D∞, we set xi = x(wi) and denote by

x(0) = (x1x̄2)(0) =
x1x̄2 − x2x̄1

2

the trace-zero part of x1x̄2. With the notation fixed, let us define a vector-valued

polynomial P̃2k = P̃δ,
2k on X∞ with values in V δ,

2k,0,K
by

P̃δ,
2k(x) = P2k(εδ,wt,∞(x(0))) =

k

∑
i=−k

(−1)i (k!)2

(k + i)!(k − i)!
P̃ k
i ((x1x̄2)(0)) ⊗ ti

where P̃ k
i (x) = P k

i (ε
δ,
wt,∞(x)) for x ∈D∞ and P k

i ∈ Hk is the harmonic polynomial

defined in §1.2.5. We then set

ϕ∞(x) = ϕδ,,D2k,∞(x) = E(x) ⋅ P̃δ,
2k(x)

where E(x) = e−2π⋅tr(Tx) = e−2π(n(x1)+n(x2) is the standard Gaussian.

The corresponding theta kernel is then

Θδ,,D
2k (g, h) = Θ

ϕδ,,D
2k

(g, h) = ∑
x∈XQ

(ω(g, h) ⋅ϕδ,,D2k )(x).

Proposition 4.4.1. P̃δ,
2k lies in the subspace of HarmH∞×U

Sp
∞ (X)σδ,

2k,0,wt,∞
⊗ V2k,0,∞

fixed by H∞ under ω∞ × σδ,2k,0,wt,∞.

Proof. We suppress the superscript (δ, ) and the subscript (2k,0) in order to keep

the discussion transparent. First note that the degree of P̃2k is 2k = deg(σ2k) since

x1x̄2 has coordinates of degree 2 (with respect to any choice of X∞ ≃ R8); hence

P̃2k ∈ HarmH∞×U
Sp
∞ (X)σwt,∞ ⊗ V∞ by Proposition 4.3.2. Now given h = (α,β) ∈ H∞,

we have that

σwt,∞(h) ⋅ (ω∞(h) ⋅ P̃2k)(x)

=
k

∑
i=−k

(−1)i (k!)2

(k + i)!(k − i)!
P̃ k
i ((α−1x1x̄2α)(0)) ⊗ σwt,∞(α) ⋅ ti

=
k

∑
i=−k

(−1)i (k!)2

(k + i)!(k − i)!
⋅ (ρk(α) ⋅ P̃ k

i )((x1x̄2)(0)) ⊗ σwt,∞(α) ⋅ ti

= P̃2k(x)

by §1.2.6.
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Again Proposition 4.3.2, we see that ω∞(USp
∞ ) ⋅ P̃δ,

2k spans over C an irreducible

representation of USp
∞ of the highest weight (k + 2, k + 2).

Remark 4.4.1. The Bruhat–Schwartz functions we considered above belong to the

space of Bruhat–Schwartz functions from [Yos80, pg. 202] and [Yos84, (2.11)-(2.14)].

4.4.2 S-basis attached to linear maps.

Given x ∈ X = XQ = HomQ(L,D), set

δx = x2x̄1

with xi = x(wi) as before. Note that δx is not in Q ⊆ D if and only if x is non-

degenerate, i.e., x(L) = Qx1 + Qx2 is two-dimensional in D. Suppose that x is

non-degenerate and lies in X = L ∨⊗D , then δx lies in D , and we can complete it to

an S-basis (δx, ) for D for any suitable choice of finite set of primes S as in §1.1.3.

In this case, we shall refer to (δx, ) as an S-basis attached to x.

4.4.3 A key simplification.

Let x ∈ X be non-degenerate, and let (δx, ) be an S-basis attached to x. The

following proposition is central to our calculation of Fourier coefficients.

Proposition 4.4.2.

ϕδx,2k,∞(x) = e−2π⋅(n(x1)+n(x2)) ⋅ (−n(δ(0)x )) k2 ⋅ tk0

Proof. First we note that

εδx,wt,∞(x(0)) = εδx,wt,∞(δ(0)x ) =
⎡⎢⎢⎢⎢⎣

δ
(0)
x

δ̄
(0)
x

⎤⎥⎥⎥⎥⎦

in M2(C). By (2.5.2) from §1.2.5, we see that

P̃δx,
2k (x) =

k

∑
i=−k

(−1)i (k!)2

(k + i)!(k − i)!
P̃ k
i ((x1x̄2)(0)) ⊗ ti

= (δ(0)x )k ⋅ tk0
= (−n(δ(0)x ))k ⋅ tk0

as claimed.
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We emphasize that this key simplification occurs only when we align x and (δx, )
in this manner, and this is one of the main reason for introducing these S-bases.

4.4.4 Compatibility with conjugation.

Let (δ, ) be an S-basis and (γ, κ) be an S′-basis for D and let D and D ′ be the

corresponding Eichler orders. Let us compare the Bruhat–Schwartz functions ϕ and

ϕδ,,D2k and ϕγ,κ,D
′

2k .

Let α = (αv) ∈D×
A be an element defined as in §2.3.3. It enjoys the properties

εγ,κwt,∞ ○Ad(α∞) = εδ,wt,∞ and αl ⋅Dl ⋅ α−1
l = D ′

l

for all l. It follows that

P̃γ,κ
2k (α∞ ⋅ x ⋅ α−1

∞ ) = P̃δ,
2k(x) and ϕγ,κ,D

′

l (αl ⋅ x ⋅ α−1
l ) = ϕδ,,Dl (x)

where αv ⋅ x ⋅α−1
v = hαv ⋅ x is the post-composition action by hα,v = (αv, αv) ∈Hv. As a

result, we see ω(h−1
α ) ⋅ϕγ,κ,D

′

2k = ϕδ,,D2k and therefore

ω(h−1
α ) ⋅Θγ,κ,D ′

2k = Θδ,,D
2k . (4.4.9)

4.5 An arithmetic Yoshida lift

We are ready to define an arithmetic Yoshida lift.

4.5.1 Definition of the Yoshida lift.

Let π1 (resp. π2) be a cuspidal automorphic form of

• weight 2k (resp. weight 0),

• level dNpr (resp. level dNpr), and

• central character ε (resp. central character ε−1) such that ε∞ = 1.

We further assume that π1 and π2 have reciprocal eigenvalue under all Atkin–Lehner

operators wl from §2.3.2, i.e., al(π1)al(π2) = 1 for all l ∣ dNp. Let {f ●i = f δ,i } be a

compatible set of automorphic forms attached to πi for i = 1,2. They give rise to

the compatible set of automorphic forms {f ●1,2 = f ●1 ⊗ f ●2} on H̃ attached to π1,2 as in

§3.3.2.
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Definition 4.5.1. The Yoshida lift of {f ●1} and {f ●2}, denoted by Y({f ●1},{f ●2}), is a

scalar-valued function on GSp4(A) given by the theta lift

Y({f ●1},{f ●2})(g) =
1

vol(H∞)
⋅ jω(g, hg) ⋅Θ●

2k,π1,2(hg) ⋅ f ●1,2oH

= 1

vol(H∞) ∫HQ/HA

⟨Θ●
2k(g, hhg), f ●1,2(hhg)⟩2k,0 dh

(5.1.10)

where hg is any element in H̃A with λ(hg) = λ′(g).

For simplicity, we sometimes denote the Yoshida lift by Y(π1,π2), keeping in

mind that this actually depends on a compatible set of automorphic forms {f ●i } for

each i.

4.5.2 Independence of basis.

Let us check Y = Y({f ●1},{f ●2}) is well-defined, that is, it is independent of the actual

automorphic form f ●1,2 which we are lifting. To begin, let (δ, ) be an S-basis and (γ, κ)
be an S′-basis for two possibly different set of finite primes S and S′. Fix Eichler

orders D = Dδ,,S(dNpr) and D ′ = Dγ,κ,S′(dNpr) and denote by f δ,i and fγ,κi the

compatible automorphic forms attached to π with respect to these choices following

the recipe from §2.3.1 for i = 1,2. Let α = (αv) ∈D×
A be an element defined in §2.3.3,

and set hα = (α,α) ∈HA, we have:

jω(g, hg) ⋅Θγ,κ,D ′

2k ,π1,2(hg) ⋅ fγ,κ1,2 oH

= ∫
HQ/HA

⟨Θγ,κ,D ′

2k (g, h(hgh−1
α h

−1
g )hg), fγ,κ1,2 (h(hgh−1

α h
−1
g )hg)⟩2k,0 dh

= ∫
HQ/HA

⟨(ω(h−1
α ) ⋅Θγ,κ,D ′

2k )(g, hhg), (π1,2(h−1
α ) ⋅ fγ,κ1,2 )(hhg)⟩2k,0 dh

= ∫
HQ/HA

⟨Θδ,,D
2k (g, hhg), f δ,1,2(hhg)⟩2k,0 dh

= jω(g, hg) ⋅Θδ,,D
2k ,π1,2(hg) ⋅ f δ,1,2oH

since π1,2(h−1
α ) ⋅ fγ,κ1,2 = f δ,1,2 by §3.3.2 and ω(h−1

α ) ⋅Θγ,κ,D ′

2k = Θδ,,D
2k by §4.4.4.

4.5.3 The arithmetic Yoshida lift as a theta function.

Let Y be the classical Siegel modular form to Y using the procedure from §3.4.11,

namely,

Y (Z) = det(J(g∞, i))k+2 ⋅Y(g∞)
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where g∞ ∈ GSp4(R)+ is any element such that g∞⟨i⟩ = Z. Note that Y has weight

(k+2, k+2) as we saw in §4.4.1. Let us check that Y is in fact just a linear combination

of theta functions along the lines indicated in [Yos80, (2.20)].

First note that it suffices to take g∞ ∈ Sp4(R) since Sp4(R) acts transitively on

H2. By definition, we have

Y (Z) = 1

vol(H∞)
⋅ det(J(g∞, i))k+2 ⋅ ∫

HQ/HA

⟨Θ●
2k(g∞, h), f ●1,2(h)⟩2k,0 dh

= 1

vol(H∞)
⋅ det(J(g∞, i))k+2 ⋅ ∫

HQ/HA

⟨ ∑
x∈XQ

(ω(g∞, h) ⋅ϕ●
2k)(x), f ●1,2(h)⟩2k,0 dh

= 1

vol(H∞)
⋅ det(J(g∞, i))k+2 ⋅ ∫

HQ/HA

⟨ ∑
x∈XQ

(ω(g∞) ⋅ϕ●
2k)(h−1x), f ●1,2(h)⟩2k,0 dh.

We claim the integrand is invariant under the action by UD = UD
f ×H∞. Indeed, since

πi’s have reciprocal eigenvalues under the Atkin-Lehner operators, we see that f ●1,2 is

right-invariant under UD
f . On the other hand, for hf ∈ UD

f , we have that h−1 ⋅ x lies

in the support Xf of ϕ●
2k,f = ⊗v<∞ϕ●2k,l if and only if x ∈ Xf , from which we see that

ϕ●
2k,f is also right-invariant under UD

f . Furthermore, we have that

(ω∞(h∞) ⋅ ϕ●2k,∞)(x) = σ●2k,0,wt(h−1
∞ ) ⋅ ϕ●2k,∞(x)

by construction.∗ Likewise, f ●1,2(hfh∞) = σ̌●2k,0,wt(h−1
∞ ) ⋅ f ●1,2(hf). Since the pairing

⟨●, ●⟩2k,0 is H∞-invariant, the claim follows.

Now HQH∞/HAf
is compact since D is definite, and so we have a double-coset

decomposition

HA =
r

⋃
i=1

HQ ⋅ hi ⋅UD
f H∞

for a fixed set of representatives h1, . . . , hr in Hf .

To continue, we note that by the Iwasawa decomposition of Sp4(R) = P1(R) ⋅USp
∞ ,

it suffices to consider an element g∞ in the Siegel parabolic P1(R), which has the

form

g∞ =
⎡⎢⎢⎢⎢⎣

a b
ta−1

⎤⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎣

a
ta−1

⎤⎥⎥⎥⎥⎦
⋅
⎡⎢⎢⎢⎢⎣

1 a−1b

1

⎤⎥⎥⎥⎥⎦
∗Indeed, we saw in the proof of Proposition 4.4.1 that

(ω∞(h∞) ⋅ P̃●

2k)(x) = σ●2k,0,wt(h−1
∞

) ⋅ P̃●

2k(x).

The Gaussian e−2π⋅(n(x1)+n(x2)) = e−2π⋅tr(Tx), on the other hand, is fixed by ω∞(h∞) since tr(Th−1
∞
⋅x) =

tr(Tx).
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with a−1b ∈ SM2(R) symmetric. We have J(g∞, i) = det(ta−1) = det(a)−1 and that

ω∞(g∞) ⋅ ϕ●2k,∞(x) = det(a)2 ⋅ ψ∞(tr(a−1b ⋅ Tx)) ⋅ ϕ●2k,∞(x ⋅ a)

= det(a)2 ⋅ e2πı⋅tr(a−1b⋅Tx) ⋅ e−2π⋅tr(a⋅Tx⋅ta) ⋅ det(a)k ⋅ P̃●
k(x)

= det(a)k+2 ⋅ e2πı⋅tr(Tx⋅(taa⋅ı+a−1b)) ⋅ P̃●
k(x)

since ψ∞(a) = exp(2πıa) by §0.4.3, and a direct computation shows that Tx⋅a = a⋅Tx ⋅ta
and (x ⋅ a)(0) = det(a) ⋅ x(0). Moreover, we see that taa ⋅ ı + a−1b = ata ⋅ ı + bta = g∞⟨i⟩
as in [Yos80, (2.19)].

Substitute this in to the integral, we see that Y in fact a linear combination of

theta functions:

Y (Z) =
r

∑
i=1

1

ei
∑
x∈XT

Q

⟨ϕ●
2k,f(h−1

i x) ⋅ e2πı⋅tr(Tx⋅Z) ⋅ P̃●
k(x), f ●1,2(hi)⟩2k,0

=
r

∑
i=1

1

ei
∑

x∈h−1
i ⋅Xf∩X

T
Q

f ●2(βi) ⋅ ⟨P̃●
k(x), f ●1(αi)⟩2k,0 ⋅ e2πıtr(TxZ)

(5.3.11)

where we set hi = (αi, βi) and ei = #(HQ ∩ hiUD
f h

−1
i ).

Remark 4.5.1. Because of the twist by hi however and the presence of the (vector-

valued) harmonic polynomial P̃●
k, we cannot say much concerning this expression in

terms of integrality. On the other hand, we can deduce the rationality of the Yoshida

lift quite easily from this expression.

4.5.4 Properties of the arithmetic Yoshida lift.

We summarize the main properties of the Yoshida lift in the following generalization

of [Yos80, Theorem 2.7]:

Theorem 4.5.1 (Yoshida). The arithmetic Yoshida lift Y = Y({f ●1},{f ●2}) is a scalar-

valued holomorphic automorphic form on GSp4(A) of level dNpr, weight k + 2, and

central character ε. In other words, we have

Y(γzgufu∞) = ε(z) ⋅ det(J(u∞, i))−k−2 ⋅Y(g),

for all γ ∈ GSp4(Q), z ∈ ZGSp4
(A), g ∈ GSp4(A), and ufu∞ ∈ UGSp(dNpr). The

associated function on H2,

Y (Z) = det(J(g∞, i))k+2 ⋅Y(g∞)
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for g∞ ∈ Sp4(R) such that g∞⟨i⟩ = Z is a holomorphic Siegel modular form of degree

2, character ε, level dNpr, and weight k + 2.

Proof. By §4.3.2 and our choice of the Bruhat–Schwartz function at the finite places,

we see that Y has level dNpr. The weight of Y is k + 2 follows from Proposition

4.3.2 and Proposition 4.4.1. We see that the central character of Y is ε by apply

(z,1) ∈ ZH̃(Af) to the Yoshida lift and noting that Θ●
2k is fixed by (z,1).

The holomorphy of Y follows from the fact the irreducible automorphic repre-

sentation Θ(π+
1,2) generated by Y has infinity type Πk+1,k, which is a holomorphic

discrete series when k ≥ 1 (and a limit of such when k = 0), together with the fact

that Y is a vector of the lowest K-type τ(k+2,k+2). This is Corollary 4.3.4 together

with §3.4.8 and Theorem 4.3.1, noting that π̌+
(1,2),∞

≃ π+
(1,2),∞

as representations of

H̃+
∞. Alternatively, we can expand Y into a linear combination of theta functions

(5.3.11), which is holomorphic by inspection.

Finally, the cuspidality of Y follows from Theorem 4.3.1.

Remark 4.5.2. We also described the partial standard and partial spinor L-functions

associated with Y in §4.3.5. Note that since c(πi) = dNpr for i = 1,2, the Euler

factors for these L-functions are defined at all primes not dividing dNpr.

4.5.5 Rationality and integrality.

As the name implies, the arithmetic Yoshida lift Y = Y({f ●1},{f ●2}) should carry

some arithmetic content. To justify this, let Y = Y ({f ●1},{f ●2}) be the classical Siegel

modular form associated with Y as in §3.4.11. It has a Fourier expansion (along the

cusp at infinity) given by

Y = ∑
T ∈T

a(T ) ⋅ e2πι⋅tr(TZ),

and by §3.6.5, the arithmetic properties of Y are reflected through the Fourier coef-

ficients a(T ).
First we have the following proposition concerning the rationality of Y .

Proposition 4.5.2. If the compatible families {f ●i } attached to π are algebraic (Def-

inition 2.3.3) for i = 1,2, then the T th Fourier coefficient a(T ) of Y = Y ({f ●1},{f ●2})
lies in some number field F = F T which depends on T and {f ●i }.

Moreover, all the Fourier coefficients a(T ) of Y are contained in the compositum

K({f1},{f2}) =K({f1}) ⋅K({f2}) where K({fi}) is the field of definition of {fi} as in

§2.3.4.
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Proof. This is Proposition 5.2.1 and Corollary 5.2.2 in the case tf = 1. It follows from

the formula (2.5.8) for a(T ).

In the same vein, we have the following result concerning the p-integrality of Y .

Theorem 4.5.3. If the compatible families {f ●i } attached to π are p-integral (Defini-

tion 2.3.4) for i = 1,2, then the arithmetic Yoshida lift Y({f ●1},{f ●2}) is p-integral in

the sense that Y = Y ({f ●1},{f ●2}) has all its Fourier coefficients a(T ) contained in

(K ∩ 1

k!
OCp) ⊂ (Q̄ ∩ 1

k!
OCp)

with K =K({f1},{f2}) as in the previous theorem.

Moreover, if p > k, then the T th Fourier coefficient a(T ) of Y lies in the local

ring OF,(pF ) for the same number field F = F T from the previous theorem.

Proof. This is Theorem 5.3.3 in the case tf = 1 together with the preceding proposition

since the p-integral compatible sets {f ●i } are by definition algebraic.

The following corollary is crucial for attaching Galois representations to Y, which

we plan to take on in a subsequent work. Set Z̄(p) = Q̄ ∩OCp .

Corollary 4.5.4. Suppose p > k and that the cuspidal automorphic representations

πi have level dN relatively prime to p (so r = 0), then Y = Y ({f ●1},{f ●2}) defines a

global section in H0(M̄2,N , ω̄⊗k ⊗Z[ 1
N
,ζN ] Z̄(p)).

Proof. Since p > k, all the Fourier coefficients a(T ) of Y belong to Z̄(p), the corollary

then follows from Corollary 3.6.3.

4.5.6 Non-vanishing.

The question of the non-vanishing of the Yoshida lift has been studied in [Yos80],

[BSP91], and [BSP97]. We strengthen some of these results by considering the case

of Yoshida lifts of arbitrary level. This is our second main theorem:

Theorem 4.5.5. Suppose that the central characters εi of the cuspidal automorphic

representations πi are trivial. Then the arithmetic Yoshida lift Y({f ●1},{f ●2}) is not

identically zero.

Proof. We have shown in Theorem 6.2.5 that an infinite number of Fourier coefficients

ati(Y ) are not zero, consequently Y is identically not zero; therefore, Y(π1,π2) is

also not identically zero.
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Remark 4.5.3. We should mention that [BSP97] has obtained non-vanishing results

in the case of lifts to higher-rank symplectic groups and the case of general weights.

It is also worth pointing out that our methods of proof are fundamentally different.

4.5.7 Non-vanishing modulo p.

Assuming Artin’s conjecture on primitive roots, then we have the following theorem

concerning the non-triviality of Y modulo p:

Theorem 4.5.6. Suppose that

• p > k;

• the cuspidal automorphic representations πi’s have level dN relatively prime to

p (so r = 0);

• the central characters επi are trivial;

• and that Conjecture 6.2.6 holds.

Under these assumptions, if the p-integral compatible families of automorphic

forms {f ●i } attached to πi are non-Eisenstein at p in the sense of Definition 2.3.5

for i = 1,2, then the arithmetic Yoshida lift Y({f ●1},{f ●2}) is non-zero modulo p in the

sense that the image of Y = Y ({f ●1},{f ●2}) under the reduction map

H0(M̄2,N , ω̄
⊗k ⊗Z[ 1

N
,ζN ] Z̄(p)) →H0(M̄2,N , ω̄

⊗k ⊗Z[ 1
N
,ζN ] (Z̄(p)/p))

is not zero.

Proof. By Corollary 4.5.4, Y defines a global section in H0(M̄2,N , ω̄⊗k⊗Z[ 1
N
,ζN ] Z̄(p)).

By Proposition 3.6.1, the Fourier expansions of Y along other cusps γ ⋅ i for γ ∈
GSp4(Q)+ also have their coefficients belonging to Z̄(p). The Remarks 3.4.3 and 3.5.2

explained that the Fourier coefficient atf (T ) for any tf ∈M(Af) with M ⊂ GSp4 the

Levi subgroup of the Siegel parabolic, are in fact Fourier coefficients of Y along some

cusp γi. Consequently, we see that atf (T ), for all possible indices T , lie in Z̄(p) as

well.

Now we have shown in Theorem 6.2.7 that one of the Fourier coefficients ati(Tn)
is not contained in p ⋅ Z̄(p). Apply Theorem 3.6.2 (or just Proposition 3.6.2) with

M1 = p ⋅ Z̄(p) and M2 = Z̄(p), we see that the section Y is not contained in

H0(M̄2,N , ω̄
⊗k ⊗Z[ 1

N
,ζN ] p ⋅ Z̄(p))
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(here p ⋅ Z̄(p) denotes the constant sheaf on Spec(Z[ 1
N , ζN]) associated with pZ̄(p)).

Consequently its image in H0(M̄2,N , ω̄⊗k ⊗Z[ 1
N
,ζN ] (Z̄(p)/p)) is not zero.
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Chapter 5. Fourier Coefficients

5.1 An integral representation

Let Y = Y({f ●1},{f ●2}) be the arithmetic Yoshida lift of the compatible sets of auto-

morphic forms {f ●i } as in Definition 4.5.1, and denote by Y the associated classical

Siegel modular form. We rework the integral representation for the Fourier functional

of Y in [Yos84] to fit into our framework. Since Y is a cusp form, we only need to

consider the indices T ∈ Tint which are semi-integral and positive definite.

5.1.1 Unfolding the theta kernel.

Fix an index T ∈ Tint and assume that T is positive-definite. Let KT be the imaginary

quadratic field attached to T , and identify KT,× ≃ GSO(T ) as a subgroup of M ⊂ GSp4

via the embedding describe in §3.5.4. Let us compute that value of aT at

t =
⎡⎢⎢⎢⎢⎣

t

n(t) ⋅ tt−1

⎤⎥⎥⎥⎥⎦
∈KT,×

A .

We have:

aT (t) = ∫
NQ/NA

Y
⎛
⎝

⎡⎢⎢⎢⎢⎣

1 S

1

⎤⎥⎥⎥⎥⎦
t
⎞
⎠
ψ(−TS)dS

= ∫
NQ/NA

ψ(−TS) ⋅ 1

vol(H∞) ∫HQ/HA

⟨Θ●
ϕ(St, h), f ●1,2(hht)⟩2k,0 d

1hdS

where ht is an element in HA of similitude λ′(t) = n(t) and ● is an arbitrary choice

of S-basis for D. For simplicity, we set ⟨●, ●⟩ = ⟨●, ●⟩2k,0.
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By expanding Θ●
ϕ and applying the Weil action for similitude groups, we find that

Θ●
ϕ(St, hht) = ∑

x∈XQ

ψ(TxS) ⋅ϕ●(h−1
t h

−1xt), ∗

where h ∈ HA and t ∈ GL(L)A act on x ∈ X by post and pre-composition, and Tx is

the symmetric matrix associated to x in §4.2.1. Substituting this into the integral,

we get

aT (t) = 1

vol(H∞) ∫HQ/HA

∑
x∈XQ

⟨ϕ●(h−1
t h

−1xt), f ●1,2(hht)⟩∫
NQ/NA

ψ(TxS − TS)dS d1h

= 1

vol(H∞) ∫HQ/HA

∑
x∈XT

Q

⟨ϕ●(h−1
t h

−1xt), f ●1,2(hht)⟩d1h,

since

∫
NQ/NA

ψ(TxS − TS)dS

is nonzero if and only if ψ((Tx − T )S) ≡ 1, which only happens when Tx = T . This

gives the following result.

Proposition 5.1.1. atf (T ) = 0 if XT
Q is empty.

Proof. If XT
Q is empty, then aT (t) = 0. The proposition follows by §3.5.2 (5.2.10).

5.1.2 XT as a homogeneous space.

To continue, observe thatH ≃ SO(D) acts on XT
Q ⊂ HomQ(L,D) by post-composition.

We have the following proposition.

Proposition 5.1.2. If XT
Q is not empty, then it is a homogeneous space under the

SO(D).

∗Indeed, set Θϕ = Θ●

ϕ, we have

Θϕ(St, hht) = ∑
x∈XQ

(ω(St, hht)ϕ)(x)

= ∣n(t)∣−2 ∑
x∈XQ

(ω (S ⋅ [t n(t)tt−1] [
1

n(t)−1] , hht)ϕ)(x)

= ∣n(t)∣−2 ∑
x∈XQ

ψ(TxS) ⋅ (ω ([t n(t)tt−1] , hht)ϕ)(x)

= ∑
x∈XQ

ψ(TxS) ⋅ϕ(h−1
t h

−1xt).
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Proof. This is a consequence of Witt’s decomposition theorem [O’M00, Theorem

(42:17)]. Indeed, fix a representative x ∈ XT
Q, and let y be an elements in XT

Q so

that Ty = Tx. The linear isomorphism defined by sending xi → yi takes x(L) to

y(L) while preserving the norm form. Witt’s decomposition theorem then provides

us with an isometry from x(L)⊥ to y(L)⊥, which we can choose to have the correct

determinant so together with the isometry from x(L) → y(L), it defines an element

in SO(D). Note this does not require x to be non-degenerate.

We assume without loss of generality that XT
Q is non-empty in the following com-

putations.

5.1.3 Orbit integral.

Fix a representative x ∈ X ∩XT
Q, and denote by Stx the stabilizer of x as a closed

algebraic subgroup in H. We have that

XT
Q ≃ Stx,Q/HQ.

By substitution, we get

aT (t) = 1

vol(H∞)
⋅ ∫

HQ/HA

∑
γ∈Stx,Q/HQ

⟨ϕ●(h−1
t h

−1γ−1xt), f ●1,2(γhht)⟩d1h

= 1

vol(H∞)
⋅ ∫

Stx,Q/HA

⟨ϕ●(h−1
t h

−1xt), f ●1,2(hht)⟩d1h.

5.1.4 S-bases attached to indices.

We have associated a polynomial mT (X) = aX2 + bX + c with T ∈ Tint in §3.5.3. Let

T be positive-definite as above. We define a related polynomial m̃T by

m̃T (X) =X2 + bX + ac.

Since mT (X) = 1
a ⋅ m̃T (aX), mT and m̃T define the same quadratic form and share

the same splitting field KT .

Let x ∈ XT
Q be the fixed representative above. As in §4.4.2, we can complete

δx = x2x̄1 ∈ D to an S-basis (δx, ) for D. Note that δx satisfies the polynomial m̃T ,

and so we see thatKδx = Q(δx) ≃KT as imaginary quadratic fields. More importantly,
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we now have the following description of Stx:

Stx = {(ṫ, x−1
1 ṫx1) ∈H ∶ ṫ ∈Kδx} ≃ T δx , ∗ (1.4.1)

where T δx = △(Q×/Kδx,×) ≃ Q×/K̇T,× is the torus in H defined in §3.1.3.

5.1.5 Equivariant linear maps.

We have now two (right) actions by t ∈ KT,× on y ∈ XQ = HomQ(L,D). One is

through the identification L
φTÐ→ KT from §3.5.4 together with the pre-composition

y ⋅ t:
L

tÐ→ L
yÐ→D;

the other is through the map t ↦ (ṫ,1) ∈ H̃ together with the post-composition

(ṫ,1) ⋅ y:

L
yÐ→D

(ṫ,1)
ÐÐ→D.

Let us compare these two actions in the special case that y is the fixed represen-

tative x ∈ XT
Q. Set t = t1 + t2 ⋅ δT , with δT ∈ KT a fixed root of mT as in §3.5.4, then

ṫ = t1 + t2 ⋅ δxa = t1 + t2 ⋅ δx
n(x1)

as an element in Kδx ⊂D. we have:

(x ⋅ t)(w1) = x((φT )−1(t ⋅ 1)) (x ⋅ t)(w2) = x((φT )−1(t ⋅ δT ))

= x(t1w1 + t2w2) = x(− c
a
t2w1 + (t1 −

b

a
t2)w2)

= t1x1 + t2
δx

n(x1)
x1 = − c

a
t2 ⋅

δ̄x
n(x2)

x2 + (t1 −
b

a
t2)x2

= ṫ ⋅ x1 = ṫ ⋅ x2

where the final equality follows from the fact δ
a = −

b
a −

c
a
δ̄x
c . Consequently, we find that

(ṫ,1) ⋅ x = x ⋅ t. (1.5.2)

∗Indeed, given (ṫ, x−1
1 ṫx1) ∈ Stx, we have ṫ ⋅ x1 ⋅ x−1

1 ṫ−1x1 = x1 and

ṫ ⋅ x2 ⋅ x−1
1 ṫ−1x1 = ṫ ⋅ δx ⋅ ṫ−1x1 ⋅

1
n(x1)

= δx ⋅ x1 ⋅
1

n(x1)
= x2.
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5.1.6 Factoring out toral action.

We return to our computation of aT (t) for t ∈ KT,×
A . The element (ṫ,1) ∈ H̃A has

similitude n(t), so we can set ht = (ṫ,1). By (1.5.2), the integral expression for aT (t)
becomes:

aT (t) = 1

vol(H∞)
⋅ ∫

Stx,Q/HA

⟨ϕ●(h−1
t h

−1ht ⋅ x), f ●1,2(hht)⟩d1h.

Now conjugation by ht defines an automorphism on HA that preserves the sub-

group Stx,A. Furthermore, the modulus of the conjugation automorphism by ht =
(ṫ,1) is 1 by §3.2.4. It follows that

aT (t) = 1

vol(H∞)
⋅ ∫

Stx,Q/HA

⟨ϕ●((h−1
t hht)−1 ⋅ x), f ●1,2(ht(h−1

t hht))⟩d1h

= 1

vol(H∞)
⋅ ∫

Stx,Q/HA

⟨ϕ●(h−1 ⋅ x), f ●1,2(hth)⟩d1h.

We are now in a position to break up the integral by the action of ŵ = (ẇ, x−1
1 ẇx1) ∈

Stx,A. More precisely, we have

aT (t) = 1

vol(H∞)
⋅ ∫

Stx,Q/Stx,A
∫

Stx,A/HA

⟨ϕ●((ŵh)−1 ⋅ x), f ●1,2(htŵh)⟩d1hdŵ

= 1

vol(H∞)
⋅ ∫

Stx,A/HA
∫

Stx,Q/Stx,A
⟨ϕ●(h−1 ⋅ x), f ●1,2(htŵh)⟩dŵ d1h.

5.1.7 Archimedean pairing.

We can simplify aT (t) one step further before having to pin down ϕ● and f ●1,2 exactly

by a choice of S-basis. Observe that since ⟨●, ●⟩ is a H∞-invariant pairing as in §3.3.5,

we have

⟨ϕ●(h−1 ⋅ x), f ●1,2(htŵh)⟩ = ⟨σ●1,2(h−1
∞ ) ⋅ϕ●(h−1

f ⋅ x), σ̌●1,2(h∞)−1 ⋅ f ●1,2(htŵh)⟩

= ⟨ϕ●(h−1
f ⋅ x), f ●1,2(htŵhf)⟩.

This gives

aT (t) = 1

vol(Stx,∞)
⋅ ∫

Stx,f /Hf
∫

Stx,Q/Stx,A
⟨ϕ●(h−1

f ⋅ x), f ●1,2(htŵhf)⟩dŵ d1hf . (1.7.3)
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5.2 Specializing to good choices

We fix a good choice of S-basis (δx, ) for D with respect to the fixed choice of

x ∈ X ∩ XT
Q. We then evaluate aT (t) by specializing (1.7.3) to a specific Bruhat–

Schwartz function ϕδx, and a particular member f δx,1,2 of the compatible set {f ●1,2}.

5.2.1 The choice of a set S.

The choice of S now has bearing on our discussion. Recall that this choice only affects

the local conditions on the particular Eichler order D(dNpr) that we choose. Let x

be the fixed representative in X ∩XT
Q as above, we have associated with it an element

δx in Kδx ⊂ D. Denote by Ox = Oδx the order Z[δx] in Kδx . The conductor of O is

exactly n(δ(0)x ) = det(T ). In view of this, we set

S = {2, p} ∪ {primes l that divide 4 det(T )} − {l ∣ d}.

5.2.2 The choice of an S-basis.

Let (δx, ) be an S-basis associated with x as in §4.4.2, and set ϕx = ϕδx,,D2k and

fxi = f δx,,Di , i = 1,2. Here D = Dδx,,S(r) is an Eichler order of level dNpr associated

with (δx, ) in §1.3.4. Let us evaluate (1.7.3) using ϕx and fxi .

Under these choices,

ϕx(h−1
f ⋅ x) = ϕxf(h−1

f ⋅ x) ⋅ϕx∞(x)

and

ϕx∞(x) = e−2π⋅(n(x1)+n(x2)) ⋅ (−n(δ(0)x )) k2 ⋅ tk0
= e−2π⋅tr(T ) ⋅ (−det(T )) k2 ⋅ tk0

by Prop. 4.4.2. The integral (1.7.3) now becomes

aT (t) = 1

vol(Stx,∞)
⋅ e−2π⋅tr(T ) ⋅ (−det(T )) k2

⋅ ∫
Stx,f /Hf

ϕxf(h−1
f ⋅ x)∫

Stx,Q/Stx,A
⟨tk0, fx1,2(htŵhf)⟩dŵ d1hf .

(2.2.4)

5.2.3 Integrality-preserving isometries.

We turn our attention to ϕxf .
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By definition, we have that

ϕxf(h−1
f ⋅ x) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

1
vol(UD

f
)

if h−1
f ⋅ x ∈ Xf , and

0 otherwise.

It follows that the integrand is supported on the subset Stx,f/Ex,f of Stx,f/Hf , where

Ex,f = {hf ∈Hf ∶ h−1
f ⋅ x ∈ Xf}

= {hf = (α,β) ∶ α−1xiβ ∈ Df , i = 1,2}.

The normalizer UD
f ⊂Hf of Df acts on Ex,f . To utilize this observation, we need to

assume that π1 and π2 have reciprocal eigenvalues under the Atkin–Lehner operators

wl from §2.3.2 for primes l ∣ dNpr; in other words, that al(π1)al(π2) = 1. Under this

assumption, fx1,2 is right-invariant under UD
f , and the integrand in (2.2.4) is constant

on the orbits

Stx,f/Stx,f ⋅ hf ⋅UD
f ≃ (h−1

f Stx,fhf ∩UD
f )/UD

f

of this action. We arrive at the following expression

aT (t) = e
−2π⋅tr(T ) ⋅ (−det(T )) k2

vol(Stx,∞)
⋅∑
hf

1

vh
∫

Stx,Q/Stx,A
⟨tk0, fx1,2(htŵhf)⟩dŵ (2.3.5)

where vh = vol(h−1
f Stx,fhf ∩UD

f ) and hf runs through a set of double-coset represen-

tatives for

Ēx,f = Stx,f/Ex,f/UD
f

which is in fact finite [Yos84, Prop. 1.5].

5.2.4 Averaging over an ideal class group.

For a fixed hf , the integrand

⟨tk0, fx1,2(htŵhf)⟩

as a function of ŵ ∈ Stx,A is right-invariant under

USt
h = (h−1

f Stx,fhf ∩UD
f ) × Stx,∞.†

†The right-invariance under Stx,∞ follows from the observation that tk0 is of weight 0 in V2k,
hence is fixed by the action of ŵ∞.
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Under the isomorphism Stx ≃ Q×/Kδx,×, we see that

Stx,Q/Stx,A/USt
h ≃Kδx,×

Q /Kδx,×
A /(Ox,×

h,f ⋅K
δx,×
∞ ) = Cl(Ox

h)

for some order Ox,×
h in K. The integral (2.3.5) simplifies as a double sum:

aT (t) = e
−2π⋅tr(T ) ⋅ (−det(T )) k2

vol(Stx,∞)
⋅∑
hf

1

vh
⋅
vh ⋅ vol(Stx,∞)

eh
⋅ ∑
w∈Cl(Ox

h
)

⟨tk0, fx1,2(htŵhf)⟩

= e−2π⋅tr(T ) ⋅ (−det(T )) k2 ⋅ ∑
hf

1

eh
∑

w∈Cl(Ox
h
)

⟨tk0, fx1,2(htŵhf)⟩

(2.4.6)

where ŵ = (ẇ, x−1
1 ẇx1) ∈ Stx,f as before, and

eh =
#(Kδx,×

Q ∩Ox,×
h,f ⋅K

δx,×
∞ )

#Z×

is half the number of units in Ox
h . Since Kδ,x is purely imaginary, we see that

eh =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

2 if Ox
h ≃ Z[

√
−1];

3 if Ox
h ≃ Z[1+

√
−3

2 ];

1 otherwise.

5.2.5 A formula for at(T ).

By definition of fx1,2, we have

fx1,2(htŵhf) = fx1,2((ṫ,1)(ẇ, x−1
1 ẇx1)(α,β))

= fx1 (ṫẇα) ⋅ fx2 (x−1
1 ẇx1β).

Plug this into the inner sum in (2.4.6), we get

aT (t) = e−2π⋅tr(T ) ⋅ (−det(T )) k2 ⋅ ∑
hf ∈Ēx,f

1

eh
∑

w∈Cl(Ox
h
)

⟨tk0, fx1 (ṫẇαh)⟩ ⋅ fx2 (x−1
1 ẇx1βh). (2.5.7)

Let us relate aT (t) to the Fourier coefficient aTtf of the (shifted) Siegel modular
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form Ytf using the relation (5.2.9), which in this case simplifies to

aT (tf t∞) = det(J(t∞, i))−kλ′(t∞)k ⋅ atf (T ) ⋅ψ∞(T ⋅ (t∞⟨i⟩))

= n(t∞)−k ⋅ n(t∞)k ⋅ atf (T ) ⋅ e2πι⋅tr(T ⋅i)

= atf (T ) ⋅ e−2π⋅tr(T ).

Thus we arrive at the following formula for atf (T ):

atf (T ) = (−det(T )) k2 ⋅ ∑
hf ∈Ēx,f

1

eh
∑

w∈Cl(Ox
h
)

⟨tk0, fx1 (ṫẇαh)⟩ ⋅ fx2 (x−1
1 ẇx1βh). (2.5.8)

From this formula, we see that rationality of atf (T ) follows immediately from the

algebraicity of fxi ’s.

Proposition 5.2.1. Suppose that the fxi ’s are algebraic in the sense of Definition

2.3.3, with field of definition K(fxi ), then the T th Fourier coefficient atf (T ) of Ytf is

defined over the compositum K(fx1 ) ⋅K(fx2 ).

Proof. Indeed, first note that K(fxi ) contains
√
−det(T ) for both i = 1,2. In fact, by

§5.1.4 together with the definition of K(fxi ) from §2.3.4, we see that K(fxi ) contains

K =KT (
√

n()), where KT =K(
√
−det(T )) is the splitting field of mT from §5.1.4.

It remains to check that

⟨tk0, fx1 (ṫẇαh)⟩ ⋅ fx2 (x−1
1 ẇx1βh)

lies in K(fx1 ) ⋅K(fx2 ), and this is the case by the definition of algebraic automorphic

forms.

Corollary 5.2.2. Suppose that the compatible sets of automorphic forms {fxi } are al-

gebraic, then the Fourier coefficients atf (T ) of Ytf are all contained in the compositum

K({fi}) =K({f1}) ⋅K({f2}).

5.3 Integrality of Fourier coefficients

Assume for the rest of this section that the compatible sets of automorphic forms

{f ●i } are p-integral. We establish the p-integrality of the Fourier coefficients atf (T ).

5.3.1 A criterion for p-integrality.

Among the terms appearing in the formula (2.5.8) for atf (T ), fx2 (x−1
1 ẇx1βh) is p-

integral by definition, and 1
eh

is either 1, 1
2 , or 1

3 , hence is a unit in Zp for p ≥ 5;
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therefore, if

(−det(T )) k2 ⋅ ⟨tk0, fx1 (ṫẇαh)⟩k (3.1.9)

if p-integral, then so is atf (T ).
By the definition of a p-integral compatible set of automorphic forms on D in

§2.3.6, we have

fx1 (ṫẇαh) ∈ σ̌x2k,wt,p(ṫpẇpαp) ⋅ σ̌p(Cx
p ) ⋅M

where σ2k,p = σp, σ̌xwt,p = σ̌δx,2k,wt,p and Cx
p = Cδx,

p . Plug the above formula into the

pairing in (3.1.9), we find

⟨tk0, fx1 (ṫẇαh)⟩k = ⟨tk0, σ̌xwt,p(ṫpẇpαp) ⋅ σ̌p(Cx
p ) ⋅ v⟩

= ⟨σp(Cx
p )−1 ⋅ σxwt,p(ṫpẇpαp)−1 ⋅ tk0,v⟩

= ⟨σp(Cx
p )−1 ⋅ σxwt,p(αp)−1 ⋅ tk0,v⟩

since tk0 is fixed by (ṫpẇp)−1 ∈Kδx,×
p . Altogether, we see that if

(−det(T )) k2 ⋅ σp(Cx
p )−1 ⋅ σxwt,p(αp)−1 ⋅ tk0 (3.1.10)

lies in OCp[X]deg≤2k, then atf (T ) lies in 1
k!OCp . To continue, we need to understand

the matrix

(−det(T )) k2 ⋅ (Cx
p )−1 ⋅ εxwt,p(αp)−1 = (−det(T )) k2 ⋅ εxar,p(αp)−1 ⋅ (Cx

p )−1

in GL2(Cp) (where for simplicity we set εxwt,p = ε
δx,
wt,p and εxar,p = ε

δx,
ar,p). Let us begin by

studying the double-coset space Ēx,f .

5.3.2 An auxiliary double-coset space.

Instead of studying Ēx,f directly, let us consider the related classes of double-cosets

Ēx̃,f where x̃ ∈ XT
Q is defined by

x̃(w1) = 1 and x̃(w2) = x2x̄1.

Unlike Ēx,f , Ēx̃,f has the property that every element h ∈ Ēx̃,f can be represented

by (α,α) for some α ∈Kδx,×
f /D×

f /D×
f . Indeed, Ex̃,f is by definition the set of elements

h = (α,β) ∈Hf such that

α−1x̃iβ ∈ Df
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for i = 1,2. In particular, we see that α−1β ∈ Df is an element of norm 1. It follows

that

(α,β) = (α,α ⋅ α−1β) = (α,α) ⋅ (1, α−1β);

since (1, α−1β) ∈ UD
f , we conclude that (α,β) = (α,α) as elements in Ēx̃,f .

5.3.3 Representatives for Ēx̃,f .

Using the factorization Ēx̃,f ≃ ∏l Ēx̃,l into local components, let us consider each Ēx̃,l

individually.

As a first reduction, we have the following general proposition which applies to

Ēx,l and not just Ēx̃,l.

Proposition 5.3.1 (Yoshida). For a prime l ≠ 2, if l does not divide 4 det(Tx) =
4ac − b2, then Ēx,f = {1}.

Proof. We elaborate on the proof given for [Yos84, Prop. 1.3]. Denote by L x
l ⊂ Dl

the image of Ll under x. Since l ∤ det(Tx), L x
l is a unimodular sub-lattice in Dl,

and we have an orthogonal decomposition

Dl = L x
l ⊥L x,⊥

l .

Given h ∈ Ex,l, we have another orthogonal decomposition

h−1Dl = L x
l ⊥L x,⊥,h

l

where L x,⊥,h
l = {x ∈ h−1Dl ∶ (x, y) = 0 for all y ∈ L x

l } is the orthogonal complement of

L x
l in h−1Dl.

By [O’M00, Theorem (92:3)], we have an isometry taking L x,⊥,h
l to L x,⊥

l . Together

with the identity map on L x
l , we obtain an element w ∈ Stx,l such that h−1 ⋅w is an

isometry preserving Dl, hence defines an element in UD
f .

Next we consider the case that D is ramified at l. In this case UD
l = Hl since Dl

is the unique maximal order in Dl; therefore Ēx,l = {1} as well.

It remains to consider the prime 2 and the primes l such that l ∣ 4 det(T ) and

l ∤ d, in other words, the primes in S possibly excluding the special prime p. Let us

identify D×
l with GL2(Ql) using the arithmetic embedding εδx,ar defined in §1.3.2 and

§1.3.3 depending on whether l is split in KT or not. By §5.3.2, it suffices to consider

the elements (α,α) with α running over a set of representatives for Kδx,×
l /D×

l /D×
l
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and satisfying the condition α−1x2x̄1α ∈ Dl. For convenience, set rl = ordl(Npr),
ν = ordl(4 det(Tx)) = ordl(ac − b2), and ς the conductor of Z[δx] as in §1.3.6.

5.3.4 The case that l splits in KT .

By §1.3.6, the union of

⎧⎪⎪⎨⎪⎪⎩
A(n, s) =

⎡⎢⎢⎢⎢⎣

1 ln

1

⎤⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎣

1

sl 1

⎤⎥⎥⎥⎥⎦
∶ n ≤ 0,0 ≤ s < lrl−1

⎫⎪⎪⎬⎪⎪⎭

and ⎧⎪⎪⎨⎪⎪⎩
B(n, t) =

⎡⎢⎢⎢⎢⎣

1 ln

1

⎤⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎣

t 1

−1

⎤⎥⎥⎥⎥⎦
∶ n ≤ 0,0 ≤ t < lrl

⎫⎪⎪⎬⎪⎪⎭

is a set of double-coset representatives for KT,×
l /GL2(Ql)/Il(r)× ≃Kδx,×

l /D×
l /D×

l . Now

δx = x2x̄1 is identified with the matrix

⎡⎢⎢⎢⎢⎣

δx

δ̄x

⎤⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎣

−b+
√

∆x

2
−b−

√
∆x

2

⎤⎥⎥⎥⎥⎦

under the arithmetic embedding εδx,ar . Here ∆x = b2 − 4ac.

After some matrix multiplications, we get:

A(n, s)−1

⎡⎢⎢⎢⎢⎣

δx

δ̄x

⎤⎥⎥⎥⎥⎦
A(n, s) =

⎡⎢⎢⎢⎢⎣

δx + sln+1
√

∆x ln
√

∆x

−sl
√

∆x(1 + sln+1) δ̄x − sln+1
√

∆x

⎤⎥⎥⎥⎥⎦
.

For the product to be in Il(rl), we must have

• n + ν
2 ≥ 0 and

• ordl(sl
√

∆x(1 + sln+1)) ≥ rl.

Similarly

B(n, t)−1

⎡⎢⎢⎢⎢⎣

δx

δ̄x

⎤⎥⎥⎥⎥⎦
B(n, t) =

⎡⎢⎢⎢⎢⎣

δ̄x

(t − ln)
√

∆x δx

⎤⎥⎥⎥⎥⎦
.

This translates to the conditions

• n + ν
2 ≥ 0 and

• ordl(t − ln) + ν
2 ≥ rl.
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Set Rx̃,l to be the inverse image under εδx,ar of the set

{(A(n, s),A(n, s)) ∶ 0 ≥ n ≥ −ν
2
} ∪ {(B(n, t),B(n, t)) ∶ 0 ≥ n ≥ −ν

2
};

then every element in Ēx̃,f can be represented by some (α,α) ∈ Rx̃,l.

5.3.5 The case that l does not split in KT .

Again by §1.3.6, the union of

⎧⎪⎪⎨⎪⎪⎩
C(n, s) =

⎡⎢⎢⎢⎢⎣

ln

1

⎤⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎣

1

sl 1

⎤⎥⎥⎥⎥⎦
∶ n ≥ −ν,0 ≤ s < lrl−1

⎫⎪⎪⎬⎪⎪⎭

and ⎧⎪⎪⎨⎪⎪⎩
D(n, t) =

⎡⎢⎢⎢⎢⎣

ln

1

⎤⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎣

t 1

−1

⎤⎥⎥⎥⎥⎦
∶ n ≥ −ν,0 ≤ t < lrl

⎫⎪⎪⎬⎪⎪⎭

is a set of double-coset representatives for KT,×
l /GL2(Ql)/Il(r)× ≃Kδx,×

l /D×
l /D×

l . Now

δx = x2x̄1 is identified with the matrix

⎡⎢⎢⎢⎢⎣

−b
2 1

∆x

4
−b
2

⎤⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎣

−b
2

−b
2

⎤⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎣

1
∆x

4

⎤⎥⎥⎥⎥⎦

under the arithmetic embedding εδx,ar . In particular, we must have that ordl(∆x) ≥ rl.
After some matrix multiplications, we get:

C(n, s)−1

⎡⎢⎢⎢⎢⎣

1
∆x

4

⎤⎥⎥⎥⎥⎦
C(n, s) =

⎡⎢⎢⎢⎢⎣

sl1−n l−n

ln∆
4 − s2l2−n −sl1−n

⎤⎥⎥⎥⎥⎦
.

For the product to be in Il(rl), we must have

• n ≤ 0 and

• ordl(ln∆
4 − s2l2−n) ≥ rl.

Similarly

D(n, t)−1

⎡⎢⎢⎢⎢⎣

1
∆x

4

⎤⎥⎥⎥⎥⎦
D(n, t) =

⎡⎢⎢⎢⎢⎣

−tln∆x

4 −ln∆x

4

t2ln∆x

4 − l−n tln∆x

4

⎤⎥⎥⎥⎥⎦
.

This translates to the conditions

• n ≤ 0 and
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• ordl(t2ln∆x

4 − l−n).

Set Rx̃,l to be the inverse image under εδx,ar of the set

{(C(n, s),C(n, s)) ∶ 0 ≥ n ≥ −ν} ∪ {(D(n, t),D(n, t)) ∶ 0 ≥ n ≥ −ν};

then every element in Ēx̃,f can be represented by some (α,α) ∈ Rx̃,l.

5.3.6 Recovering Ēx,f .

We can recover the original double-coset space Ēx,f as in proof of [Yos84, Theorem

4.3]. Denote by Dn=n(x1)
f the set of elements in Df of norm equal n(x1). For each

y ∈ Dn=n(x1)
f , set

Ey
x̃,f = {(α,β) ∈ Ex̃,f ∶ α−1x2x̄1β ∈ Dfy} and E ȳ

x,f = {(α,β) ∈ Ex,f ∶ α−1x1β ∈ Df ȳ}.

(Here ȳ is the image of y under the main involution on D.) Since an element (α,β)
of Ex̃,f (resp. of Ex,f ) belongs to Eβ−1x1β

x̃,f (resp. to Eβ−1x1β
x,f ), we have that

Ex̃,f = ⋃
y∈D

n=n(x1)

f

Ey
x̃,f and Ex,f = ⋃

y∈D
n=n(x1)

f

E ȳ
x,f .

The map cy ∶Ey
x̃,f → E ȳ

x,f given by (α,β) ↦ (α,x−1
1 βȳ) is a bijection with inverse

cy ∶Ey
x,f → Ey

x̃,f given by (α,β) ↦ (α, x̄−1
1 βy). Although the map cy is not compatible

with the right action by UD
f in general, we still have the following lemma.

Lemma 5.3.2. Every element of Ēx,f can be represented by

cy(αu,αu) = (αu,x−1
1 αuȳ)

for some (α,α) ∈ Rx̃,f , y ∈ Dn=n(x1)
f , and u ∈ D×

f .

Proof. Given h ∈ Ex,f , choose an y ∈ Dn=n(x1)
f so that h ∈ E ȳ

x,f . Since cy is a bijection,

h = cy(β, γ) for some (β, γ) ∈ Ey
x̃,f . Now we have

(β, γ) = (ẇ, ẇ)(α,α)(u1, u2)

for some (ẇ, ẇ) ∈ Stx̃,f and (u1, u2) ∈ UD
f . Apply the map cy to the right-hand side,
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we get

cy((ẇ, ẇ)(α,α)(u1, u2)) = (ẇαu1, x
−1
1 ẇαu2ȳ)

= (ẇ, x−1
1 ẇx1)(αu2, x

−1
1 αu2ȳ)(u−1

2 u1,1).

The lemma follows by observing that (ẇ, x−1
1 ẇx1) ∈ Stx,f and (u2u−1

1 ,1) ∈ UD
f .

5.3.7 Integrality when p splits.

We check that the vector (3.1.10) from §5.3.1 indeed lies in OCp[X]deg≤2k. Since p

splits in KT ,

Cx
p =

⎡⎢⎢⎢⎢⎣

1√
n()

1

⎤⎥⎥⎥⎥⎦
fixes tk0; thus we have

(−det(T )) k2 ⋅ σp(Cx
p )−1 ⋅ σxwt,p(αp)−1 ⋅ tk0 = (−det(T )) k2 ⋅ σxar,p(αp)−1 ⋅ σp(Cx

p )−1 ⋅ tk0
= (−det(T )) k2 ⋅ σxar,p(αp)−1 ⋅ tk0,

where we set σxar,p = σ
δx,
2k,ar,p to reduce the amount of notations. By Lemma 5.3.2, we

can represent αp by either

(εxar,p)−1(A(n, s)) ⋅ u or (εxar,p)−1(B(n, t)) ⋅ u

for some u ∈ D×
f and 0 ≥ n ≥ −ν2 . In either case we see that σxar,p(αp)−1 = σxar,p(M)−1 ⋅

σxar,p(ul(n))−1 where ul(n) =
⎡⎢⎢⎢⎢⎣

1 ln

1

⎤⎥⎥⎥⎥⎦
and M ∈ GL2(Zp). We have

(−det(T )) k2 ⋅ σxar,p(αp)−1tk0 = (−det(T )) k2 ⋅ σxar,p(M)−1 ⋅ σxar,p(ul(n))−1tk0

= σar,p(M)−1 ⋅ (−det(T )) k2 ⋅ (−lnX + 1)k

= σar,p(M)−1 ⋅ µ k
2 ⋅ (−lν/2 ⋅ lnX + lν/2)k

for some unit µ ∈ O×
Cp

. Since n + ν/2 ≥ 0, we see that the image vector indeed lies in

OCp[X]deg≤2k.
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5.3.8 Integrality when p does not split.

Again, we check that the vector (3.1.10) from §5.3.1 indeed lies in OCp[X]deg≤2k. Since

p does not split in KT , we have

Cx
p =

⎡⎢⎢⎢⎢⎣

√
∆x

2 1
√
−∆x

2 −
√
−1

⎤⎥⎥⎥⎥⎦

and

σp(Cx
p )−1 ⋅ tk0 = σp

⎛
⎝

⎡⎢⎢⎢⎢⎣

1√
∆x

1√
−∆x

1
2

√
−1
2

⎤⎥⎥⎥⎥⎦

⎞
⎠
⋅ tk0 = (− 1√

−∆x

)
−k

( X√
∆x

+ 1

2
)
k

( X√
−∆x

+
√
−1

2
)
k

= (−1)k ( X√
∆x

+ 1

2
)
k

(X −
√

∆x

2
)
k

.

From this we find that

(−det(T )) k2 ⋅ σp(Cx
p )−1 ⋅ σxwt,p(αp)−1 ⋅ tk0

= (−det(T )) k2 ⋅ σxar,p(αp)−1 ⋅ σp(Cx
p )−1 ⋅ tk0

= (−det(T )) k2 ⋅ σxar,p(αp)−1 ⋅ (−1)k ( X√
∆x

+ 1

2
)
k

(X −
√

∆x

2
)
k

= σxar,p(αp)−1 ⋅ (−1)k (X
2
+

√
∆x

4
)
k

(X −
√

∆x

2
)
k

,

since det(T ) = −∆x

4 .

By Lemma 5.3.2, we can represent αp by either

(εxar,p)−1(C(n, s)) ⋅ u or (εxar,p)−1(D(n, t)) ⋅ u

for some u ∈ D×
f and 0 ≥ n ≥ −ν. In either case we see that

σxar,p(αp)−1 = σxar,p(M)−1 ⋅ σxar,p(dl(n))−1
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where dl(n) =
⎡⎢⎢⎢⎢⎣

ln

1

⎤⎥⎥⎥⎥⎦
and some M ∈ GL2(Zp). We have

σxar,p(αp)−1 ⋅ (−1)k (X
2
+

√
∆x

4
)
k

(X −
√

∆x

2
)
k

= (−1

2
)
k

⋅ σxar,p(M)−1 ⋅ σxar,p(dl(n))−1 ⋅ (X2 − ∆x

4
)
k

= (−1

2
)
k

⋅ σar,p(M)−1 ⋅ (l−nX2 − ln∆x

4
)

which lies in OCp[X]deg≤2k since n ≤ 0 and n + ν ≥ 0.

5.3.9 The theorem.

We synthesize the above discussion into the following theorem.

Theorem 5.3.3. Suppose as before that the compatible sets of automorphic forms {f ●i }
are both p-integral, then the Fourier coefficients atf (T ) of Ytf all lie in Q̄ ∩ 1

k!OCp.

Proof. Recall the formula (2.5.8) reduced the question to checking that

(−det(T )) k2 ⋅ ⟨tk0, fx1 (ṫẇαh)⟩k

lies in OCp . We then reduced this to showing that

(−det(T )) k2 ⋅ σp(Cx
p )−1 ⋅ σxwt,p(αp)−1 ⋅ tk0

lies in OCp[X]deg≤2k. We have just verified this criterion in §5.3.4 and §5.3.8 depending

on whether p is split in KT or not.
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Chapter 6. Non-Vanishing

6.1 Bessel model of the Yoshida lift

We compute the Bessel model for a collection of Fourier coefficients. We make the

additional assumption that the central character εi of πi is trivial.

6.1.1 A collection of good indices.

We choose a collection of indices whose Bessel models are of arithmetic interest. Let

∆ > 3 be a square-free odd integer satisfying the following conditions:

• ∆ ≡ −1 (mod 4),

• (∆, dNp) = 1, and

• ( q
−∆

) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

1 if q ∣ Np, and

−1 if q ∣ d.

Set m∆(X) = X2 −X + 1+∆
4 . Fix a root δ of m∆ in D as in §1.1.3. Note such an

δ exists by the above conditions. Let K̇ = Kδ = Q(δ) be the imaginary sub-field of

D determined by δ. Let l be a prime inert in K̇ and not dividing 2dNp. For each

integer n ≥ 0, we have the following data:

• δn = lnδ ∈ K̇ ⊂D;

• xn ∈ X given by xn(w1) = 1 and xn(w2) = lnδ;

• Tn = Txn =
⎡⎢⎢⎢⎢⎣

1 ln

2
ln

2 l2n 1+∆
4

⎤⎥⎥⎥⎥⎦
.

Set S = {2, l, p} ∪ {prime divisors of ∆}, and fix an element  ∈ K̇⊥ so that (δn, ) is

an S-basis.
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6.1.2 Eichler orders and conjugation.

Let εnar,l = ε
δn,
ar,l be the arithmetic embedding at l attached to the S-basis (δn, ) as in

§1.3.3. It determines a local Eichler order Dn
l = (εnar,l)−1(M2(Zl)), which in turn can

be spliced with other local Eichler orders Dq to give an Eichler order Dn = Dδn,,S of

level dNpr in D. As such, we have that Dn
q = Dm

q for all m,n ≥ 0 and q ≠ l. Note that

the intersection Ȯn
f = K̇f ∩Dn

f is exactly Z[δ(0)n ] in the notations from §1.3.3, and we

have Z[δ(0)n ] = Z[δn] is the order of conductor ln in K̇.

Let us compare Dn
l and Dm

l . Set αδni = (εnar,l)−1(diag[li,1]), we claim that

αδni Dn
f (αδni )−1 = Dn+i

f

for 0 ≥ i ≥ −n. Indeed, we have

εnar,l ○Ad(αδni )−1(δ(0)n+i) =
⎡⎢⎢⎢⎢⎣

l−i

1

⎤⎥⎥⎥⎥⎦
⋅ li

⎡⎢⎢⎢⎢⎣

1
l2n∆

4

⎤⎥⎥⎥⎥⎦
⋅
⎡⎢⎢⎢⎢⎣

li

1

⎤⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎣

1
l2(n+i)∆

4

⎤⎥⎥⎥⎥⎦
= εn+iar,l(δ

(0)
n+i)

and εnar,l ○Ad(αδni )−1() = εnar,l(); hence

εnar,l ○Ad(αδni )−1 = εn+iar,l

and the claim follows since Dm
l = (εmar,l)−1(M2(Zl)).

Remark 6.1.1. Since εnar,l(α
δn
i ) = diag[li,1] commutes with all diagonal matrices, it

follows from the above discussion that

(εnar,l)−1(diag[t1, t2]) = (εmar,l)−1(diag[t1, t2])

for all m,n ∈ Z≥0. This in particular applies to αδni itself, which we now simply denote

by αi. It is an element in Dl independent of n.

6.1.3 The Fourier functional for Tn.

Let K = KTn be the imaginary quadratic field determined by Tn, and let K× be the

corresponding torus in GSp4 as in §3.5.4. We have an isomorphism

K ≃ K̇ given by ln
1 +

√
−∆

2
↦ δn.

We emphasize that K, K̇, and the weight embeddings εδn,wt = εδm,wt are all independent

of n; whereas the arithmetic embeddings εnar,l and the corresponding Eichler orders
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Dn do depend on n. Denote by ṫ the image of t ∈ K under this isomorphism. As

we observed in §5.1.5, this isomorphism intertwines the actions by K× ⊂ GSp4 and

K̇× ⊂D× on xn:

(ṫ,1) ⋅ xn = xn ⋅ t.

Let us evaluate aTn(t) for t ∈ K×
A. Under the above choices made on Tn, the

formula (2.5.7) from §5.2.5 simplifies∗ to

aTn(t) = e−2π⋅tr(Tn) ⋅ (−l2n∆

4
) k2

0

∑
i=−n

∑
w

⟨tk0, fxn1 (ṫẇαi)⟩ ⋅ fxn2 (ẇαi).

Recall here fxni is an automorphic form associated with (δn, ) and Dn in §2.3.1 for

i = 1,2; and w = w(i) runs over a set of representatives for the ideal class group

Cl(On+i) =K×
QK

×
∞/K×

A/O×
n+i,f

(since On+i,f is the inverse image of αiDn
f α

−1
i ∩ K̇f under the isomorphism K ≃ K̇

above).

6.1.4 The Bessel model for Tn.

Given a Hecke character χ∶K×
Q/K×

A →C1 which is trivial on A×, we have

BTn,χ
Y (1) = ∫

A×K×

Q/K×

A

χ̄(t) ⋅ aT (t)d×t

= e−2π⋅tr(Tn) ⋅ (−l2n∆

4
) k2 ⋅

0

∑
i=−n

∑
w

fxn2 (ẇαi)

⋅ ∫
A×K×

Q/K×

A

χ̄(t) ⋅ ⟨tk0, fxn1 (ṫẇαi)⟩d×t.

Let us untangle the integral by substituting t with tw−1; we get

BTn,χ
Y (1) = e−2π⋅tr(Tn) ⋅ (−l2n∆

4
) k2

0

∑
i=−n

∑
w

χ(w) ⋅ fxn2 (ẇαi)

⋅ ∫
A×K×

Q/K×

A

χ̄(t) ⋅ ⟨tk0, fxn1 (ṫαi)⟩d×t.
(1.4.1)

∗Since l, ∆, and dNpr are mutually co-prime, and l is inert in KTn , a set of double-coset
representatives for Ēx,f ≃ Ēx,l is given by {(αi, αi) ∶ 0 ≥ i ≥ −n}. Also, we see that ei = 1 for
i = −n, . . . ,1 since ∆ > 3.
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6.1.5 Specializing to primitive characters.

Denote by On = Z[ln 1+
√
−∆

2 ] the order of conductor ln in K. It is mapped to the order

Ȯn of K̇ under the isomorphism described in §6.1.3. We now take χ = χn to be a

primitive character of conductor ln, i.e., χ is trivial on the image of O×
n,f but not on

the image of O×
n+i,f for any i < 0.

We claim in this case all the terms in (1.4.1) vanish except for i = 0. By primitivity,

we have χ(zi) ≠ 1 for some zi ∈ O×
n+i,l if i < 0. Denote by żi the corresponding element

in Ȯn+i,×
l ⊂ Dn+i,×

l . By §6.1.2, we see that α−1
i żiαi lies in Dn,×

l . As a result, we find

that

∫
A×K×

n,Q/K×

n,A

χ̄(t) ⋅ ⟨tk0, fxn1 (ṫαi)⟩d×t = ∫
A×K×

n,Q/K×

n,A

χ̄(t) ⋅ ⟨tk0, fxn1 (ṫαi ⋅ α−1
i żiαi)⟩k dt

= ∫
A×K×

n,Q/K×

n,A

χ̄(t ⋅ z−1
i ) ⋅ ⟨tk0, fxn1 (ṫαi)⟩k dt

= χ(zi) ⋅ ∫
A×K×

n,Q/K×

n,A

χ̄(t) ⋅ ⟨tk0, fxn1 (ṫαi)⟩k dt

which implies both sides must be zero.

6.1.6 A linear combination of Fourier coefficients.

For a primitive character χ = χn of conductor ln, we see that (1.4.1) simplifies to

BTn,χ
Y (1) = e−2π⋅tr(Tn) ⋅ (−l2n∆

4
) k2

⋅ ∑
w∈Cl(On)

χ(w) ⋅ fxn2 (ẇ) ⋅ ∫
A×K×

Q/K×

A

χ̄(t) ⋅ ⟨tk0, fxn1 (ṫ)⟩d×t

since eχ = 1 and Uχ
f = O×

n,f . The analysis from §3.5.6 with aT (t) replaced by ⟨tk0, f
xn
1 (ṫ)⟩

gives that

∫
A×K×

Q/K×

A

χ̄(t) ⋅ ⟨tk0, fxn1 (ṫ)⟩d×t = 2π ⋅ vol(O×
n,f) ∑

t∈Cl(On)

χ̄(t) ⋅ ⟨tk0, fxn1 (ṫ)⟩.

Finally, substituting BTn,χ
Y (1) with the linear combination of translated Fourier coef-

ficients from (5.6.12) in §3.5.6, we get after cancellation

hn

∑
i=1

χ̄n(ti) ⋅ ati(Tn) =

(−l2n∆

4
) k2

⎛
⎝ ∑
w∈Cl(On)

χ(w) ⋅ fxn2 (ẇ)
⎞
⎠
⋅
⎛
⎝ ∑
t∈Cl(On)

χ̄(t) ⋅ ⟨tk0, fxn1 (ṫ)⟩
⎞
⎠

(1.6.2)
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where hn = #Cl(On).

6.2 Equidistribution and non-vanishing

We show that for n ≫ 0 and some ti ∈ Cl(On), ati(Tn) is non-zero. Furthermore,

in favorable situations, we show that ati(Tn) is in fact non-zero modulo p assuming

Artin’s conjecture on primitive roots. We assume that the automorphic forms fxni are

p-integral throughout this section. Also denote by K(fxni ) the field of definition of

fxni and denote by K(fxn1 , fxn2 ) their compositum. Moreover, we assume that p > k, so

the ati(Tn) in fact lies in K(fxn1 , fxn2 ) ∩OCp by Theorem 5.3.3 and Proposition 5.2.1.

6.2.1 Character sums.

If ∑hn
i=1 χ̄n(ti)⋅ati(Tn) is not zero modulo p for some primitive χn of conductor ln, then

ati(Tn) is also not zero modulo p for some i. By (1.6.2), the non-vanishing of ati(Tn)
becomes a question of the non-vanishing modulo p of the two character sums

∑
w∈Cl(On)

χ(w) ⋅ fxn2 (ẇ) and ∑
t∈Cl(On)

χ̄(t) ⋅ ⟨tk0, fxn1 (ṫ)⟩. (2.1.3)

Since the first sum is but a special case of the second sum, let us study

∑
t∈Cl(On)

χ̄(t) ⋅ ⟨tk0, fxn(ṫ)⟩ = χ̄(s) ∑
t∈Cl(On)

χ̄(t) ⋅ ⟨tk0, fxn(ṫṡ)⟩

for a generic fxn and some s ∈K×
f using the methods of [Vat03] and [CV07]. Specif-

ically, we aim to address the question of whether

∑
t∈Cl(On)

χ̄(t) ⋅ ⟨tk0, fxn(ṫṡ)⟩ (2.1.4)

is non-zero modulo p.†

6.2.2 Galois groups.

We begin by describing a special instance of [CV07, Proposition 5.6] that applies to

our context. Fix a choice of the reciprocity map

recK ∶K×
Q/K×

f ≃ Gal(Kab/K),

†Note since χ is a ring class character, it is trivial on A×, which in turn forces us to work with
automorphic forms with trivial central character.
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and define Kn to be the finite abelian extension of K corresponding to the open

subgroup given by the image of Un = O×
n,f in K×

Q/K×
f . We identify Cl(On) with

Gn = Gal(Kn/K) via the reciprocity map, and set G∞ = lim←ÐGn. We note that the

reciprocity map induces a topological isomorphism [CV07, Lemma 2.1]

K×
Q/K×

f /U∞ ≃ G∞

where U∞ = ⋂nUn.

Denote by Gt the torsion subgroup of G∞; the quotient group Gw = G∞/Gt is free

of rank 1 over Zl, and Kl∞ = KGt is the anti-cyclotomic Zl-extension of K. We note

that for n≫ 0, Gt → Gn is an injection and Gn ≃ Gt ×Gw,n where Gw,n ≃ Gn/Gt is a

cyclic l-group given by the projection of Gw onto Gn.

6.2.3 The genus subgroup.

For each prime q ∣ ∆, denote by σq ∈ G∞ the Frobenius element for the unique prime

q = qK ⊂ K lying over q. Note that recK($q) = σq for a choice of uniformizer $q in

Kq, and that σ2
q = 1. Denote by G̃ the subgroup generated by all the σq’s. We see

that G̃ ≃ ∏q∣∆ µ2 as groups. Let

R = {1, τ2,⋯, τm}

be a fixed set of representatives for the quotient Gt/G̃.

6.2.4 CM points.

Let R be a fixed order in D, we do not require R to be an Eichler order. Set

CMR =K×
Q/D×

f /R×
f ,

we shall refer to it as the set of CM points attached to R. The group

K×
Q/K×

f ≃ Gal(Kab/K)

acts on CMR by left multiplication. Given a CM point x = [β] ∈ CMR , we define

the conductor of x to be the conductor of the stabilizer of x, O(x)×f = K̇×
f ∩ β ⋅R×

f ⋅
β−1. We denote by CMR(ln) the set of CM points of conductor ln and CMR(l∞) =
⋃nCMR(ln). Note that the action by Gal(Kab/K) on CMR(l∞) factors through G∞.
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6.2.5 An equidistribution result.

Set

MR =D×
Q/D×

f /R×
f .

Since D is definite, MR is finite [Vig80, Ch. III, Théorème 5.4]. Let R be the set of

representatives of Gt/G1 fixed above. We have a simultaneous reduction map

CMR(ln) REDÐÐ→ ∏
τ∈R

MR x↦ (τ ⋅ x)τ = (x, τ2 ⋅ x,⋯, τm ⋅ x).

Proposition 6.2.1 ([CV07, Prop. 5.6]). Suppose that n(R×
f ) = Z×

f , then for all but

finitely many x ∈ CMR(l∞), we have

RED(G∞ ⋅ x) = ∏
τ∈R

MR .

Proof. Since the base field is F = Q, and H = R×
f is assumed to satisfy n(R×

f ) = Z×
f ,

we see that the set NH = Q×
>0/A×

f /n(R×
f ) in [CV07, §5] has only one element. The

proposition is then almost word-for-word [CV07, Prop. 5.6].

6.2.6 Averaging over characters.

Following [CV07], we massage the sum (2.1.4) in order to apply the above key propo-

sition.

For a groupG, denote by Ĝ the group of characters onG. For n≫ 0, Gn ≃ Gt×Gw,n

and we can factor χ ∈ Ĝn into χ = χt ⋅ χw with χt ∈ Ĝt and χw ∈ Ĝw,n. To show that

(2.1.4) is non-zero modulo p, it suffices to show that there exists∗ some primitive

character χt ∈ Ĝt such that the average over the primitive characters of Ĝw,n

∑
χw∈Ĝw,n
χw prim.

∑
t∈Gn

(χ̄w ⋅ χ̄t)(t) ⋅ ⟨tk0, fxn(ṫṡ)⟩ = ∑
t∈Gt

χ̄t(t) ∑
w∈Gw,n

∑
χw prim.

χ̄w(w) ⋅ ⟨tk0, fxn(ṫṡẇ)⟩.

is non-zero modulo p.

∗In fact, it turns out that for any such character, not necessarily primitive, we can show the sum
is non-zero for some primitive χw.
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We can evaluate the two inner sums,

∑
w∈Gw,n

∑
χw prim.

χ̄w(w) ⋅ ⟨tk0, fxn(ṫṡẇ)⟩

= ∑
w∈Gw,n

⎛
⎝ ∑
χw∈Ĝw,n

χ̄w(w) − ∑
χ′w∈Ĝw,n−1

χ̄′w(w)
⎞
⎠
⋅ ⟨tk0, fxn(ṫṡẇ)⟩

= ∣Gw(n)∣ ⋅ ⟨tk0, fxn(ṫṡ)⟩ − ∑
σ∈Zn

∣Gw(n − 1)∣ ⋅ ⟨tk0, fxn(ṫṡσ)⟩

= ∣Gw(n)∣ ⋅ ⟨tk0, ((1 − l−1 ⋅ trn) ⋅ fxn)(ṫṡ)⟩

where Zn = ker(Gw,n → Gw,n−1) and (trn ⋅ fxn)(ṫṡ) = ∑σ∈Zn fxn(ṫṡ ⋅ σ).
Now ∣Gw(n)∣ = lm for some m ≤ n − 1 is a p-unit, thus our problem reduces to

showing that

⟨tk0, ∑
t∈Gt

χ̄t(t) ⋅ ((1 − l−1 ⋅ trn) ⋅ fxn)(ṫṡ)⟩ ≢ 0 (mod p). (2.6.5)

6.2.7 Averaging over the genus subgroup.

Let us average over the genus subgroup G̃. For simplicity, we further assume that ∆

is a prime, so that G̃ is a group of order 2 generated by σ∆. We get

∑
t∈Gt

χ̄t(t) ⋅ ((1− l−1 ⋅ trn) ⋅ fxn)(ṫṡ) = ∑
τ∈R

χ̄t(τ) ⋅ ((1− l−1 ⋅ trn) ⋅ (fxn + χ̄t(σ∆) ⋅σ∆ ⋅ fxn))(τ̇ ṡ)

where (σ∆ ⋅ fxn)(β) = fxn(βσ̇∆) for β ∈D×
A.

Set

f̃xn = fxn + χ̄t(σ∆) ⋅ σ∆ ⋅ fxn ,

it is an automorphic form on D× of level D̃n,×
f = Dn,×

f ∩σ∆Dn,×
f σ−1

∆ in the sense that it

satisfies the transformation law (3.1.1) from §2.3.1 but with D(r)×f replaced by D̃n,×
f .

Suppose that the automorphic form fxn is non-Eisenstein at p in the sense of §2.3.8.

That is, ⟨tk0, fxn(β)⟩ is not constant modulo p as a function in β ∈D×
f . We claim that

f̃xn is then also non-Eisenstein at p. Suppose otherwise that ⟨tk0, f̃xn(β)⟩ ≡ ξ (mod p)
for a constant ξ ∈ OCp and all β ∈D×

f . It follows that

⟨tk0, fxn(β)⟩ ≡ ⟨tk0, (χ̄t(σ∆) ⋅ σ∆ ⋅ fxn)(β)⟩ + ξ (mod p).

Now the right-hand side is right-invariant under σ∆Dn,×
f σ−1

∆ , hence ⟨tk0, fxn⟩ modulo

p is right-invariant under D1
∆ ⋅D

n,×
f = ⟨Dn,×

f , σ∆Dn,×
f σ−1

∆ ⟩ [CV07, Proof of Lemma 5.9].
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Since D is split at ∆, by strong approximation and the fact that Q has class number

1, we get

D×
f =D×

Q ⋅D1
∆ ⋅Dn,×

f .

This implies ⟨tk0, fxn⟩ is constant modulo p, contradicting our assumption.

Remark 6.2.1. More generally, without assuming p-integality, we have that ⟨tk0, f̃xn⟩
is not constant as a function on D×

f . Indeed, since π is cuspidal, ⟨tk0, fxn(β)⟩ is not

constant on D×
f , then the same argument applies.

6.2.8 Distribution relation.

In order to apply Proposition 6.2.1, we need to first make explicit the dependence on

n in (2.6.5). Set εar,l = ε0ar,l, Dl = D0
l , f = fx0 , and Ȯl = Ȯ0

l . By §6.1.2, we have that

Dn
l = α−1

−nDlα−n. It follows that

fxn = α−n ⋅ f

as functions on D×
A since they only differ in the choice of the Eichler order. Similarly

f̃xn = α−n ⋅ f̃

since α−n ∈D×
l and σ∆ ∈D×

∆ commute.†

It remains to show that

⟨tk0,∑
τ∈R

χ̄t(τ) ⋅ ((1 − l−1 ⋅ trn) ⋅ α−n ⋅ f̃)(τ̇ ṡ)⟩ ≢ 0 (mod p). (2.8.6)

For this, we need to understand (1− l−1 ⋅ trn) ⋅α−n ⋅ (f̃). This is leads to the following

lemma.

Lemma 6.2.2 ([CV07, Corollary 6.6]).

trn ⋅ α−n = Tl ⋅ α−n ⋅ α−1 − l ⋅ α−n ⋅ α−2 (2.8.7)

as elements in Z[D×
l /D×

l ].
†Indeed, we have

f̃xn(τ) = f(τ̇α−n) + χ̄t(σ∆) ⋅ f(τ̇ σ̇∆α−n)
= (α−n ⋅ f)(τ̇) + (χ̄t(σ∆) ⋅ σ∆ ⋅ f)(τ̇α−n)
= (α−n ⋅ (f + χ̄t(σ∆) ⋅ σ∆ ⋅ f))(τ̇)
= α−n ⋅ f̃(τ̇).
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Before going into the proof, let us first explain what the equality says.

6.2.9 Lattices in K̇l.

The map

x↦Ix = εar,l(x) ⋅ Ȯl

defines a bijection between D×
l /D×

l and the set of Zl-lattices in K̇l, which we denote

by I. For convenience, we shall treat D×
l /D×

l synonymously when there is no danger

of confusion. We now introduce some terminologies useful for the ensuing discussion.

Given I , we have that I = εar,l(t) ⋅ Ȯn
l for some integer n ≥ 0 and t ∈ K̇×

l

[Iha67, §Prop. 1]. We shall refer to n as the level of the lattice I .

As in [CV07, §6.2], the lower neighbors of I ∈ I are the lattices I ↓such that

I ↓ ⊂ I and I /I ↓ ≃ Z/lZ. In particular, the lower neighbors of Ȯl = Z ⊕ Zδ(0) are

the lattices Ȯ↓i = Z(lδ(0)+i)⊕Z for i = 0, . . . , l−1 and Ȯ↓l = Zδ(0)⊕Zl. They correspond

to the elements

µi = (εar,l)−1
⎛
⎝

⎡⎢⎢⎢⎢⎣

l i

1

⎤⎥⎥⎥⎥⎦

⎞
⎠

for i = 0, . . . , l − 1, and µl = (εar,l)−1
⎛
⎝

⎡⎢⎢⎢⎢⎣

1

l

⎤⎥⎥⎥⎥⎦

⎞
⎠

in D×
l /D×

l . From this we conclude that the neighbors of Ix = εar,l(x) are exactly

the lattices I ↓
x,i = εar,l(x) ⋅ Ȯ↓i for i = 0, . . . , l and they correspond to the elements

x ⋅µi ∈D×
l /D×

l . We note that if Ix has level n > 1, then I ↓
x,i all have level n+1 except

for I ↓
x,l, which has level n − 1.

Lastly, the upper predecessor of a lattice Ix ∈ I of level n ≥ 1 is the unique lattice

I ↑
x = Ȯn−1

l ⋅Ix of level n− 1 which has Ix as a lower neighbor. It corresponds to the

element xα−1 ∈D×
l /D×

l where α−1 = (εar,l)−1(diag[l−1,1]) as in §6.1.2.

6.2.10 Trace map on lattices.

For n ≫ 0, Zn = ker(Gw,n → Gw,n−1) ≃ Ȯn−1,×
l /Ȯn,×

l . Using this identification, we

define a trace map on x ∈ D×
l /D×

l of level n (i.e., Ix has level n) taking value in

Z[D×
l /D×

l ] by

trn ⋅ x = ∑
σ∈Zn

σ ⋅ x.

It is compatible with the trace map on f (and f̃) in the sense that (trn ⋅x)⋅f = trn ⋅(x⋅f)
as functions on D×

A.
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In more geometric terms, if we write Ix = εar,l(tx) ⋅ Ȯn
l , then

∑
σ∈Zn

σ ⋅Ix = ∑
σ∈Zn

σ ⋅ εar,l(tx) ⋅ Ȯn
l

= ∑
σ∈Zn

εar,l(tx) ⋅ σ ⋅ Ȯn
l .

Now as σ runs over Zn, σ ⋅ Ȯn
l runs over the lattices in Ȯn−1

l that are of level n and

index l, which are exactly the lower neighbors Ȯn,↓
i , i = 0, . . . , l − 1 of level n; thus

trn ⋅Ix =
l−1

∑
i=0

(I ↑
x )↓i , (2.10.8)

which corresponds ∑l−1
i=0 x ⋅ α−1 ⋅ µi in Z[D×

l /D×
l ].

6.2.11 Hecke action on lattices.

We also have a Hecke action on Z[D×
l /D×

l ] ≃ Z[I] defined as follows. Recall we have

the abstract Hecke element D×
l $lD×

l = {α ∈D×
l ∶ n(α) = l} where $l is any element in

D×
l of reduced norm l. The Hecke action is then

Tl ⋅ x = ∑
i

x ⋅$i,l

with respect to any decomposition D×
l $lD×

l = ⋃i$i,l ⋅ D×
l . A comparison with the

Hecke action on automorphic forms described in §2.3.2 shows that (Tl ⋅x) ⋅ f = ωl(l) ⋅x ⋅
(Tl ⋅f).∗ Now we have a natural choice for the elements $i,l, namely, µi for i = 0, . . . , l.

It follows that Tl ⋅ x = ∑i x ⋅ µi. In terms of lattices, we see that Tl ⋅Ix = ∑l
i=0 I ↓

x,i is

the just the sum of the lower neighbors of Ix.

Proof of Lemma 6.2.2. First observe that α−n is of level n. By the preceding discus-

∗Indeed,

((Tl ⋅ x) ⋅ f)(y) = ∑
i

f(y ⋅ x ⋅$i,l)

= ωl(l) ⋅ (Tl ⋅ f)(y ⋅ x)
= ωl(l) ⋅ (x ⋅ (Tl ⋅ f))(y).
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sion, we have:

trn ⋅ α−n =
l−1

∑
i=0

α−1
−(n−1) ⋅ α−1 ⋅ µi

= Tl ⋅ (α−n ⋅ α−1) − α−n ⋅ α−1 ⋅ µl
= Tl ⋅ α−n ⋅ α−1 − l ⋅ α−n ⋅ α−2.

6.2.12 The upshot.

By Lemma 6.2.2 which we just proved, we have

((1 − l−1 ⋅ trn) ⋅ α−n ⋅ f̃)(τ̇)

= (α−n ⋅ f̃)(τ̇ ṡ) − l−1 ⋅ ((Tl ⋅ α−n ⋅ α−1) ⋅ f̃)(τ̇ ṡ) + (α−n ⋅ α−2 ⋅ f̃)(τ̇ ṡ)

= f̃(τ̇ ṡ ⋅ α−n) − l−1 ⋅ (α−n ⋅ α−1 ⋅ Tl ⋅ f̃)(τ̇ ṡ) + (α−2 ⋅ f̃)(τ̇ ṡ ⋅ α−n)

= f̃(τ̇ ṡ ⋅ α−n) − l−1 ⋅ ωl(l) ⋅ al ⋅ (α−1 ⋅ f̃)(τ̇ ṡ ⋅ α−n) + (α−2 ⋅ f̃)(τ̇ ṡ ⋅ α−n)

where al = al(f) is the eigenvalue of f under Tl. Set

f∗ = f̃ − l−1 ⋅ ωl(l) ⋅ al ⋅ α−1 ⋅ f̃ + α−2 ⋅ f̃ ,

it is an automorphic form of level D∗,×
f = D̃×

f ∩ α−1D̃×
f α

−1
−1 ∩ α−2D̃×

f α
−1
−2, again in the

sense of (3.1.1) from §2.3.1. Arguing as in §6.2.7, we see that if ⟨tk0, f∗⟩ is constant

modulo p, then ⟨tk0, f̃⟩ is constant on D×
Q ⋅D1

l ⋅ D̃×
f = D×

f , which contradicts the fact

that f̃ is non-Eisenstein at p; therefore f∗ is also non-Eisenstein at p.

Remark 6.2.2. Again, without assuming p-integality, the same argument shows that

⟨tk0, f∗⟩ is not constant on D×
f (c.f. Remark 6.2.1).

The upshot of the preceding discussion is that (2.8.6) now becomes

⟨tk0,∑
τ∈R

χ̄t(τ) ⋅ f∗(τ̇ ṡ ⋅ α−n)⟩ ≢ 0 (mod p), (2.12.9)

and this puts us in a position to apply Proposition 6.2.1.
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6.2.13 Conductor of some CM points.

Let D∗ be the Eichler order of level dNprl2∆ defined locally by

D∗
q =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

D0
∆ ∩ σ∆D0

∆σ
−1
∆ if q = ∆,

D0
l ∩ α−2D0

l α
−1
−2 if q = l, and,

D0
q otherwise.

Note that D∗,×
f agrees with the compact open subgroup of D×

f defined in the previous

section.

The last detail to check before applying Proposition 6.2.1 is the conductor of α−n

as a CM point in CMD∗ . We claim it is ln+2. Indeed, since α−n ∈ D×
l , and σ̇∆ ∈ K̇×

∆

commutes with K̇×
∆, we have that

K̇×
q ∩D∗,×

q = K̇×
q ∩D0,×

q = Ȯ×
K,q

for all q ≠ l. At the prime l, we have that

εar,j(α−nD∗,×
l α−1

−n) =
⎡⎢⎢⎢⎢⎣

l−n

1

⎤⎥⎥⎥⎥⎦
⋅ Il(2) ⋅

⎡⎢⎢⎢⎢⎣

ln

1

⎤⎥⎥⎥⎥⎦
=
⎧⎪⎪⎨⎪⎪⎩

⎡⎢⎢⎢⎢⎣

a l−nb

ln+2c d

⎤⎥⎥⎥⎥⎦
∈ M2(Qp) ∶ a, b, c, d ∈ Zp

⎫⎪⎪⎬⎪⎪⎭

where Il(2) is the order in M2(Zl) from §1.3.1. It then follows from the definition of

εar,j that

K̇×
l ∩ α−nD

∗,×
l α−1

−n = Ȯn+2,×
l .

6.2.14 Non-vanishing of a character sum.

Now we are ready to prove the following proposition.

Proposition 6.2.3. For any character χt ∈ Ĝt and all n≫ 0, there exists a primitive

character χw ∈ Ĝw,n such that

∑
t∈Cl(On)

(χ̄tχ̄w)(t) ⋅ ⟨tk0, fxn(ṫ)⟩

is not zero modulo p.

Proof. The discussion up to now has reduced the problem to showing that

∑
τ∈R

χ̄t(τ) ⋅ ⟨tk0, f∗(τ̇ ṡ ⋅ α−n)⟩ ≢ 0 (mod p)
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for some s ∈K×
f .

Now ⟨tk0, f∗⟩ defines a 1
k!OCp-valued function on CMD∗ . Furthermore, since f∗ is

non-Eisenstein at p, we can find two CM points y, z in CMD∗ such that

⟨tk0, f∗(y)⟩ ≢ ⟨tk0, f∗(z)⟩ (mod p).

By Proposition 6.2.1, for n ≫ 0, we can find s1 and s2 in K̇×
f such that τi ⋅ s1 ⋅ α−n =

τi ⋅ s2 ⋅ α−n for i = 2, . . . ,m, but

s1 ⋅ α−n = y and s2 ⋅ α−n = z.

Consequently,

∑
τ∈R

χ̄t(τ) ⋅ ⟨tk0, f∗(τ̇ ṡ1 ⋅ α−n)⟩ ≢ ∑
τ∈R

χ̄t(τ) ⋅ ⟨tk0, f∗(τ̇ ṡ2 ⋅ α−n)⟩ (mod p)

and so one of them is non-zero modulo p.

More generally, apply the same argument and using Remarks 6.2.1 and 6.2.2, we

have the following proposition along the lines of [CV07, Theorem 1.13]

Proposition 6.2.4. For any character χt ∈ Ĝt and all n≫ 0, there exists a primitive

character χw ∈ Ĝw,n such that

∑
t∈Cl(On)

(χ̄tχ̄w)(t) ⋅ ⟨tk0, fxn(ṫ)⟩

is not zero.

6.2.15 Simultaneous non-vanishing.

To establish that ati(Tn) is non-zero (modulo p) for n≫ 0 and some ti ∈ Cl(On), we

need to prove the simultaneous non-vanishing (modulo p) of the two character sums

in (2.1.3). For this, we modify the argument for [Vat03, Corollary 4.2] and exploit the

fact that Gw,n is cyclic of l-power order, and so its primitive characters are permuted

by a certain Galois action. Unfortunately, for non-vanishing modulo p, we also need

to assume the following version of Artin’s conjecture on primitive roots if we want to

apply this argument for the decomposition group at p.

Let us first state the general non-vanishing theorem. Let K(fxn1 , fxn2 ) = K(fxn1 ) ⋅
K(fxn2 ) be the compositum of the fields of definition for the p-integral automorphic
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forms fxni , i = 1,2. Denote by K ′ =K(fxn1 , fxn2 ) ⋅Q(χt) the number field generated the

values of χt over K(fxn1 , fxn2 ).

Theorem 6.2.5. Suppose l is a prime that is unramified in the extension K ′/Q. For

this l, and n ∈ Z≥0, let On and Tn be as defined in §6.1.5 and §6.1.1 respectively. Then

for all n ≫ 0, there exists some ti ∈ Cl(On) such that the Fourier coefficient ati(Tn)
of Yti is not zero.

Proof. Indeed, since l is unramified in K ′, and the prime l is totally ramified in

Q(ζln)/Q, we see that K ′ ∩ Q(ζln) = Q for all n ≥ 0. The Galois group Γn =
Gal(K ′(ζln))/K ′) acts transitively on the primitive ln-th roots of unity, and hence on

the primitive characters in Ĝw,n. The theorem then follows from Proposition 6.2.3

since we can use Γn to permute the primitive characters in Ĝw,n while leaving χ̄t(t),
⟨tk0, fxn(ṫ)⟩ fixed. This shows that

∑
t∈Cl(On)

(χ̄tχ̄w)(t) ⋅ ⟨tk0, fxn(ṫ)⟩

is not zero for all primitive characters χw ∈ Ĝw,n and n ≫ 0. Consequently, we see

that
hn

∑
i=1

χ̄n(ti) ⋅ ati(Tn)

is not zero for all n≫ 0; therefore one of ati(Tn) must be non-zero also.

6.2.16 A conditional non-vanishing modulo p result.

For non-vanishing modulo p, we need to assume the following conjecture of Artin:

Conjecture 6.2.6 (Artin). Given any prime p, there exist infinitely many primes l

such that p is a primitive root modulo l. In other words, p is a generator in (Z/lZ)×.

Remark 6.2.3. This conjecture is a theorem of Hooley [Hoo67] assuming yet another

conjecture, namely the General Riemann Hypothesis. Also, Heath-Brown [HB86] has

shown that this conjecture holds unconditionally for all but possibly two primes p.

Under Conjecture 6.2.6, we again choose l so that the number field K ′ as in

Theorem 6.2.5 is linear disjoint from Q(ζl∞), and moreover, that l is totally inert in

the decomposition group Dp ⊂ Gal(Q̄/K ′). Then as in the proof of Theorem 6.2.5, Dp

acts transitively on the primitive characters in Ĝw,n, while leaving χ̄t(t), ⟨tk0, fxn(ṫ)⟩,
and the p-adic valuation of ∑t∈Cl(On)(χ̄tχ̄w)(t) ⋅ ⟨tk0, fxn(ṫ)⟩ fixed. This implies this

character sum in question is non-zero modulo p for all primitive characters in Ĝw,n

132



when n≫ 0, from which we see that ∑hn
i=1 χ̄n(ti) ⋅ ati(Tn) is not zero modulo p for all

n≫ 0. We have proved the following theorem.

Theorem 6.2.7. Assume that p > k and that fxni are non-Eisenstein at p for all

n ∈ Z≥0. Assuming in addition that Conjecture 6.2.6 holds. Let l, On, and Tn be

as above, then for all n ≫ 0, there exists some ti ∈ Cl(On) such that the Fourier

coefficient ati(Tn) of Yti is not zero modulo p. In other words, ati(Tn) ∈ O×
K′,(pK′)

if

p > k.
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