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CHAPTER1

INTRODUCTION

Neurogenesis is the process by which functionally integrated, post-mitotic
neurons are generated from pools of neural stem cells (NSCs). This elegant process
involves the proliferation and cell fate specification of NSCs into discrete phenotypes, as
well as the maturation and integration of the neuronal progeny into functional neuronal
circuits. During early development of the central nervous system (CNS), embyronic
NSCs are located in the ventricular zone of the neural tube. These multipotent cells can
give rise to all the cell types required for the formation of the CNS. Contrary to the long-
held dogma that neurogenesis only occurs during development, research has shown that
neurogenesis occurs throughout life in mammalian brains in two key locations: the
subventricular zone (SVZ) of the lateral ventricles, and the subgranular zone (SGZ) of the
dentate gyrus. The processes of neuronal differentiation and determination are regulated
at many levels by a very complex network of extrinsic cues such as cell-cell interactions
and secreted factors, and intrinsic genomic and proteomic programs. These intrinsic
programs include, but are not limited to: 1) specific transcriptional regulatory pathways
in which transcription factors increase or decrease the expression of target genes, 2)
protein interaction pathways where protein-protein binding can alter the function or
stability of other proteins, and 3) kinase/phosphatase pathways where the

phosphorylation state of proteins can alter their function. Understanding the regulatory



mechanisms for these intricate molecular networks is crucial for understanding the
function and plasticity of the CNS.

The neurogenic basic helix-loop-helix (bHLH) proteins play critical roles in the
intrinsic genetic program responsible for neuronal differentiation and are sufficient to
initiate a neurogenic program of differentiation in many cells, resulting in the formation
of mature neurons both in vivo and in vitro. The goal of this thesis is to examine the gene
regulatory networks involved in neuronal differentiation using a model system of P19
embyronic carcinoma (EC) cells. The P19 cell line has many properties in common with
embryonic stem (ES) cells and is widely used as a model system for neuronal
differentiation. After induction of neurogenic bHLH proteins, the homogeneous
population of P19 cells undergoes neuronal differentiation, as evidenced by the
expression of neuronal marker proteins, appropriate morphological changes, and
spontaneous electrical activity. This dissertation characterizes the differentiation process
in P19 clonal cell lines with respect to the transcriptional changes that occur following
induction of bHLH protein expression. These changes can then be used to construct and
test models of gene regulatory networks.

By examining the regulation of gene expression that is fundamental to
coordinating responses to intracellular and extracellular cues, an understanding is gained
of key components of molecular pathways necessary for neuronal differentiation. This is
especially important in light of several studies that have shown that neurogenesis can be
recapitulated in vitro, generating particular classes of neurons from ES cells through a
series of discrete steps aimed at guiding cells through each stage in this process. Of

particular interest, human ES cells offer the promise of treating many neurological



diseases such as Alzheimer’s, Parkinson’s, stroke, and spinal cord injuries. Whereas ES
cells can be propagated with high efficiency and even generated from somatic cells, the
ability to generate the variety of neurons required for replacement therapy of neurological
diseases is inefficient at this time. This inefficiency is largely due to the lack of
information concerning the molecular events required for specific neuronal
differentiation. Therefore, defining the cellular and molecular mechanisms involved in
the process of controlling neural cell fate determination is of direct benefit to efforts to

harness neural stem cells for repair of the diseased and injured brain.

From shared lineage to distinct functions: the development of the vertebrate CNS

Neural induction and early regional patterning

The birth of a neuron involves sequential steps precisely orchestrated by intrinsic
and extrinsic signaling events (Wilson and Edlund, 2001). The first decisive step of
neural development, neural induction, is commonly thought to arise from a “default”
pathway of embryonic differentiation, which has been most extensively studied in
Xenopus. In this default model, neural fate represents the default state of the ectoderm of
the early embryo that is normally repressed by factors of the bone morphogenetic protein
(BMP) family. The overexpression of BMP proteins prevents neural induction and
promotes the formation of ectoderm, while the expression of the BMP inhibitors, such as
chordin and noggin, promote neural induction at the expense of the ectodermal fate
(Weinstein and Hemmati-Brivanlou, 1999). The ultimate result of neural induction is the

specification of the neural plate from the ectoderm on the dorsal side of the embryo and



subsequent formation of the neural tube from the neural plate. However, recent findings
challenge this “default” model and implicate some positive instructive factors, such as
fibroblast growth factors (FGFs) and Wnt morphogens, in neural induction. FGF
signaling has been shown to act in concert with BMP inhibition to promote induction and
survival of neural progenitors from embryonic stem cells (Delaune et al., 2005; Varga
and Wrana, 2005; LaVaute et al., 2009; Marchal et al. 2009), and is thought to antagonize
the BMP signaling pathway by directly inducing specific transcription factors which then
determine neuroectoderm induction and inhibit mesoderm formation (Bertrand et al.,
2003). Interference with FGF and Wnt signaling abolishes neural induction at an early
stage in chick embryos (Wilson et al., 2001). Hence, a balanced view of neural induction
needs to include both instructive and inhibitory factors, leading to a coherent model
whereby BMP, FGF, and Wnt morphogens coordinately control neural induction.

The central nervous system (CNS) forms directly from the neural tube, whereas
the peripheral nervous system (PNS) forms from cells derived from the neural crest, a
transient population of cells that migrates just as the neural tube closes dorsally. Further
neural tube development occurs through the process of neurulation, which involves
changes in cell division, cell migration, and cell-cell contacts, ultimately resulting in the
formation of post-mitotic neurons and glia (Copp et al., 2003). Classical views of
neurulation imply that the neural tube is patterned along its anterior-posterior (AP) and
dorso-ventral (DV) axes to establish a grid-like set of positional cues (see Figure 1.1A;
reviewed in Altmann and Brivanlou, 2001). The neural tube initially acquires a rostral
character, and is eventually posteriorized by exposure to FGF, Wnt, BMP, and retinoic

acid (RA) signals to establish the main divisions of the CNS: the forebrain, midbrain,



hindbrain, and spinal cord (Munoz-Sanjuan and Brivanlou, 2002; Agathon et al., 2003;
Melton et al., 2004). The synthesis of RA by retinaldehyde dehydrogenases in the
underlying posterior mesoderm and the degradation of RA by retinoic acid hydroxylases
in the anterior mesoderm results in the formation of a gradient of RA across the
developing embryo. This gradient is responsible for the anterior-posterior specific
expression of Homeobox (HOX) genes, which defines regions of the neural tube known
as thombomeres that ultimately develop into the hindbrain (Maden, 2001; Bel-Vialar et
al., 2002).

Similarly, the general mechanisms of DV neural patterning is also dependent on
different concentrations of morphogens inducing specific expression of transcription
factors in successive discrete domains. Along the dorso-ventral axis, the neural tube is
patterned into more subdivisions in an antagonistic interaction of two signals: sonic
hedgehog (Shh) ventrally from the notochord, and BMP dorsally from the roof plate
(Jessell, 2000; Altmann and Brivanlou, 2001; Lee and Pfaff, 2001). Exposure to a unique
set of morphogens at specific concentrations results in distinct subpopulations of
progenitors acquiring the competence to generate types of neuronal and glial cells in a
region-specific manner (Osterfield et al., 2003). Thus, for the purpose of engineering
human embryonic stem cells for differentiation, it will be crucial to imprint in vivo
positional information into neurons generated in vitro to achieve their full potential for

cell replacement therapies.

A network of growth and transcription factors controls neuronal differentiation in the

developing nervous system



The brain is the most complex organ in the human body, containing a rich array of
diverse cell types, with traditional estimates of a few hundred mammalian neuronal
subtypes considered to be overly conservative (Stevens, 1998). Collectively, cells that
form the nervous system express 80% of genes in the genome (Lein et al., 2007). This
cellular diversity is what underlies the remarkable information processing capacity of the
CNS. Complexity within the brain continues through adulthood, where cells continue to
undergo phenotypic changes in response to environmental cues and neuronal signaling
(Li and Pleasure, 2010). This plasticity underlies higher cognitive functions, such as
those involved in learning and memory. However, the relative contribution of the
intrinsic and extrinsic cues that dictate neuronal diversity as a function of cell type and
developmental time generally remains elusive.

After the neural tube has been patterned along its AP and DV axes, subsets of
progenitor cells undergo differentiation, and these new neurons are thought to feedback
and inhibit neighboring progenitor cells from adapting a neuronal fate. This process,
called lateral inhibition, serves to regulate the numbers of neurons born at a given time
and to maintain a pool of progenitor cells. Prominent examples of lateral inhibition
include the formation of neuroblasts in fruit flies (Skeath and Thor, 2003) and formation
of sensory hair cells in the inner ear of vertebrates (Riley and Phillips, 2003). Lateral
inhibition is mediated at the molecular level by the intercellular Notch signaling pathway
(Lewis, 1996; Lowell, 2000). Notch signaling is composed of a cell-surface bound ligand
from the Delta/Serrate/Lag (DSL) gene family that binds to its cognate cell-surface bound

receptor, Notch, on a neighboring cell. The membrane-bound Notch receptor then



undergoes proteolytic cleavage by gamma secretase to release its intracellular domain.
The Notch intracellular domain (NICD) is then translocated to the nucleus where it
interacts with the Mastermind-like protein to convert the required transcriptional co-
factor of Notch, RBP-J, from a transcriptional repressor to an activator (Radtke et al.,
2005). This switch subsequently regulates transcription of downstream target genes,
including those in the proneural bHLH family (Artavanis-Tsakonas et al., 1999;
Kageyama et al., 2005).

During embryonic development, Notch signaling is a universally utilized fate
signal integrator in stem cells (Yoon and Gaiano, 2005). However, its role in post-natal
neurogenesis is unclear, primarily because Notch plays so many other roles in maturation,
neuroplasticity, and even survival (Carlson and Conboy, 2007; Corbin et al., 2008). The
first study to inducibly alter Notch signaling in post-natal neural stem cells generated two
lines of mice to either knockout Notch or over-express the active domain of Notch in
stem cells and their progeny (Breunig et al., 2007). Loss of Notch signaling from stem
cells and their progeny increased the incidence of cell cycle exit, shifting cells from the
stem cell-like phenotype to a neuronal phenotype. The overactivation of Notch signaling
led to persistent stem cells, thereby increasing the progenitor pool and reducing the
number of neurons in the population. These results established that post-natal Notch
signaling recapitulates embryonic Notch signaling. However, these studies also raise the
question of whether the microenvironment dictates the potency of adult neural stem cells.
Understanding how Notch signaling regulates the choices neural stem cells make during
development into neurons paves the way for controlling neural stem cells both in vivo and

in vitro, which is critical for therapeutic applications.



Neural differentiation does not depend solely on intrinsic factors such as those
triggered by the Notch signaling pathway, but also on extrinsic signals. Extrinsic signals
pattern the neural tube spatially and temporally, such that distinct types of neurons are
formed at defined places and times (McConnell, 1995; Jessell, 2000; Anderson et al.,
2001). Recent advances in developmental biology have begun to uncover the molecular
mechanisms that underlie patterning of the DV and AP axes of the spinal cord and other
brain regions. A major mechanism underlying this patterning results from the activity of
several secreted molecules that provide positional information to neural progenitor cells,
including Shh, Wnts, BMPs, and RA (Figure 1.1).

BMPs are members of the TGF- family of secreted ligands and bind to type-I
and type-II receptor kinases. After binding of a BMP to at least one type-I and one type-II
receptor, the type-1I receptor phosphorylates the type-I receptor (Massague et al., 1992;
Wrana et al., 1994), which leads to activation of Smad DNA binding factors (Nohe et al.,
2004). BMPs are instructive for autonomic neuron precursors (Howard et al., 2000; Liu
and Niswander, 2005). Shh is a secreted glycoprotein that plays a crucial role in
patterning the ventral midline structure of the neural tube during development (Yamada
et al., 1991; Echelard et al.,1993), and induces cells at this location—the floor plate—to
express Shh. In this environment, Shh acts as a morphogen, forming a gradient in the
ventral neural tube, to which cells differentiate in a concentration-dependent manner
(Roelink et al., 1995; Briscoe et al., 1999). The canonical Shh signaling pathway involves
two transmembrane proteins: Patched (Ptc), which is the Shh receptor, and Smoothened
(Smo), which initiates the intracellular signaling. In the absence of Shh ligand, Ptc blocks

Smo activity. Binding of Shh to Ptc relieves its inhibition of Smo, ultimately leading to



Ci/Gli protein entering the nucleus and acting as a transcriptional activator for the same
genes it represses when Ptc is inhibiting Smo (Drossopoulou et al., 2000). The combined
graded signaling of BMP and Shh are translated into transcription factor codes that
delineate different progenitor domains along the DV axis (Jessell, 2000; Wilson and
Maden, 2005).

The Wnt signaling pathway is extremely complex, following several possible
transduction pathways (Logan and Nusse, 2004). To date, however, the Wnt signals
involved in neural crest development are thought to act through binding to cell surface
receptors of the Frizzled family. This initiates signaling transduced through Dishevelled,
resulting in stabilization of B-catenin. B-catenin translocates to the nucleus, where it
regulates transcription by binding to TCF/LEF DNA binding proteins. Wnts emanate
from the dorsal aspects of the neural tube, and like BMPs antagonize the actions of the
Shh pathway to induce dorsal identities (Hari et al., 2002; Lee et al., 2004; Ille and
Sommer, 2005). Research has shown that simply reducing BMP signaling in Xenopus is
insufficient for neural crest induction without the activity of the Wnt signaling pathway
(LaBonne and Bronner-Fraser, 1998), and BMP has been shown to stimulate
transcription of WNT1. Inhibition of WNT1 results in reduced expression of BMP-
regulated genes, suggesting that neural crest delamination is regulated via BMP-
dependent Wnt activity (Burstyn-Cohen et al., 2004). These findings have led to the
development of a “two-step” model of induction, whereby BMPs act as a competence
factor for subsequent signals such as Wnt (Kleber et al., 2005).

RA—Ilike BMPs, Wnts, and Shh—is an extracellular molecule which acts in a

concentration-dependent fashion. The developing neural tube contains the highest levels



of endogenous RA (Maden et al., 1998), and a role in posterior patterning of the nervous
system has been well established (Maden, 2002). RA crosses the cell membrane and
mediate their effects through the retinoic acid and retinoid X nuclear receptors (RAR and
RXR, respectively), which form RAR-RXR heterodimers as well as RXR homodimers
(Giguere et al., 1987; Brand et al., 1988; Krust et al., 1989). These complexes move into
the nucleus, where they can regulate gene expression through interaction with a specific
sequence in the promoters of target genes called the retinoic acid response element, or
RARE. Considerable evidence has shown that in vivo, RA is an overall modulator of
HOX gene expression (Gavalas and Krumlauf, 2000; Gavalas, 2002). Excess RA causes
a transformation of neural and mesodermal segments towards a posterior identity,
accompanied by an anterior shift in HOX gene expression boundaries (Conlon, 1995).

It is important to note that not all neuronal progenitor cells progress to fully
differentiated neurons. Depending on the neuronal population, 25-75% of progenitor cells
will undergo apoptosis or programmed cell death (Becker and Bonni, 2005). The loss of
progenitor cells occurs at all stages of differentiation and is prevented by neurotrophins
such as nerve growth factor (NGF) and brain-derived neurotrophic factor (BDNF) via
activation of their cognate receptors TrkA and TrkB. Neuronal survival is also enhanced
by insulin and insulin-like growth factors, cytokines, and target-derived factors. Finally, a
small, but very important population of neural progenitor cells never differentiates or
undergoes cell death. These neural stem cells never exit the cell cycle and retain the
potential to proliferate and differentiate into functional neurons (Gage, 2000). Adult
neurogenesis from stem cells that populate the SVZ of the lateral ventricles and the SGZ

of the hippocampal dentate gyrus have become focus of intense research (Parent et al.,
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1997; Parent et al., 2002). These adult neural stem cells have been implicated in the
remodeling that occurs following brain injury (Miles and Kernie 2008; Kernie and
Parent, 2010), but in order to fully harness their potential for therapeutic strategies,
further mechanistic insight must be gained into the molecular mechanisms regulating

neurogenesis (Eriksson et al., 1998; Lie et al., 2004; Curtis et al., 2007).

Roles of bHLH transcription factors in neural development

In addition to growth factors, the development of the nervous system is brought
about by the coordinated action of transcription factors, which act in combination to
specify neural gene networks and determine cell fate. The mammalian genome encodes
for about 1500 transcription factors that contain known DNA-binding motifs (Gray et al.,
2004). In the developing mouse nervous system, over 350 transcription factors have been
identified that show spatially and/or temporally restricted expression (Gray et al., 2004).
Transcription factors are expressed in multiple brain regions, and graded expression of
transcription factors is thought to underlie the genetic basis for the topographical
organization of the brain (Albright et al., 2000).

The analysis of actions of transcription factors has begun to clarify some of the
ways in which intrinsic signals control neural cell differentiation, but there are many
unresolved issues: first, it remains unclear whether there are common transcriptional
programs that control the expression of generic neuronal properties shared by diverse
classes of neurons. Second, whether the subtype identity of individual neuronal cell types

requires the convergent activities of many genes, or if it can be achieved through the
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actions of a single, dedicated subtype-specific factor. And third, there is uncertainty about
the mechanisms used to coordinate the assignment of generic and subtype-specific
neuronal properties to individual classes of neurons.

Neurons all share a common set of features: they express pan-neural markers,
have elaborate dendritic and axonal processes depending on cell type, form synaptic
connections, and have the ability to generate and transduce electrical signals.
Specification of these generic neuronal features is at least in part controlled by a group of
neuronal determination genes that encode for bHLH transcription factors (see Figure 1.2;
Anderson et al., 1997; Lee, 1997; Schuurmans and Guillemot, 2002). Proteins of the
bHLH class play an integral role in the acquisition of a neural fate and the determination
of neural lineage, and also in the specification of the phenotypes of terminally
differentiated neurons (Brunet and Ghysen, 1999; Bertrand et al., 2002; Ross et al., 2003;
Kageyama et al., 2005).

In the nervous system, bHLH factors are functionally classified into two families
of proteins: the repressor-type bHLH factors, which promote maintenance of neural stem
cells and the differentiation of glial cells, and the activator-type bHLH factors, which
induce production of neurons. bHLH proteins bind DNA as heterodimeric complexes that
are formed with widely expressed bHLH proteins, or E proteins, encoded by one of three
mammalian genes: E2A (with its two alternative products E12 and E47), HEB, and E2-2
(Johnson et al., 1992; Massari and Murre, 2000). Crystal structure analysis has shown
that bHLH dimers are formed by interactions between the two helices of each partner to
form a four-helix bundle (Ellenberger et al., 1994; Ma et al., 1994). Because

heterodimerization is a prerequisite for DNA binding, factors that interfere with
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dimerization effectively act as passive repressors of proneural gene activity. For example,
the vertebrate inhibitor of differentiation (Id) genes have an HLH domain, but lack an
adjacent basic motif for DNA binding. These proteins have a high affinity for E proteins,
so they can compete with bHLH proteins, forming heterodimers that can no longer bind
DNA. Specifically, bHLH factors bind to DNA sequences that contain a core
hexanucleotide motif, CANNTG, known as an E-box. The basic region of the protein fits
in the main groove of the DNA, and nine of the ten DNA-contacting residues are
completely conserved in the different families of neural bHLH proteins. These direct
contacts are responsible for the common ability of neural bHLH proteins to bind to the
core E-box sequence, but are unlikely to account for the divergence in DNA-binding
specificity and biological activities between different neural bHLH protein families.

Hes genes are repressor-type bHLH genes that are homologous to the Drosophila
hairy and enhancer of split, and are one of the major target gene families activated by
Notch signaling (Jarriault et al., 1995; Ohtsuka et al., 1999; Kageyama et al., 2008). Hes
genes regulate neural stem cell self-renewal by repressing premature onset of the
proneural bHLH genes, such as Ascll and Neurog2, which promote neuronal
differentiation of neural stem cells (Kageyama et al., 2005; Nelson et al., 2007; Ohsawa
and Kageyama, 2008).

One function of the proneural bHLH genes in vertebrates is to induce expression
of Delta, thereby completing the molecular circuitry underlying the basis of lateral
inhibition (Skeath and Carroll, 1994; Technau et al., 2006). Several DSL-ligands have
been identified in vertebrates, including members of the Delta-like (DI1) and Serrate (also

called Jagged) gene family (Shutter et al., 2000; Popovic et al., 2007). Whereas most
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studies of vertebrate proneural bHLH genes have focused on their role in neural subtype
specification, recent evidence has shown that Ascll and Neurog? can directly regulate
DII1 expression in certain regions of the nervous system (Castro et al., 2006; Nelson and
Reh, 2008).

Proneural bHLH factors act as transcriptional activators, and only a few, such as
those belonging to the Olig family and bHLHb4/5, have been shown to act as repressors
(Novitch et al., 2001; Bramblett et al., 2002; Xu et al., 2002). Many proneural bHLH
genes seem to work in concert with one another: Ascll, Neurogl and Neurog?2 are co-
expressed in the dorsal telencephalon, and the three genes could together account for the
generation of all progenitors of the cerebral cortex (Nieto et al., 2001). Although one
study showed that Ascll is dispensable for the generation of neuronal progenitors in the
sympathetic ganglia (Sommer et al., 1995), a large body of evidence suggests that co-
expression of proneural bHLH genes is not redundant: mice that carry a mutation in
Ascll have severe defects in neurogenesis in the ventral telencephalon and the olfactory
sensory epithelium (Guillemot et al., 1993). Neurogl or Neurog2 single mutant mice lack
complementary sets of cranial sensory ganglia, and Neurogl/2 double knockout mice
additionally lack spinal sensory ganglia and a large fraction of ventral spinal cord
neurons (Ma et al., 1999; Fode et al., 2000). Ascll is the only known proneural gene to be
expressed in the ventral telencephalon, and studies have shown that in Ascll mutants,
progenitor populations in this region still persist and differentiate normally (Guillemot et
al., 1993; Casarosa et al., 1999; Cau et al., 2002). However, there are highly region-
specific requirements for Ascll for development of different GABAergic neuron

subpopulations (Peltopuro et al., 2010). These studies seem to imply that in the CNS as
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well as the PNS, other unidentified genes with proneural activity may exist.

While the proneural activity of a few genes (e.g. Ascll) is well established, it is a
separate question as to whether expression of these genes is sufficient to account for the
selection of all neural progenitors. Genetic studies in Drosophila and other vertebrate
models have provided evidence that a small number of proneural bHLH transcription
factors are both necessary and sufficient in the context of the ectoderm to initiate the
development of neuronal lineages and to promote the generation of progenitors that are
committed to differentiation. In Xenopus, expression of Neurogl, Neurog2, or NeuroD is
sufficient to promote the ectopic expression in ectodermal cells of markers characteristic
of post-mitotic neurons (Lee et al., 1995; Olson et al., 1998; Ma et al., 1999). Gain-of-
function studies have shown that Ascll is an instructive determinant of neuronal subtype
identity: when ectopically expressed in the CNS, it has the ability to override endogenous
differentiation programs, thereby re-specifying progenitor identity (Parras et al., 2002).
Ascll1 is also thought to play a role in the specification of neuronal subtype identitity by
inducing the expression of GABAergic differentiation markers in dorsal telencephalic
neurons (Fode et al., 2000). These findings implicate bHLH proteins as key determinants
in the competence of progenitor cells for neuronal differentiation. However, bHLH
factors undergo complex temporal regulation during differentiation: some are transiently
expressed in individual neural progenitors and are downregulated before progenitor cells
exit the proliferative zone and begin to differentiate, while other bHLH factors persist or
even increase (Gradwohl et al., 1996; Bhattacharya et al., 2004). Therefore, the ability of
proneural genes to promote full neuronal differentiation must rely on the induction of

downstream regulatory genes that implement neuronal differentiation programs (Bertrand
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et al., 2002).

In addition to their roles in initiating neurogenic cell differentiation programs in
neural precursors, a large number of bHLH proneural genes have been identified that also
simultaneously promote cell cycle exit, leading to the possibility that bHLH factors are
involved in coupling these two processes. For example, blocking Hes activity impedes
the proliferation of neural stem cells and results in changes in two stages of
differentiation: 1) the selection of neuronal instead of glial fate, and 2) the selection of a
specific, GABAergic neuronal phenotype (Kabos et al., 2002). Since regulation of cell
cycle entry and exit subsequently alters other transcriptional programs driving nervous
system development, it becomes increasingly important to unveil the molecular

mechanisms coupling cell cycle exit and neuronal differentiation.

Coupling cell cycle exit and neuronal differentiation

The eukaryotic cell cycle consists of four distinct phases: G1 phase (the first gap)
before DNA synthesis occurs, S phase when DNA replication occurs, G2 phase (the
second gap) after DNA synthesis, and the M (mitotic) phase when cell division occurs. A
successful cell cycle is dependent on the precise adherence to order and termination of
each phase. This strict regulation is guaranteed by control mechanisms that permit the
transition to the next phase via distinct checkpoints only if certain critical events are
fulfilled (Paulovitch et al., 1997).

Neuronal fates are often determined around their final cell cycle (Edlund and

Jessell, 1999; Cremisi et al., 2003), and research has shown that these determination
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events are linked to specific phases of the cell cycle. For example, in experiments where
young cortical progenitor cells are transplanted into older animals, young cells change
their fate in accordance with the older environment, but only if they are transplanted at
G1 or S phase. Cells transplanted at M phase retain their early fates (McConnell and
Kaznowski, 1991). Retinal cells have also been shown to lose their responsiveness to
some extrinsic neuronal determinants as they enter M phase (Belliveau and Cepko, 1999).

The decision as to whether somatic cells continue to proliferate or become
terminally differentiated neurons is dictated by extracellular and intracellular factors that
act on the cell cycle machinery. Major players in this scenario are holoenzymes
composed of regulatory (cyclin) and catalytic cyclin-dependent kinase (CDK) subunits
(see Figure 1.3). CDKs are activated through a series of steps, beginning with the
association with a cyclin subunit, followed by phosphorylation or dephosphorylation of
specific amino acids. The G1/S transition is the key step for cell cycle progression and is
controlled by CDK4 and CDK6, which act in mid-G1, and CDK2, which operates in the
late G1 phase (Watanabe et al., 1999; Pucci et al., 2000). Neuronal differentiation is
associated with a reduction in the overall amount of CDK activity during G1 phase.
Consistent with this observation, the accumulation of CDK inhibitors (CKlIs) has been
observed in many differentiated cell types (Matsuoka et al., 1994; Parker et al., 1995;
Rothschild et al., 2006; Buck et al., 2009).

CDK activity is suppressed via interactions with two major classes of inhibitor
proteins: the Ink4 class of proteins that exhibit specificity for CDKs 4/6 and the Cip/Kip
class that shows a broader spectrum of CDK inhibitor activity (Harper, 1997). Non-

proliferating cells can often be re-activated via removal of cell-type specific CKlIs, and
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this reactivation takes place irrespective of added growth factors. In addition, non-
proliferating cells still express functional, significant levels of pre-assembled cyclin/CDK
complexes, making cell cycle arrest a state that must constantly be maintained by active
expression of CKIs (Pajalunga et al., 2007). These findings suggest that CKIs not only
modulate kinase activity, but also contribute to the decision to enter the cell cycle as
much as cyclins themselves.

Studies have shown that high levels of the CKI p27“"" are characteristic of post-
mitotic neurons in regions such as the cortical plate and pre-plate during development, as
well as in neurons located in the basal telencephalon and the diencephalon (Lee et al.,

1996). The high expression of p27*?! in these cells correlated with p27*'

binding to and
inactivating CDK2. Evidence has also shown that the CKI p21Cipl participates in the
regulation of neural differentiation. /n vitro studies using PC12 pheochromocytoma cells
showed that NGF induced neuronal differentiation is accompanied by an increase in
p21°P! protein levels (Erhardt and Pittman, 1998). In agreement with this observation, it
was demonstrated that ectopic expression of p21°?! in this cell line mimicked the changes
in PC12 cells induced by NGF treatment.

In P19 embryonic carcinoma cells, neuronal differentiation induced by ectopic

Kipl
" and

expression of proneural bHLH factors was preceded by elevated expression of p27
cell cycle withdrawal (Farah et al., 2000). Neuronal differentiation of P19 mouse
embryonic carcinoma cells with retinoic acid requires the up-regulation of p27*' (Sasaki
et al., 2000). Gain- and loss-of-function studies in zebrafish have shown a fundamental

role for NeuroD in the context of cell cycle regulation during retinal photoreceptor

genesis: conditional expression of NeuroD caused cells to withdraw from the cell cycle,
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kP! Tn the absence

which was accompanied by the upregulation of cell cycle inhibitor p27
of NeuroD, these cells fail to exit the cell cycle and also express more cell cycle
progression factors, such as cyclin D1 (Ochocinska and Hitchcock, 2008). Together,
these data emphasize the importance of CKI expression for neuronal differentiation and
also demonstrate that bHLH proteins can link neuronal differentiation and neural
precursor cell cycle exit.

As additional modulators of CDK activity, the growth-arrest and DNA-damage
inducible protein 45 (Gadd45) proteins play an important role in neuronal differentiation.
The Gadd45 gene family, composed of Gadd45a, Gadd45, and Gadd45y, encode small,
evolutionarily conserved acidic proteins that are highly homologous to one another and
primarily localized to the cell nucleus (Zhan et al., 1994; Takekawa and Saito, 1998).
Evidence has shown that Gadd45 proteins play a pivotal role in normal cell cycle
progression: Gadd45 proteins specifically interact with and inhibit the kinase activity of
the CDK1/cyclin B1 complex, which is involved in progression of G2 to M phase
(Liebermann and Hoffman, 1998; Zhan et al., 1999). The inhibition of kinase activity of
CDK1/cyclin B1 by both Gadd45a and Gadd458 has been shown to involve physical
dissociation of the complex, but inhibition of the same complex by Gadd45y occurs in the
absence of complex disruption (Vairapandi et al., 2002). Primary cells from Gadd45a
deficient mice were found to exhibit genomic instability and abnormal mitotic
morphology (Hollander et al., 1999), and research has also shown that all three Gadd45
proteins cooperate in activation of S and G2/M cell cycle checkpoints following exposure
to genotoxic stress (Vairapandi et al., 2002).

Since the CDK1/cyclin B1 complex plays a key role in progression from G2 to M
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phase of the cell cycle (Elledge, 1996; O’Connor, 1997), the ability of Gadd45 proteins to
inhibit activity of this complex may explain the role of Gadd45 proteins in the activation
of G2/M cell cycle arrest following DNA damage. However, how Gadd45 proteins are
involved in the regulation of an S phase checkpoint remains to be determined. It is
possible that this function is linked to the role Gadd45 proteins play in DNA repair
(Smith et al., 2000). There is conflicting data on this topic, however, as Yang et al. (2000)
observed that although Gadd45p and Gadd45y interact with CDK1/cyclin B1, they do not
inhibit the kinases’ activity, as microinjection of the proteins into normal human
fibroblasts failed to induce G2/M arrest. These discrepancies may arise from differences
in methodologies and/or cellular systems used. It has yet to be determined to what extent
Gadd45 proteins function in the multiplicity of G2 checkpoint controls that have evolved

to protect the fidelity of DNA replication and mitosis.

The cAMP/PKA pathway and cell cycle regulation

The evolutionarily conserved cAMP-cAMP-dependent kinase (PKA) signaling
pathway is another important regulator of the cell cycle (see Figure 1.4). Elevation of
cAMP levels and subsequent activation of PKA results in the proliferation of certain cell
types but can also induce cell-cycle arrest and apoptosis in others (Richards, 2001; Zhang
and Insel, 2004). cAMP signaling pathways can inhibit progression through each phase of
the cell cycle, the most well-characterized of these being cAMP-induced arrest in G1,
which is mediated through modulation of cyclin D1 and cyclin D3 and the CDK

inhibitors p21°®! and p27“P" (Kato et al., 1994; van Oirschot et al., 2001). Studies of G2
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arrest in meiosis I of Xenopus and mouse oocytes have shown that cAMP signaling
maintains this arrest in a PKA-dependent fashion (Nebreda and Ferby, 2000; Han et al.,
2005). PKA itself has been shown to be involved in many aspects of cell cycle regulation,
including centrosome duplication, S phase progression, G2 arrest, mitotic spindle
formation, exit from M phase, and cytokinesis (Matyakhina et al., 2002).

PKA is a holoenzyme and exists as an inactive tetramer comprised of two
regulatory (R) subunits and two catalytic (C) subunits. The accumulation of cAMP in
response to activation of guanine-nucleotide-binding G-protein-coupled receptors induces
most cellular responses through PKA. Binding of cAMP to the R subunits of PKA
induces conformational changes that cause their dissociation from the two C subunits,
which are then active as kinases. The C subunits then diffuse throughout the cell and
phosphorylate target molecules. Four R subunits (RIa, RIB, RIla, RIIB) and three C
subunits (Ca, CB, and Cy) have been identified in mammals (Zheng et al., 1993;
Skalhegg and Tasken, 1997; Akamine et al., 2003; Kim et al., 2007; We et al., 2007).

A significant body of research exists that explores the role of cAMP and PKA in
maintaining cell cycle arrest, with classic work being done using Xenopus oocytes.
Xenopus oocytes are arrested at the G2/M border of meiosis and upon treatment with
progesterone, reinitiate meiosis, undergoing the process of maturation in which the
immature oocyte is transformed into a fertilizable egg (Masui, 2001). Early studies
suggested that high intracellular levels of cAMP were responsible for this maintenance of
G2 arrest by sustaining high levels of PKA activity. Experiments specifically directed at
the role of PKA in maturation showed that injection of the biochemically purified

catalytic subunit inhibited progesterone-induced maturation, but only if the injections
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were done within one hour of hormone treatment (Maller and Krebs, 1980) . This
suggested that a high level of PKA activity affects primarily initial, early steps in
maturation. Injection of the regulatory subunit of PKA or a heat-stable protein inhibitor
of PKA (PKI) caused a protein synthesis-dependent release of the oocytes from G2 arrest
without any hormonal treatment. PKA appears to play a similar role in maintaining
somatic mammalian cells in an interphase state, since microinjection of PKI into
mammalian fibroblasts resulted in mitotic induction (Lamb et al., 1991). Only recently
have studies revisited the role of PKA in G2 arrest in the context of the identification and
characterization of various molecular pathways involved in oocyte maturation and
regulation of entry into M phase.

G2-arrested Xenopus oocytes contain pre-M-phase promoting factor (MPF), a
complex of cyclin B and Cdc2 that is inactive due to inhibitory phosphorylations of Cdc2
on Thr'* and Tyr'. Upon progesterone stimulation, there are two parallel pathways that
lead to the activation of the cyclin B/Cdc2 complex and release of the oocyte from G2
arrest: in one pathway, Aurora-A kinase is activated and Mos protein is synthesized,
activating the MAPK pathway that inhibits Myt1 (the kinase that maintains
phosphorylation of Thr'* and Tyr'® of Cdc2). The other pathway leads to the activation of
Cdc25C phosphatase by the upstream Polo kinase cascade. Activated Cdc25C
phosphatase then dephosphorylates and activates Cdc2. The convergence of these two
pathways induces an activation of cyclin B/Cdc2, driving the oocyte from G2 into M-
phase (Duckworth et al., 2002; Schmitt and Nebreda, 2002). A functional link between
PKA signals and the Cdc2 kinase signaling pathway has been established in mouse: PKA

was shown to regulate the Weel kinase family, whose function is to inhibit cyclin
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B/Cdc2 activity via phosphorylation of Cdc2 on Thr'* and Tyr', as well as binding to
and sequestering the complex in the cytoplasm (Wells et al., 1999).

Phosphorylation is a prevalent mechanism by which transcription factors are
regulated in response to cellular signals, and PKA-promoted protein phosphorylation is
no exception. PKA exerts many of its transcriptional effects by the action of the cAMP-
response element (CRE) binding protein (CREB), which binds as a dimer to a conserved
CRE sequence, TGACGTCA (Mayr and Montminy, 2001). One of the major
mechanisms by which CREB is activated is by phosphorylation at a key serine residue
(Ser'®), which allows for interactions with transcriptional co-activators CREB-binding
protein (CBP) and its paralogue p300 (Gonzalez and Montminy, 1989; Chrivia et al.,
1993; Arias et al., 1994). Transcription of cellular genes typically peaks after 30 minutes
of stimulation with cAMP, conciding with the time required for the levels of PKA
catalytic subunit to become saturated in the nucleus. Under continuous stimulation,
CREB activity attenuates over the next two to four hours, due to dephosphorylation by
the serine/threonine phosphatases PP-1 and PP-2A (Hagiwara et al., 1992; Wadzinski et
al., 1993). In addition to being an effector of PKA signaling, CREB also plays a critical
role in activity-dependent gene regulation required for long-term synaptic plasticity and
basic neuronal survival, and is a substrate for many additional protein kinases including
Ca2+/calmodulin—dependent (CaM) kinase and ribosomal S6 kinase (Silva et al., 1998;
Bonni et al., 1999; Riccio et al., 1999; Barco et al., 2002; Lonze et al., 2002;
Mantamadiotis et al., 2002).

As a cAMP-responsive activator, CREB plays many roles in neural cell function

and is regulated through the action of diverse intracellular signaling cascades. Recent
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findings show that CREB is constitutively activated in dividing immature neural cells,
which are present in neurogenic regions of both embryonic and adult vertebrate brains
(Nakagawa et al., 2002; Dworkin et al., 2007). CREB has been shown to be involved in
growth-factor dependent survival of sympathetic and cerebellar neurons: NGF and BDNF
have both been found to promote cell survival by stimulating expression of the anti-
apoptotic gene BCL?2 through CREB (Bonni et al., 1999; Riccio et al., 1999). Transgenic
models expressing dominant-negative forms of CREB have revealed additional roles for
the CREB family of activators in the control of cell survival and proliferation. Several
cell cycle regulators—such as cyclin D1 and cyclin A—contain functional CREs and
appear to be regulated by CREB (Desdouets et al., 1995; Lee et al., 1999).

Since the cAMP-PKA signaling cascade is one of the most multifunctional
systems described to date, and because one of its major effectors, CREB, lies at the hub
of a diverse array of intracellular signaling pathways and is a transcriptional regulator of
numerous functions in developing and adult neural cells, it is critical that cellular

mechanisms exist within neurons that regulate their activity.

Regulation of PKA by protein kinase inhibitors

PKA activity is modified via two mechanisms: 1) inhibition of its kinase activity,
and 2) the regulation of its intracellular localization. The R subunits function through
both of the aforementioned mechanisms to modulate PKA activity: in the absence of
cAMP, the R subunits associate with the C subunits, thereby inhibiting their activity

(Corbin et al., 1988; Taylor et al., 1999). In addition, the R subunits also localize PKA to
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the cytoplasm by binding to A-kinase anchoring proteins (AKAPs) that in turn anchor
PKA to specific subcellular structures (Colledge and Scott, 1999; Michel and Scott,
2002).

In addition to the two R subunits, a second level of regulation of PKA activity
occurs via the activity of protein kinase inhibitor (PKI) proteins. PKIs are heat-stable
proteins, approximately 70-75 amino acids in length, and are high-affinity, specific
inhibitors of PKA (Scott et al., 1985). PKI proteins regulate PKA activity by
competitively binding to its free C subunits, thereby inhibiting phosphorylation of PKA
substrates (Ashby and Walsh, 1972). The N-terminal region of PKIs contain the amino
acid sequence R-R-N-A, which acts as a pseudosubstrate site, and is required for binding
with high affinity to the C subunits of PKA. This affinity is matched only by the R
subunits that comprise the PKA holoenzyme (Hofmann, 1980). However, PKIs lack the
specific binding site for cAMP that is present on the R subunits of PKA. As a result, PKI-
mediated inhibition of PKA occurs specifically in the presence of cAMP following the
cAMP-mediated dissociation of the R and C subunits.

PKIs also play a role in regulating the intracellular localization of the C subunit of
PKA. The free C subunit of PKA shuttles between the cytoplasm and nucleus,
phosphorylating substrates in both cellular compartments, one of the most notable nuclear
targets being CREB (Gonzalez and Montminy, 1989; Harootunian et al., 1993). PKI
proteins contain a nuclear export signal that causes the ATP-dependent, rapid export of
the PKI-bound C subunit out of the cell nucleus back to the cytoplasm (Fantozzi et al.,
1994; Wen et al., 1994; Wiley et al., 1999). In the cytoplasm, when cAMP levels are

reduced by phosphodiesterase activity, the C subunit is able to reassociate with the R
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subunits to reform the PKA holoenzyme and restore cAMP regulation to the cell. By
enhancing the rate of export of the C subunit from the nucleus, PKIs are thought to affect
the kinetics and/or extent of PKA activity in the nucleus.

Three PKI protein isoforms—PKIa, PKIB, and PKIy—are produced from three
different genes that have widespread but distinctive tissue distributions (Collins and
Uhler, 1997; Zheng et al, 2000). PKIa was originally identified in rabbit skeletal muscle,
and since then homologous proteins have been identified in mice and humans (Walsh et
al., 1971; Olsen and Uhler, 1991). Sequence analysis shows that PKla is composed of
two distinct functional domains: the pseudosubstrate site is responsible for making PKIa
the most potent inhibitor of the catalytic subunit of PKA, even amongst the other two
isoforms found in mice (Gamm and Uhler, 1995; Collins and Uhler, 1997), and the
leucine-rich nuclear export signal, which enables PKla to transport the free C subunit out
of the nucleus and back into the cell cytoplasm where it can reassociate with its R
subunits and form the inactive holoenzyme. In mice, PKla is the most abundantly
expressed isoform, with high transcript expression levels in the cerebral cortex,
cerebellum, and hippocampus (Van Patten et al., 1992; Seasholtz et al., 1995; de Lecea et
al., 1998). Within these regions, PKla is widely distributed, which further suggests that it
plays a critical role in regulating PKA activity.

The PKIP protein was first isolated from rat testis, but the cDNA was first cloned
from mouse brain. Like the other two isoforms, homologous proteins were identified in
mice and humans. In mice, PKIp is highly expressed in certain brain regions such as
cerebellum, pons, medulla, and hypothalamus (Van Patten et al, 1991; Seasholtz et al

1995). It is also expressed at lower levels in the cerebral cortex and hippocampus. In
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humans, two PKIf transcripts of 1.9 kb and 1.4 kb were detected, and PKIP was
identified as the predominant PKI isoform expressed in the brain (Zheng et al, 2000).

PKIy was the most recently discovered isoform, and has expression in the brain in
both mouse and humans, although research has not been done to determine specific
regions of expression (Collins and Uhler, 1997; Zheng et al., 2000). There is high
conservation between PKIy and PKla, mostly within the pseudosubstrate site and the
nuclear export signal (Collins and Uhler, 1997). Despite this conservation, PKly is less
potent than PKIa. One hypothesis for this difference in inhibition is the presence of a
specific cysteine residue (Cys'”) at the N-terminal portion of PKIy, which was postulated
to interfere with a-helix and B-turn regions that play a role in the ability of PKIa to bind
with high affinity to the C subunit of PKA (Knighton et al., 1991). However,
modification of Cys' failed to produce an effect on the inhibitory activity of PKIy
(Collins and Uhler, 1997).

Although all three PKI proteins inhibit PKA activity and can also facilitate
nuclear export of the PKA C subunit, they may act by preferentially recognizing the
various C subunit isoforms with different potencies. However, unlike the regulatory
subunits of PKA, PKI inhibition of the catalytic subunit is not relieved by cAMP, and the
physiological mechanism by which PKI dissociates from the C subunit has not been
established. Initially, the function of PKI proteins was thought to be limited to the
regulation of basal PKA activity based on the finding that the total amount of intracellular
PKI in certain tissues would allow for the inhibition of about 20% of total cellular PKA
(Walsh and Ashby, 1973). This would allow for a mechanism whereby basal levels of

cAMP in a cell would not activate PKA. Only when intracellular cAMP levels rose above
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a defined threshold would an increase of PKA activity occur.

However, more recent studies suggest that the endogenous tissue levels of PKI
proteins were grossly underestimated due to the purification procedures’ failure to detect
the PKIy isoform (Collins and Uhler, 1997). In situ hybridization studies show
overlapping regions of expression between PKla and PKIP, suggesting that enough PKI
may be present in these areas to inhibit the majority of PKA activity (Seasholtz et al.,
1995). In PKla null mice, the loss of PKI activity resulted in a significant reduction of
basal PKA activity in skeletal muscle (Gangolli et al., 2000). PKIf knockout mice
exhibited a significant reduction of PKI activity in testis—where it is normally highly
expressed in the adult mouse—but an additive effect was not seen when these mice were
interbred with the PKlIa knockout mice (Belyamani et al., 2001). The substantial amount
of residual inhibitory activity in these knockout mice is presumably due to compensation
by the PKIy isoform, but to date no PKIy knockout mice have been generated to test this

hypothesis.

In vitro models of neuronal differentiation

To harness the potential of ES cells as a tool for scientific exploration and a
source of possible cell replacement, it is essential to establish a consistent and rational
approach for robust production of specialized neural cell types. New protocols will need
to be devised—or existing ones modified—using integrative principles of developmental
and stem cell biology (Anderson, 2001). The first hurdle that must be overcome with ES

cells is directed differentiation towards a cell lineage of interest, such as those of
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neuronal cells.

In the absence of feeder cells and anti-differentiation agents such as leukemia
inhibitory factor (LIF), mouse ES cells spontaneously differentiate into embryoid bodies
(EBs) when cultured in suspension. The EB structure recapitulates certain aspects of
early embryogenesis (Doetschman et al., 1985), but exhibits stochastic differentiation
into a variety of cell lineages. Spontaneous differentiation of EBs yields only a small
fraction of neural lineage cells, and as such, EBs must be treated with morphogens or
growth factors to achieve directed differentiation or selective expansion of a specific
lineage of neuronal cells. The most commonly used approach for neuronal differentiation
from mouse ES cells is their spontaneous aggregation into EBs and treatment of these
aggregates with RA in the absence of LIF. Mouse ES cells treated with this protocol
consistently yield a significant population of neuronal cells upon differentiation,
predominantly consisting of glutamatergic and GABAergic neurons. These cells express
voltage-gated ion channels and form functional synapses with neighboring neurons, and
also generate action potentials that are functionally coupled by inhibitory and excitatory
synapses as revealed by measurement of post-synaptic currents (Gajovic et al., 1998;
Kawasaki et al., 2000; Okada et al., 2004).

While signaling through RA is critical during development (Maden, 2002), there
is little evidence to suggest that RA in the aforementioned ES in vitro differentiation
protocol acts to induce neural specification. Renoncourt et al. (1998) have shown that
EBs treated with RA can differentiate into neuronal cell types characteristic of the ventral
CNS, but within this mixed population of cells, rostral neural markers were absent,

suggesting that RA may selectively promote the differentiation of caudal neuronal types.
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Supporting this hypothesis, RA was found to be required for the differentiation of spinal
motor neurons (Wichterle and Peljto, 2002). Therefore, although RA treatment of EBs
results in robust, reproducible neuronal differentiation of ES cells, this protocol is
severely limited in that the neurons generated are likely subgroups of cells representative
of those in the caudal and ventral parts of the CNS, and even within these lineages, the
cells are at a wide range of developmental stages.

Another commonly used method for promoting the proliferation of the neural
precursor population is the use of FGF2, a survival and proliferation factor for early
neural precursor cells (Okabe et al., 1996). ES cell aggregates cultured in suspension and
then plated on adherent substrates in the presence of FGF2 result in the majority of the
cells undergoing apoptosis, but a small population of surviving neuronal precursors
continue to proliferate. With continued selection and expansion, nestin-positive neural
precursor cells become highly enriched, and withdrawal of FGF2 results in spontaneous
differentiation of neurons and glia (Okabe et al., 1996). The cells generated under this
protocol also fulfill the criteria of functional, post-mitotic neurons, as they exhibited both
excitatory and inhibitory synaptic connections, and have the capability of being induced
into dopaminergic neurons (Lee et al., 2000). While the FGF2 protocol provides a distinct
advantage over the RA protocol in that the neural precursor cells are better
developmentally synchronized, the overall efficiency of neural induction during the early
stages of differentiation is very low.

A major difficulty with observing the molecular pathway that a given cell
population has executed in vivo is the complexity of dissecting the signaling cues that a

cell has perceived from its environment. /n vitro work attempts to simplify the context
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within which a cell finds itself, and cellular context can further be reduced with the use of
a clonal cell line. Clonal cell lines have been used extensively in research as they provide
a homogenous population of cells that can be grown indefinitely in vitro and with relative
ease. Furthermore, they are extremely useful when taking into consideration the
translation from mouse to human systems. From the standpoint of fundamental biology,
this transition is generally regarded as a straightforward step since the principles gleaned
from lower vertebrates are likely to prevail in primates. However, because cell lineage
development depends on the interplay between extrinsic signals and cell intrinsic
programs, it makes the understanding of the biological clock of cell lineage development
even more key to directing human ES cells to a particular phenotypic fate. The method
described in this dissertation offers a protocol for dissecting mechanisms underlying early
neural development as well as for developing cells for potential application in
neurological conditions.

Like neural stem cells, ES cells and EC cells retain the ability to differentiate into
neurons both in vivo and in vitro (Schuldiner et al., 2001; Wei et al., 2002; Hornstein and
Benvenisty, 2004). ES cells are undifferentiated, pluripotent cells derived from the inner
cell mass of blastocyst embryos. Like ES cells, EC cells are pluripotent, but are also
transformed (McBurney, 1993). While many EC cell lines have been characterized with
respect to neuronal differentiation, the P19 mouse EC cell line has proved to be a
particularly tractable system for studying neuronal and glial differentiation because of the
ease with which this cell line is cultured without the need for feeder cell layers. Many of
the individual gene expression changes characterized during neural stem and progenitor

cell differentiation are recapitulated in P19 cells (Jonk et al., 1994; Blelloch et al., 2004;
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Hatada et al., 2008).

P19 cells are pluripotent, have a normal complement of chromosomes, and have
the capacity to differentiate into derivatives of all three germ layers depending on the
type of chemical inducers and culture conditions used (McBurney, 1983). For example,
after treatment with high concentrations of RA and aggregation, they are easily
differentiated into neurons, glia, and fibroblast-like cells (Jones-Villeneuve et al., 1982).
These cell types appear with high temporal fidelity: the fibroblast-like cells emerge first,
followed by the neuronal and glial cells. A microarray hybridization analysis of gene
expression has been described using P19 cells induced to differentiate with RA, and
demonstrated that over 200 known neuronal- and glial-specific genes were induced by
RA differentiation (Wei et al., 2002; Teramoto et al., 2005). These results suggest that
RA-induced P19 n