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Summary. Non-response weighting is a commonly used method to adjust for bias due to unit
non-response in surveys. Theory and simulations show that, to reduce bias effectively without
increasing variance, a covariate that is used for non-response weighting adjustment needs to be
highly associated with both the response indicator and the survey outcome variable. In practice,
these requirements pose a challenge that is often overlooked, because those covariates are
often not observed or may not exist. Surveys have recently begun to collect supplementary
data, such as interviewer observations and other proxy measures of key survey outcome vari-
ables.To the extent that these auxiliary variables are highly correlated with the actual outcomes,
these variables are promising candidates for non-response adjustment. In the present study,
we examine traditional covariates and new auxiliary variables for the National Survey of Family
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Growth, the Medical Expenditure Panel Survey, the American National Election Survey, the
European Social Surveys and the University of Michigan Transportation Research Institute
survey. We provide empirical estimates of the association between proxy measures and
response to the survey request as well as the actual survey outcome variables.We also compare
unweighted and weighted estimates under various non-response models.Our results from multi-
ple surveys with multiple recruitment protocols from multiple organizations on multiple topics
show the difficulty of finding suitable covariates for non-response adjustment and the need to
improve the quality of auxiliary data.

Keywords: Interviewer observations; Non-response adjustment; Non-response bias;
Paradata; Response propensity weights

1. Introduction

Household surveys in many countries have witnessed a decline in response rates over the past
few decades (Atrostic et al., 2001; Curtin et al., 2005; De Leeuw and DeHeer, 2002). Declining
response rates raise concerns among survey organizations and data users about the non-response
bias and precision of survey estimates. The danger of a low response rate is the presence of non-
response bias if sampled people who are unlikely to participate in a survey differ systematically
from likely participants with regard to survey outcome variables of interest. Survey organizations
therefore aim to do their best to minimize potential non-response bias that is associated with
survey statistics.

One strategy for reducing non-response bias involves investing extensive resources in con-
tacting sample subjects and persuading them to participate in the survey. Techniques such as
advance letters, incentives and customized call scheduling and calling rules have been shown
empirically to be effective in increasing response rates at the data collection stage, although their
use has not been effective at stopping the decline in response rates in the past 15 years (Dillman
et al., 2002). The extensive effort spent on contacting and recruiting sample subjects with low
probability of responding is costly. Given standard resources and budgets, survey organizations
are limited in the extent to which they can pursue those with low response probability (Rogers
et al., 2004; Groves and Peytcheva, 2008).

After data have been collected a strategy to address potential non-response bias is the con-
struction of post-survey adjustments. Weighting is one such post-survey adjustment method.
With non-response weighting, whether it is a weighting class adjustment method (Little, 1986;
Kalton and Flores-Cervantes, 2003) or a response propensity weighting method (Rosenbaum
and Rubin, 1983), survey respondents are assigned a weight to compensate for their differential
probability of participation given selection into the sample. These weighting adjustments are
aimed at reducing non-response bias in the final survey estimates, although they often increase
the variance of the adjusted estimate as well.

The success of non-response weighting depends on the variables that are used in constructing
non-response weights. Adjustment variables that are most successful at reducing non-response
bias have two properties (Little, 1986; Kalton and Flores-Cervantes, 2003; Little and Vartivarian,
2003, 2005; Groves, 2006). The variables should be predictive

(a) of the sampled person’s probability of responding to a survey request and
(b) of the survey outcome variables of interest.

The latter criterion has sometimes been neglected in the past, but some common cause of both
the survey outcome variables and survey participation is necessary for non-response bias to
appear (Groves, 2006). A recent simulation study by Little and Vartivarian (2005) demonstrated
that weighting was effective in substantially reducing non-response bias without increasing the
estimated variance only when the variables that are used in constructing weights were highly
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correlated with both the survey variables of interest and the response propensity. Whether such
correlations can be found in practice is one of the research questions that we address in this paper.

Only variables that are available for both responding and non-responding cases can be used in
non-response weighting adjustments. Often very few such variables are available. In area prob-
ability surveys, geographic variables such as region, primary sampling unit and neighbourhood
are available. In telephone surveys, area codes and exchanges are available. Some researchers
have explored the use of variables that are available at the cluster level, such as average income
or percentage of minority residents in a given geographical unit (Kalton and Flores-Cervantes,
2003; Johnson et al., 2006). However, much of this research has not explored the strength of
the association between these or other demographic variables that are associated with survey
outcomes and the probability of responding to the survey request. When auxiliary variables
are only weakly associated with the survey variables of interest and the response to the survey
request, using them in a weighting adjustment may not reduce non-response bias and may
increase variance. Although many response propensity models that are used in practice show
low predictive power as evidence by goodness-of-fit measures such as pseudo-R2, they can help
to adjust for non-response bias when the predictors of the response probability are associated
with the survey outcome variables.

Promising alternative sets of auxiliary variables are also available but so far they have been
only rarely considered for weighting purposes. These auxiliary variables include those found in
augmented sampling frames or previous surveys of the same sample, as well as those collected
for survey management purposes or collected by interviewers at little extra expense. The actual
correlation between these alternative weighting adjustment variables with survey outcomes is
an open empirical question, as is their correlation with survey participation.

For government agencies or other survey organizations that are interested in a set of uniform
adjustment procedures across multiple surveys, such as in multinational research, data that
are collected during the field period may pose a unique solution. A typical example would be
the European Social Survey (ESS) (http://www.europeansocialsurvey.org/). Here,
the same survey is fielded in various European countries, but sampling frame information that
is available for non-response adjustment varies substantially across countries. It is likely that
for international comparative research comparable data collection procedures are easier to
implement than the construction of comparable sampling frames and sampling frame infor-
mation.

To summarize, this paper has three aims, each addressed in one of the following sections.

(a) Using five large-scale surveys as examples, we shall introduce alternative sources for
non-response adjustment variables in Section 2. For each of the five surveys, we shall
describe the key survey outcome variables y and identify auxiliary variables z that have
the potential to be used for non-response adjustment. We shall give examples for data
collected during the recruitment process as a potential source for non-response adjust-
ment variables. Quality of measurement of those alternative variables will be discussed at
the end in the context of our findings.

(b) In Section 3, we shall examine the correlation of each of these auxiliary variables z with the
response indicator r and survey outcome variables of interest (y). The auxiliary variables
are available for both respondents (r =1) and non-respondents (r =0). Thus correlations
between z and r can be examined for the entire sample. The correlations between auxiliary
variables z and survey outcomes y, in contrast, can only be observed for respondent cases
(r =1/. To the extent that the auxiliary z-variables are correlated with both the response
indicator r and the survey outcome variable y, they can be useful adjustment variables.
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(c) Having examined the auxiliary variables z individually, in Section 4 we then ask the
following questions: when zs are added to the covariates x that are traditionally used
for non-response adjustment, does the resulting new set of weights change the estimated
non-response-adjusted means of the key survey outcome variables y? And, if so, does the
change reflect a reduction in non-response bias, and what are the consequences for the
estimated variances?

The effectiveness of sample-based weighting non-response adjustments depends on whether
the respondents and non-respondents are comparable conditional on the information that is
used in the non-response adjustment, i.e. that the outcome variables y are missing at random
for non-respondents. In most practical situations, this is unknowable as information on the out-
come variables of interest y is not available for both respondents and non-respondents. Here, we
examine auxiliary variables which we assume increase the chance of meeting the missingness at
random missing data mechanism assumption for some of the outcome variables. If the missing
data mechanism is data not missing at random, then other adjustment methods are needed to
remove non-response bias in the adjusted mean (Little and Rubin, 2002).

2. Five projects with alternative adjustment variables

All five projects focus on non-response adjustment using variables that are available for every
sample subject. In an attempt to find good auxiliary variables for non-response adjustment
(ideally proxy measures of the survey outcome variables), each of these five projects turned
to data from one of two sources: either enriched sampling frame information available from
external administrative records or previous surveys of the same sample units or paradata such
as interviewer observations and call record data.

2.1. Enriched sampling frame information
The first two projects use data from enriched sampling frames to test alternative non-response
adjustment models. Sampling frames usually provide only a limited number of variables for
weighting adjustment. In area probability samples, information on all sample units is often
available only for a census tract or higher geographic levels (Groves and Couper, 1998). How-
ever, if the sampling frame is a population register or administrative list of some sort, sampling
frames can also contain rich individual level data that are related to the survey outcome or are
even proxy measures of survey variables. Examples of such sampling frames are medical provider
records or voter registries. Increasingly, sampling frames are also enriched by linking sampled
cases to administrative data that are related to the survey outcome variables. Other situations
in which sampling frames provide rich data are samples drawn from respondents to previous
surveys. If the topic of the subsequent survey is similar, these sources of data provide auxiliary
variables (z-variables in this context) that are likely to be related to the key survey outcome
variables. The usefulness of these z-variables for non-response adjustment will be examined
here. A summary of the z-variables is given in Table 1.

(a) The first project uses data from a survey that was conducted by the University of Michigan
Transportation Research Institute (UMTRI) (Bingham, 2007). This is a survey of young
adults who completed high school and have a valid Michigan driver’s licence. A large
sample of young adults was selected and interviewed while still in high school. A year
later, they were contacted for a follow-up interview by telephone. The UMTRI was able
to enrich the sampling frame of this survey with driving record data from the State of
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Table 1. Studies and new adjustment variables

Study z-variable(s) Description

University of Michigan Traffic points in past 12 months Count
Transportation Research Serious traffic offences in past 12 months Count
Institute Traffic offences in past 12 months Count

Crashes in past 12 months Count
Serious crashes in past 12 months Count

Medical Expenditure Panel Dwelling unit member not working for health Binary
Survey reasons

Nights of dwelling unit members in the hospital Count
European Social Survey Litter observed around sampled address Binary

Multiunit housing structure Binary
American National Election Negative comment during recruitment Binary

Survey Single-family home Binary
National Survey of Family Growth Guess on respondent’s sexual activity Binary

Evidence of children in the household Binary

Michigan for all sampled young adults. Data from the telephone interview are available
for about 40% of all young adults for whom data from the Michigan Department of
Motor Vehicles are available (n=12694). The survey asks the sampled young adults about
various driving and risk-taking behaviours. Information on age and sex of the sample cases
is available from the sampling frame and is currently used for non-response adjustment.
The enriched sampling frame contains five official record variables that fulfil the criteria
for the alternative non-response weighting models that are examined in this paper. The
z-variables of ‘traffic points received in the past 12 months, number of traffic offences,
number of serious traffic offences, number of crashes and number of serious crashes in
the past 12 months’ are likely to be related to key survey outcome variables such as seat
belt wearing, traffic violation and revoked licences.

(b) The second project uses data from the Medical Expenditure Panel Survey (MEPS), which
is sponsored by the Agency for Healthcare Research and Quality. The MEPS is conducted
to produce national estimates of health care use, expenditures, sources of payment and
insurance coverage for the civilian non-institutionalized US population. Each annual
sample of households for the MEPS is drawn from respondents to the prior year’s National
Health Interview Survey (NHIS) conducted by the National Center for Health Statistics
of the Centers for Disease Control and Prevention (Cohen, 1997; Ezzati-Rice et al., 2008).
The household component of the MEPS provides annual data constructed from two
consecutive overlapping panels with approximately 13000 dwelling units and 35000
people. The MEPS dwelling unit response rate averages about 80% (among the NHIS
households that were fielded for the MEPS). In the MEPS, the first level of adjustment
is at the level of the dwelling unit, which is used to adjust for non-response among those
households that were subsampled from the NHIS for the MEPS. The variables that were
historically used for non-response adjustment include demographic, socio-economic and
geographic variables as collected during the prior year’s NHIS interview (in detail: race/
ethnicity, marital status, gender and education of the household reference person, num-
ber of people in the dwelling unit, family income, census region, area size, metropolitan
and urban–rural indicators, type of primary sampling unit, sampling domains of pre-
dicted poverty status and any black in the household, interruption in telephone service
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as well as home ownership status). Starting with the MEPS panel that was introduced
in 2004, health-related variables as collected in the prior year’s NHIS have also been
included in the MEPS dwelling unit non-response adjustment. In the alternative non-
response adjustment models that are considered below, the two health-related z-variables
of ‘not working for health reasons’ and ‘number of nights in the hospital’ are used in
addition to the standard set of variables evaluated for non-response adjustment (Wun and
Ezzati-Rice, 2007). The non-response-adjusted MEPS weights can be used to examine
how well their use reproduces selected NHIS fully weighted variables that include both
MEPS respondents and non-respondents. These NHIS estimates are highly correlated
with key outcome variables in the MEPS. In particular, three key NHIS survey outcome
variables are of interest here: proportion of responding dwelling units with no member
with doctor’s visits in the past 2 weeks, no dwelling unit member with a limitation in
daily activities and no dwelling unit member with a barrier to healthcare due to cost in
the past 12 months. In addition, a constructed dollar-denominated index for the amount
of expected expenditures derived from qualitative health status will also be used in the
evaluation.

2.2. Paradata from field efforts
Largely untapped sources of information that could be used for non-response adjustment are
paradata (Couper, 1998), such as interviewer observations and contact record data, collected
during fieldwork. Adding these variables to the adjustment procedures is possible with little
expense to researchers and might help to reduce non-response bias. Data collection organiza-
tions only recently started to collect paradata. The US Census Bureau now uses an automated
system for collecting contact histories for their computer-assisted personal interviews (Bates
et al., 2008). Other government statistical agencies have started to use similar procedures. These
data are gathered primarily to provide progress feedback to field operations (Groves and Couper,
1998; Groves and McGonagle, 2001). Several in-person surveys collect even more information
through interviewer observation at the neighbourhood, housing unit and contact level.

There are several examples of studies in which these paradata have been used to estimate
survey participation. Observations about the type of housing (e.g. multiunit structures) and the
presence of door intercoms have shown to be predictive of the amount of effort that is required to
contact sample households (Groves and Couper, 1998; Lynn, 2003). Contact information from
the 2005 NHIS in the USA was used to predict participation in the NHIS (Bates et al., 2008).
Likewise, interviewer-assessed enthusiasm of sample members about participating in the British
National Survey of Sexual Attitudes and Lifestyles was successful in predicting their probability
of response (Copas and Farewell, 1998). However, as discussed earlier, the correlation with the
probability of responding that was demonstrated in the above studies is only one aspect of good
adjustment variables. Only when these paradata are also related to key survey outcome variables
will they be useful for non-response bias adjustment. Whether or not paradata can be useful
auxiliary z-variables in this context—i.e. whether paradata variables are also related to survey
variables—is examined in three of the projects that were used in the current study.

(a) The ESS is a multipurpose face-to-face survey that takes place every 2 years. It is
designed to measure and monitor changing social attitudes and values across Europe,
which are then used to identify and interpret trends over time. The 2002 ESS outcome
variables span constructs such as social trust, politics and citizen involvement. About
half of the countries participating in the first round of the ESS in 2002 came close to the
specified target response rate of 70%. Greece, Poland and Portugal, the three countries



Using Proxy Measures and Other Correlates of Survey Outcomes 395

that were used for this project, have response rates of 80%, 72% and 69% respectively.
Currently, the ESS performs no routine non-response adjustment. All interviewers were
instructed to collect information on the type of housing structure in which the sample
units lived and whether an alarm system, intercom, entry phone, security lights, porch
and so on were visible on the housing unit. Such impediments to access are potentially
related to non-response (Groves and Couper, 1998). The interviewer also recorded how
common litter and garbage were in the area of the sample address. These neighbourhood
observations are seen as correlates of survey items about social involvement and more
general social trust (Schnell, 1997; Couper et al., 1998; Groves and Couper, 1998;
Abraham et al., 2006). For more information on the ESS see http://www.euro
peansocialsurvey.org/.

(b) The 2004 American National Election Study (ANES) (University of Michigan, 2004)
is another example of a survey with paradata that are collected by the interviewer. The
2004 ANES is a face-to-face survey of the adult US population. In this investigation, we
use only data that were collected before the Bush–Kerry presidential election. In the pre-
election interview, 1212 sample subjects were respondents and 621 were non-respondents.
The traditional ANES non-response adjustment is a weighting class adjustment using
US census regions and a metropolitan statistical area indicator. A unique feature of the
ANES is the collection of interviewer observations on respondents and non-respondents.
The interviewer observations document what the informant or sample unit said ‘on the
doorstep’ to the interviewer. Two of these interviewer observations are employed in the
alternative non-response adjustment model that is examined here. For all households
contacted the interviewer recorded whether the household informant made a negative
comment about the survey request. Examples for such negative comments are expressions
such as ‘surveys are a waste of time’, ‘I don’t trust surveys’, ‘surveys are a waste of tax-
payers money’ or ‘I’m not interested’. This indicator of negative comments is a z-variable
that has been shown to be related to both participation in the survey and the key survey
outcome variables on interest in politics and voting (Couper, 1997). The type of housing
structure (single-family home, multiunit housing, etc.) also was observed for all sample
households and will be used in this analysis.

(c) The National Survey of Family Growth (NSFG) (cycle 7) is our third example of a survey
using paradata that are collected by the interviewer. The survey is based on a sample of
the household population of the USA, 15–44 years of age. The NSFG is conducted as a
continuous survey. Fieldwork is carried out by the University of Michigan’s Institute for
Social Research under a contract with the National Center for Health Statistics. Three-
quarters of an annual sample are used here; the weighted response rate is about 75%.
The current NSFG non-response adjustment includes observations that were obtained
during the housing unit listing process and interviewer observations from all contacts to
the household (Lepkowski et al., 2006). Recently NSFG interviewers were asked to record
an additional z-variable that should be strongly related to the survey outcome of interest.
The NSFG interviewers assess whether each sample person contacted (both respondents
and refusals) is sexually active or not, i.e. interviewers are asked to record their answer
to the following question: ‘Do you think the selected respondent is in an active sexual
relationship with an opposite-sex partner?’. In the NSFG training interviewers are made
aware that being in an active sexual relationship with an opposite sex partner is a strong
predictor of important variables in the NSFG (such as pregnancy) and are told that their
observations will be used for non-response analysis in case a completed main interview
with the selected respondent cannot be secured. The interviewer observation can be seen
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as a proxy measure of key NSFG variables and will be examined here in addition to
existing adjustment variables. In addition, the interviewer recorded whether there was
any evidence of children in the household. This also is a potential proxy indicator for key
survey outcome variables and will be used as a z-variable in this paper.

3. Correlations of auxiliary variables with response indicator and survey variables

Fig. 1 displays the bivariate correlations estimated for each of the five projects. The x-axis
in Fig. 1 reflects the correlation between the response indicator r and the additional adjust-
ment variables z for each of the surveys. Surveys in which multiple z-variables are available
appear multiple times along the x-axis. The y-axis presents the correlation between the respective
z-variable and a selected set of survey variables y, which are listed in Tables 2–6.

All sample cases for which auxiliary variables from either frame information or paradata are
available are used to estimate the correlations between the auxiliary variables and the response
indicator ρ.z, r/. To the extent that the auxiliary variables are available only for people, contacted
already as for the interviewer observation in the NSFG and the ANES measure, the correlation
ρ.z, r/ is estimated only for the subset of contacted people. For the MEPS ρ.z, y/ can be estimated
for the full sample because y-variables are part of the NHIS and therefore available for all MEPS
sample cases whether responding or not. For all other surveys the correlations with the survey
outcome (ρ.z, y/) are estimated for respondents only.

A few observations can be made about Fig. 1. First, most of the auxiliary z-variables are only
very weakly correlated with the response indicator. Only for the ANES is the estimate for |ρ.z, r/|
greater than 0.1. The ANES z-variable ‘negative comment made by household’ has a correlation
of about 0.51 with the response indicator. Second, for any given estimate of |ρ.z, r/|, |ρ.z, y/|
varies remarkably across the different y-variables. This indicates the difficulty in finding a single
suitable adjustment variable with the potential to reduce non-response bias on several survey
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Table 2. Survey outcome variables from the UMTRI
survey

y-variable Description

Number of traffic tickets Count
Licence ever revoked Binary
Never wearing seat belt on local travels Binary
Never wearing seat belt on long travels Binary

Table 3. Survey outcome variables from the MEPS

y-variable Description

Dollar index derived from health status Continuous
Doctor visits in past 12 months Binary
Limitations in daily activities Binary
Barriers to healthcare due to cost Binary

outcomes. Third, most of the estimated |ρ.z, y/| correlations are smaller than 0.2. In the ESS the
interviewer observation of litter in the sample unit’s neighbourhood is only weakly correlated
with any of the outcome measures .|ρ.z, y/|< 0:1/ for all three countries (Greece, Poland and
Portugal). For the UMTRI, MEPS and NSFG stronger correlations are observed for some of
the y-variables. However, these correlations are not as high as the Little and Vartivarian (2005)
simulations find are necessary to lead to substantial reduction in both bias and variance of an
adjusted respondent mean. Fourth, for the MEPS the estimated correlations ρ .z, y/ that are
displayed in Fig. 1 reflect not just the correlation between the respondent cases but for all sam-
ple elements. It is noteworthy that the range and size of relationships that are observed here are
similar to those found in the four other projects (the NSFG, ANES, UMTRI and ESS) where
information is available only for responding sample units.

4. Effects on adjusted estimates

So far the auxiliary variables show only modest potential to be useful for non-response adjust-
ment. What matters for practitioners is whether adding these auxiliary variables to the existing
weighting procedures will lead to changes in the estimated means and subsequently whether
those changes translate into a substantial reduction in non-response bias without increasing the
variance.

4.1. Changes in estimated means
Next, we compare estimated non-response-adjusted means for weights with the new adjustment
variables (wxz) and without (wx) these new variables. We then relate the change in the weighted
estimates to the previously discussed correlations. For all surveys that deviate from an equal
probability sample design, we also use selection weights. We refer to the respondent means as ȳ

if they are unadjusted for non-response.
Different weighting methods are used in the five surveys to match most closely the weighting

procedure that is usually performed in each of the surveys. For the two projects in which rich
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Table 4. Survey outcome variables from the ESS

y-variable Description

Most people can be trusted 0–10 scale
Most people try to be fair 0–10 scale
Most of the time people are helpful 0–10 scale
Trust in country’s Parliament; legal system 0–10 scale
Trust in the European Parliament; United Nations 0–10 scale
Interested in politics Binary
Politics are not complicated to understand Binary
Could take an active role in a group involved with political issues Binary
Easy to make mind up about political issues Binary
Politicians care about what people like you think Binary
Politicians are interested in people’s opinions Binary
Not victim of burglary or assault in last 5 years Binary
Feeling of safety when walking alone in local area after dark Binary
Good subjective general health Binary
Not hampered in daily activities Binary

Table 5. Survey outcome variables for the ANES

y-variable Description

Interested in campaigns 5-point scale
Respondent voted in 2000 Binary
Number of days watched national news on television in the last week Count
Respondent cares who wins House election Binary
General attitude towards John Edwards (candidate in the election) 0–100 scale
Is there anything respondent likes about the Republican Party Binary
Respondent put off medical treatment owing to cost Binary
Affect for G. W. Bush: G. W. Bush made respondent feel hopeful Binary
Respondents’ self-placement on liberal–conservative dimension 5-point scale
Care who wins Presidential election Binary
Unemployment better or worse in last year 5-point scale
Defence spending scale: Democratic Party placement 7-point scale
Importance of government health insurance issue to respondent 5-point scale
Attitude towards abortions Binary
Respondent intention to vote this November (2004) Binary
Religion important part of respondent’s life Binary
Active at church besides attendance Binary
Respondent’s age Continuous
Both parents born in USA Binary
Years lived in current home Count

frame data are available (the MEPS and UMTRI), the non-response weight is formed out
of the predicted response probabilities p̂ from a logistic regression model, where p̂= exp.λ/={1+
exp.λ/}. For the MEPS and UMTRI projects the logit is estimated either by using the original set
of adjustment covariates (thus λ= λ̂x =X′

iβ̂x) or a combined set of covariates which includes the
original and the alternative adjustment variables, i.e. λ̂= λ̂xz = X′

iβ̂x + Z′
iβ̂z (Table 7). Adjust-

ment cells are formed by using means within quintiles of the estimated response probabilities
(Little, 1986; Little and Rubin, 2002), and the inverse of the average predicted probabilities within
each quintile is used as a weight (Wun and Ezzati-Rice, 2007; Yan and Raghunathan, 2007).
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Table 6. Survey outcome variables for the NSFG†

y-variables Description

Age of respondent Continuous
Total number of live births given by female respondent ( ) Count
Additional births expected in the future ( ) Binary
Respondent’s age at last or most recent sexual intercourse ( ) Continuous
Total number of pregnancies ( ) Count
Number of opposite sex partners in lifetime ( ) Count
Age of respondent’s first sexual partner at time of respondent’s first sex ( ) Continuous
Intercourse in 3 months prior to interview ( ) Binary
Number of children in household ( ) Count
Number of completed pregnancies respondent has fathered ( ) Count
Number of spontaneous pregnancy losses fathered by respondent ( ) Count
Number of abortions fathered by respondent ( ) Count
Ever married or cohabited ( ) Binary
Ever had intercourse ( ) Binary
Ever cohabited ( ) Count
0–99% of poverty level ( ) Continuous
2 biological or adopted parents from birth ( ) Binary

†Different items are available for males and females, which are indicated with the gender symbol
in the table.

In the NSFG, similar logistic regression models are currently used to create non-response
adjustment weights (Lepkowski et al., 2006). Response propensities are estimated for the
probability to respond to a screening interview used to identify eligible people within sampled
households. The inverse of this estimated propensity is used as a weight. The weights in the
lowest decile are trimmed to the median value for that decile (Little, 1986). To create the new
non-response weight, a weighting class adjustment is also implemented. Conditional on having
completed a screening interview, cases are assigned to two classes by using the binary z-variable
(Groves et al., 2007). The inverse of the response rate within each cell is used as an adjust-
ment factor. This adjustment factor is then multiplied by the inverse of the trimmed estimated
screening interview response propensity and the probability-of-selection weight.

For the ESS and ANES, weighting class adjustments are employed (Kreuter et al., 2007;
Peytchev and Olson, 2007). For the ESS no non-response adjustment is currently used; thus
we use each of the dichotomous z-variables separately to form alternative two non-response
adjustment classes for each variable. In the ANES, the dichotomous z-variables were added
separately to the non-response adjustment, crossing the existing adjustment cells (c =8 classes
that are formed out of the two x-covariates) by the additional auxiliary variable z. The number
of respondents in class c is indicated by nrc in Table 7. All sampled elements in that class are
indicated by nc. The inverse of the estimated response rate φc =nrc=nc in each of the cells is the
existing non-response weight. The inverse of the estimated response probability φcz—the ratio
of respondents in the cell that is formed by including z (nrcz) to all sample elements in the cell
that is formed by including z (ncz)—is the new non-response weight.

To compare the effect of incorporating the z-variables into the weights on various estimates,
we express the change in the adjustment mean in standard error units:

∣∣∣∣∣
ˆ̄ywxz

− ˆ̄ywx

SE. ˆ̄ywx
/

∣∣∣∣∣ .1/
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Table 7. Non-response adjustment weights

Adjustment Logit in propensity Weighting class
weight model adjustment

wx λ̂x =X′
iβ̂x φc =nrc=nc

wxz λ̂xz =X′
i β̂x +Z′

iβ̂z φcz =nrcz=ncz

where ˆ̄ywxz
is the estimated mean weighted by the selection weight and the new non-response

adjustment (including both old covariates x and new auxiliary variables z), ˆ̄ywx
is the estimated

mean weighted with the traditional non-response adjustment variables and the selection weight,
and SE. ˆ̄ywx

/ is the estimated design-based standard error for the estimate of y by using the
traditional non-response adjustment. The standardized difference in the weighted estimate
allows us to put all the estimates on the same scale. For the ESS this is just the difference
between the non-response-adjusted estimated mean and the unadjusted estimated respondent
mean, since no prior adjustment scheme exists.

Fig. 2 shows the effect of using interviewer observations in the non-response adjustment for
the ESS. The x-axis represents the correlation between the respective interviewer observations
and the survey variables, which for the ESS is simply the values that are plotted on the y-axis from
Fig. 1. The y-axis of this graph displays the difference of the weighted means with and without
non-response adjustment in standard error units (equation (1)). As expected from theory and
prior simulations the change in the weighted estimates increases with larger correlations between
z and y. To give one example, for Poland the correlation between the interviewer observation
of the respondent’s ‘housing structure’ and the respondent’s ‘feeling of safety when walking
alone after dark in the local area’ is |ρ.z, y/|=0:265 and led to a shift in the weighted mean of
about 1:4 standard error units of the y-variable.

For all other surveys prior adjustment variables exist and thus it would be inappropriate to use
the same x-axis as we did for the ESS. Instead we plot the standardized difference from equation
(1) against the difference in the correlation between the predicted response probabilities (with
and without the alternative auxiliary adjustment variables z) and the survey outcome variables.
In the presence of multiple adjustment variables we use

||ρ.p̂xz, y/|− |ρ.p̂x, y/|| .2/

with p̂xz symbolizing the predicted values from either the response propensity models or the
weighting class adjustments including both traditional covariates x and the new adjustment
variable z. Likewise, p̂x represents the predicted values from response propensity models or
weighting class adjustments values with only the traditional adjustment covariates x.

Using the difference in the correlation can also be motivated in a different way. Although
not a measure of the non-response bias itself, these correlations nevertheless give a scale-free
assessment of relative influence on the non-response bias. Under a stochastic model for survey
non-response (Bethlehem, 2002), the non-response bias of an unadjusted respondent mean ȳ

can be expressed as

bias.ȳ/= cov.p, y/

p̄
, .3/

i.e. the covariance between the response probabilities and the survey outcome variable over
the average of the response probabilities which equates to the response rate in a given survey.
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Fig. 2. Absolute change in standard error units for estimated means and estimated percentages of outcome
variables y listed in Table 4 plotted against the correlation between interviewer observations and outcome
variables for the ESS (log-scale): +, z -variable presence of litter; �, z -variable multiunit housing

Although non-response bias of the unadjusted respondent mean can be expressed as a covariance
between p and y, the covariance is on the scale of the survey outcome variable. As such,
comparing across y-variables within the same survey is difficult. To make it scale free, we divide
both sides of equation (3) by the standard deviation of y. For ease of interpretation, we then
re-express the scale-free estimate of non-response bias as the correlation between the response
probability and y times the coefficient of variation of p:

bias.ȳ/

SD.y/
= cov.p, y/

SD.y/p̄
= cov.p, y/

SD.y/ SD.p/

SD.p/

p̄
=ρ.p, y/ CV.p/: .4/

Within a survey the coefficient of variation of p is fixed. The correlation permits the rela-
tionship between response probability and y to be expressed in standard deviation units, thus
making the results more comparable. Previous investigations of the effects of weighting on sur-
vey estimates (Kish, 1965) focus on the second term, CV.p/. We focus on the first term. All
things being equal, stronger associations between y and p will lead to increased non-response
bias of the unadjusted respondent mean within a survey.

Fig. 3 shows the absolute change in the estimate weighted with the old and new adjustment
weights (see equation (1)) for the four surveys for which traditional non-response adjustment
was available (the ANES, NSFG, UMTRI and MEPS). The y-axis shows the absolute change in
the weighted estimated means in standard error units. The x-axis displays the absolute difference
in the correlations between the estimated response probability and y including and excluding
the new adjustment variable z (see equation (2)). Similarly to Fig. 2 we see an increase in the
change of the weighted estimate with increasing difference in the correlation of the estimated
response probabilities and the outcome variables. The range of values on the x-axis is consid-
erably lower than that in Fig. 2. Remember that the newly added adjustment variable z is only
one of many variables included in the models that are used to estimate the response probability.
This is particularly true for the NSFG and MEPS. For many of the survey variables, adding the
new adjustment variable z to the propensity model led to little change in the correlation of the
estimated response probability with the survey outcomes as displayed on the x-axis. However,
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Fig. 3. Absolute change in standard error units for estimated means and estimated percentages (see equa-
tion (1)) of the outcome variables measured in Tables 2, 3, 5 and 6, plotted against the absolute difference
(log-scale) in correlation of the estimated response probability and the outcome variables for the UMTRI (+),
MEPS (�), ANES (˘) and NSFG (�) studies

we do see for some variables shifts in the mean estimates of approximately 1 standard error of
the estimate in magnitude. For most surveys adding z to the propensity model increases the
strength of ρ.p̂xz, y/ compared with ρ.p̂x, y/ for some survey outcome variables. Yet this was
not universally true.

4.2. Direction of change and effect on variances
Establishing the potential of z to change the estimated mean is only a first step. Survey research-
ers will ultimately be interested if using those z-variables will remove non-response bias and
what the effect of the new weighting adjustment is on the estimated variances.

Adjustment weights can increase the estimated variance of survey estimates in addition to
affecting the point estimate when the weights are only weakly correlated with the survey outcome
(Little and Vartivarian, 2003, 2005). We are therefore interested in the trade-off between non-
response bias reduction (due to a potentially better non-response adjustment) and the potential
increase in variance.

For three of the studies (the ESS, NSFG and ANES) we cannot evaluate the effect of the shift
in terms of non-response bias due to the absence of true scores or strong assumptions regarding
a potential non-response bias. Thus, a non-response bias examination will be done for two of
the five surveys: the MEPS and UMTRI study. For the MEPS, a non-response bias assessment
is possible by using the NHIS frame data. From the NHIS, outcome variables are available for
both MEPS respondents and non-respondents. For the UMTRI study, we assume that concerns
about revealing socially undesirable information increase the probability of refusing to parti-
cipate in the UMTRI survey. Hence, an increase in the non-response-weighted estimates of the
undesirable behaviours will be taken as evidence for a shift in the appropriate direction.

The mean-square error (MSE) reflects the contribution of both variance and bias on the
estimate. We can obtain an estimate for the MSE in the MEPS by defining the bias in terms
of a target value rather than the expected value (Wun and Ezzati-Rice, 2007). For the MEPS
the target value is the value that is estimated for the full ( f ) MEPS sample (respondent and
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non-respondents) using the MEPS base weight ( ˆ̄ywf
), i.e. before any non-response adjustment.

Here we use the square root of the MSE divided by the target value ( ˆ̄ywf
), obtaining a relative

root-mean-square error rRMSE to compare the different sets of non-response weights. Each
bias term is estimated as the difference between the non-response-adjusted estimate ˆ̄ywx

and
ˆ̄ywxz

, and the target value ˆ̄ywf
. Each variance term is defined as the non-response-adjusted

estimate, ˆ̄ywx
and ˆ̄ywxz

, centred at the target value ˆ̄ywf
. Equation (5) presents rRMSE for ˆ̄ywxz

,
and there is a corresponding expression for ˆ̄ywx

:

rRMSE=
√{bias2. ˆ̄ywxz

/+ v̂ar. ˆ̄ywxz
/}

ˆ̄ywf

, .5/

For the UMTRI study we do not know the absolute magnitude of the non-response bias;
thus we cannot estimate the change in MSE. However, we can report a ratio R of the variances:
the variance of the estimated mean by using the traditional covariates for the non-response
weighting adjustment (v̂ar. ˆ̄ywx

/) and the variance by using both traditional and new z-variables
in the adjustment procedure (v̂ar. ˆ̄ywxz

/):

R= v̂ar. ˆ̄ywx
/=v̂ar. ˆ̄ywxz

/: .6/

If the new adjustment variables are highly correlated with the survey outcome, we would expect
the variance in the denominator (v̂ar. ˆ̄ywxz

/) to be smaller than the variance in the numerator
(v̂ar. ˆ̄ywx

/), and thus R would be greater than 1.
Because the weights are estimated, they also have sampling variability. To account for the

sampling variability of the weights, we use resampling methods. We take 100 draws from a
multivariate normal distribution with MN{β̂, cov.β̂/}, where the vector of regression coeffi-
cients β̂ and cov.β̂/ are taken from the logit models that were discussed earlier (see Table 2).
For each draw, we estimate a new response probability p̂i and a non-response adjustment
weight 1=p̂i, and we re-estimate the weighted means and variances by using each of these 100
propensity weights as described above. We then estimate the mean of the variances and the
variance of the means to calculate the unconditional variance v, which is v = E{v̂ar. ˆ̄y|β̂/} +
v̂ar{E. ˆ̄y|β̂/}.

Table 8 presents the results for the MEPS. In Table 8 means and percentages displayed in the
third column ( ˆ̄ywx

) are estimated by using the traditional non-response adjustment weight and
the selection weight. The estimates in the fifth column ( ˆ̄ywxz

) add the two new health-related
adjustment variables z to the non-response adjustment weight. The RMSE is displayed next
to each non-response-weighted estimate. As a reminder, for the MEPS, survey values (from
the source sampling frame) exist for both respondents and non-respondents. Hence, the non-
response-weighted estimates for the respondents can be compared with the target value ( ˆ̄ywf

).
Non-response-weighted estimates are better if they are closer to the target value.

Adding the health-related z-variables to the non-response adjustment moves the resulting
estimate closer to the target value for all four outcome variables, i.e., for all four outcome
variables, we observe that adding health-related covariates in the dwelling unit level non-response
adjustment results in estimates with smaller non-response bias and reduced variation. As a con-
sequence, the MEPS now includes health-related variables in the dwelling unit level non-response
adjustment.

As argued above, for the UMTRI study concerns about revealing socially undesirable infor-
mation may increase non-response and thus lead to non-response bias for survey outcome
variables that are related to the undesirable information. Thus if the new zs are useful adjust-
ment variables we would expect increases in the non-response-weighted estimates, compared
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Table 8. Unweighted and weighted estimates for the MEPS

Estimate Target value Old adjustment New adjustment
ˆ̄ywf

ˆ̄ywx
rRMSE (%) ˆ̄ywxz

rRMSE (%)

% with no limitations in daily activities 74.64 72.74 2.76 73.05 2.38
Mean dollar index 6618 6712 1.82 6682 1.48
% with no doctor visit in past 12 months 67.23 65.67 2.53 65.79 2.37
% with no barrier to healthcare owing to cost 85.28 84.28 1.36 84.37 1.27

Table 9. Unweighted and weighted estimates for the UMTRI survey

Estimate Unadjusted Adjusted Standard errors ×10−3 R
ˆ̄yw

ˆ̄ywx
ˆ̄ywxz

SE. ˆ̄ywx
/ SE. ˆ̄ywxz

/

Proportion with licence revoked 18.80 19.43 19.85 5.74 5.88 0.98
Mean number of traffic tickets 0.35 0.36 0.37 0.119 0.121 0.98
Proportion never wearing seat belt 5.13 5.25 5.38 3.22 3.32 0.97

on local travels
Proportion never wearing seat belt 4.28 4.39 4.47 2.96 3.04 0.97

on long travels

with those estimated only with the selection weight . ˆ̄yw/. In Table 9, the column headed with
ˆ̄ywx

displays UMTRI estimates by using the traditional non-response adjustment weight and
the selection weight, and ˆ̄ywxz

indicates estimates for which the new adjustment variables z are
included when forming the non-response adjustment weight.

For example, as we see in Table 9, the unadjusted estimate for the number of young adults
having their licence was revoked is 18.80%. When applying the original non-response adjustment
weight formed by cells age and gender the estimated proportion of young adults whose licence
was revoked is 19.43%. When the five new z-variables are added to the existing covariates in the
adjustment model the estimated proportion of drivers with their licence revoked increases yet
again to 19.85%. Thus the non-response-weighted estimates change in the expected direction.
The estimated total variances are small. The variance for the estimate by using the full set of z′
and x adjustment variables is only slightly larger than the existing adjustment by using only the
x-variables; as a result, the ratio R (see equation (6)) is slightly less than 1 in the last column. In
sum, for the two surveys in which a non-response bias assessment was possible, the weights that
are formed with the new adjustment variables reduced non-response bias at no great expense of
increased variance.

5. Discussion

This paper explores the use of auxiliary variables that are in part proxy measures of survey
variables in post-survey adjustments. We used the NSFG, the MEPS, the ANES, the ESS and
the UMTRI survey as examples. For most of the surveys that are evaluated here, the auxiliary
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variables are moderately correlated with survey outcomes, and less so with the response indica-
tor. Overall the correlations are weak and do not show the strength that is needed for successful
non-response adjustment as described by Little and Vartivarian (2005).

We compared unweighted and weighted estimates under various non-response models. Includ-
ing the proxy measures in the weight construction led to a larger shift in the survey estimates
than when they are not included. In addition, the extent of change in the survey estimates by
using the new weights is related to the strength of the associations between the survey outcomes
and the estimated response probabilities when using the new auxiliary variables—larger shifts in
estimates are observed with moderate correlations and smaller effects with lower correlations.
Owing to the weak correlations between most proxy measures and the response indicator, we
did not observe any apparent changes in the variance of the estimates.

We saw strong variability across survey items (even within a single survey) for the bivariate
correlations as well as in the effects of the adjustment on the estimated means. For any given
correlational strength between the proxy measure and the response indicator, we also saw large
variation in the correlation of that same proxy variable and the survey outcomes. Consequently,
relying on one or a few variables in the adjustment may not necessarily improve weighted esti-
mates across all outcomes. Although a strong predictor of response (to the survey request) can
be important for the weighting adjustment, care should be taken in evaluating the weighting
models. Predictors of the survey outcome variables that are also predictors of response should
be deliberately sought out and included in adjustment models, in addition to the traditional
predictors of survey participation.

This paper did not consider the measurement error properties of the interviewer observations
and record variables. We made a simplistic assumption that there is no measurement error in
those variables. Of course, this assumption is debatable in the real world. Future research is
needed to examine the effect of the potential measurement error in auxiliary variables on survey
estimates and on the bias–variance trade-off. Although it will be difficult to do so, research is
also needed on the presence and effect of selective measurement error, e.g. if measurement error
in the auxiliary variables is correlated with response.

This paper focused only on changes in estimates of central tendencies (i.e. weighted mean
estimates or weighted estimated proportions of binary variables). It is conceivable that larger
shifts can be observed in other estimates such as quantiles. Also, an ideal proxy variable for a
successful adjustment variable for a point estimate does not necessarily translate to the ideal
variable when interest is in estimated regression coefficients or subgroup analyses.

In this paper an assessment of reduction of non-response bias was only possible for the MEPS,
and with some assumptions for the UMTRI study. Very few surveys have a record base for their
frame that contains information on both respondents and non-respondents, and those are often
limited to behavioural items. Likewise very few surveys are part of a panel study where values for
non-respondents are available from prior waves. However, the strength of this paper is that we
have examined alternative variables over multiple surveys with multiple recruitment protocols
from multiple organizations on multiple topics.

The challenge of weighting adjustment, for survey researchers and practitioners, lies in the
search for an appropriate set of auxiliary variables that are predictive of both response prob-
abilities and survey variables of interest. We encourage survey researchers to engage actively
in identifying an appropriate set of auxiliary variables in developing non-response adjustment
weights. This should include identifying measures at the design stage that can be obtained on
both respondents and non-respondents and that are good proxy variables for one or multiple
survey variables. In the past, attention was often focused on finding variables that are associated
with response although small R2-statistics are very common in response propensity models
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(Janson, 2003; Nicoletti and Peracchi, 2005; Feskens et al., 2007). The results of this paper show
that a renewed focus on correlates of the key survey outcome variables is warranted. An avenue
that is worth exploring is statistics derived from call record data or other types of paradata that
were not discussed here.
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