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Abstract. The basic theory for probability one globally convergent homotopy algorithms was devel-
oped in 1976, and since then the theory, algorithms, and applications have considerably expanded.
These are algorithms for solving nonlinear systems of (algebraic) equations, which are convergent
for almost all choices of starting point. Thus they are globally convergent with probability one.
They are applicable to Brouwer fixed point problems, certain classes of zero-finding problems, un-
constrained optimization, linearly constrained optimization, nonlinear complementarity, and the
discretizations of nonlinear two-point boundary value problems based on shooting, finite differ-
ences, collocation, and finite elements. A mathematical software package, HOMPACK, exists that
implements several different strategies and handles both dense and sparse problems. Homotopy
algorithms are closely related to ODE algorithms, and make heavy use of ODE techniques. Homo-
topy algorithms for some classes of nonlinear systems, such as polynomial systems, exhibit a large
amount of coarse grain parallelism. These and other topics are discussed in a tutorial fashion.

1. An example. Consider a thin incompressible elastic rod clamped at the origin and acted on by
forces Q. P and torque M (see Figure 1). The governing nondimensionalized equations are
d d df
E—E = cos b, E% =sinb, == Qz— Py+ M, (1.1)
2(0) = y(0) = 6(0) = 0,(1.2)

f(1)=a y(1)=b, 6(1)=c(1.3)

The cantilever beam problem, which is to find the position (a, b) of the tip of the rod given the
forces @ # 0 and P = 0, has a closed-form solution in terms of elliptic integrals. The inverse
problem, where the a, b, ¢ are specified and Q, P, M are to be determined, has no similar closed-
form solution. This inverse problem is ferociously nonlinear and extremely difficult. For large
deformations, ¢ = 6r for example, the rod is wound like a coil spring and its shape is very sensitive
to small perturbations in @, P, or M.

Let
v=| P (1.4)
and z(s; v), y(s: v), (s; v) be the solution (dependent on v) of the initial value problem (1.1)-(1.2).

Then an equivalent formulation of the nonlinear two-point boundary value problem (1.1)-(1.3) is
to find a vector v such that

z(1;v) — a
Flv)=1|y(l;v)-b] =0. (1.5)
6(1;v) — ¢



Figure 1. Elastic rod.

This particular formulation is based on shooting. Nonlinear systems different from (1.5) could be
derived based on multiple shooting, finite differences, polynomial or spline collocation, spectral
methods, or Galerkin methods. The best way to approximate the solution to (1.1)-(1.3) is not the
issue here. The issue is how to solve the particular given nonlinear system of equations (1.5).

Newton and quasi-Newton methods, even the very best such as HYBRJ from Argonne’s MIN-
PACK package {32}, fail dismally when applied to (1.5). A simple continuation scheme, such as

tracking the zeros of
pul, &) = A F(1) = (1= A)(o - u) (16)

as A is increased from O to 1, also fails. The zero curve of py(A, v) in (1.6) emanating from (0, w)
diverges to infinity. In fact this divergence also occurs if F(v) in (1.8) is replaced by DF(v) for
any diagonal orthogonal matrix D. Nonlinear least squares algorithms attempting to minimize
F(v)'F(v) also quickly fail, since there are too many local minima % that are not global minima

(F(v) # 0).

Consider the function (known as a homotopy map) p : E® x [0,1) x E® — E® defined by

)
2(1;0) — [Na+ (1 - A)di]

p(d X, v) = pa(h, ) = | y(1;0) = [Ao+ (1= N)do] | . (1.7)
B(1;v) = [Ae+ (1 - A)ds)

pq is a homotopy (the technical term from topology) because it continuously deforms one function

(in this case p4(0, v) ) to another function (in this case p4(1,v) = F(v) ). Note that p(d, A, v) is C*
and that its Jacobian matrix

Dp(d, A, v) = [-(1 = NI, —(a,b,¢)' + d, D,F(v)] (1.8)
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has full rank (rank = 3) on p~1(0). In differential geometry jargon, p is said to be transversal
to zero. The mathematics then says that for almost all vectors d € E? (in the sense of Lebesgue
measure), the map pg is also transversal to zero. What this means geometrically is that the zero
set of p4 consists of smooth disjoint curves that do not intersect themselves or bifurcate, and have
endpoints only at A = 0 or A =1 (see Figure 2). In general under suitable conditions (described in
Section 2) there is a zero curve  of py(A, v) stretching from a known solution vy at A = O to the
desired solution v at A = 1.

For the homotopy map (1.7) such a zero curve  does indeed exist, and a solution ¥ to (1.5)
can be found by tracking « starting from (0, vg). v and d are related by z(1; v) = di, y(1; w) = d,
8(1; w) = ds. Since the theory says that everything works for almost all d, by the implicit function
theorem, everything also works for almost all v. Thus in practice v was chosen at random and d
computed from u, rather than vice versa. More details on this example can be found in [59].

Figure 2. The zero set p;'(0).

The scheme just described is known as a probability one globally convergent homotopy al-
gorithm. The phrase “probability one” refers to the almost any choice for d, and the “global
convergence” refers to the fact that the starting point vy need not be anywhere near the solution .

Section 2 describes the mathematical theory behind globally convergent homotopy algorithms,
and states some typical convergence theorems for various types of problems. Section 3 describes
several strategies for tracking the zero curve ~. This is a challenging numerical analysis problem, and
has been the focus of much recent research, especially on large sparse problems. The mathematical
software package HOMPACK is the topic of Section 4, and Section 5 briefly mentions some of the
application areas of homotopy methods. Section 6 presents some current (and incomplete) work
on parallel computation.



2. Theory. The theoretical foundation of all probability one globally convergent homotopy methods
is given in the following differential geometry theorem:

Definition. Let E™ denote n-dimensional real Euclidean space, let U C E™ and V C E™ be open
sets, and let p: Ux [0,1) x V — E™ be a C® map. p is said to be transversal to zero if the Jacobian
matrix Dp has full rank on p~1(0).

Parametrized Sard’s Theorem. If p(a, A, z) is transversal to zero, then for almost all a € U the map

pa(A, z) = p(a, A, z)

is also transversal to zero; i.e., with probability one the Jacobian matrix Dp,(}, z) has full rank on
-1
pa (0).-

A typical zero set p;!(0) is shown in Figure 2. The recipe for constructing a globally convergent
homotopy algorithm to solve the nonlinear system of equations

F(z) =0, (2.1)

where F : E® — E™is a C* map, is as follows: For an open set U C E™ construct a C? homotopy
map p: U x [0,1) x E® — E™ such that

1) p(a,A, z) is transversal to zero,
2) p4(0,2) = p(a,0,2z) =0 is trivial to solve and has a unique solution zo,

3) pa(l,2) = F(2),
4) p71(0) is bounded.

Then for almost all ¢ € U there exists a zero curve 7 of p,, along which the Jacobian matrix Dp,
has rank n, emanating from (0, zp) and reaching a zero z of F at A = 1. This zero curve « does not
intersect itself, is disjoint from any other zeros of p,, and has finite arc length in every compact
subset of [0,1) x E". Furthermore, if DF(Z) is nonsingular, then « has finite arc length.

The general idea of the algorithm is now apparent: just follow the zero curve 4 emanating from

(0, a) until a zero z of F(z) is reached (at A = 1). Of course it is nontrivial to develop a viable

numerical algorithm based on that idea, but at least conceptually, the algorithm for solving the

nonlinear system of equations F(z) = 0 is clear and simple. The homotopy map (usually, but not
always) is

pa(X,z) = AF(2) + (1 = A)(z - a), (2.2)

which has the same form as a standard continuation or embedding mapping. However, there are two
crucial differences. In standard continuation, the embedding parameter A increases monotonically
from 0 to 1 as the trivial problem z— a = 0 is continuously deformed to the problem F(z) = 0. The
present homotopy method permits A to both increase and decrease along v with no adverse effect;
that is, turning points present no special difficulty. The second important difference is that there
are never any “singular points” which afflict standard continuation methods. The way in which the
zero curve 7 of p, is followed and the full rank of Dp, along 4 guarantee this.

It should be mentioned that the form of the homotopy map p,(), z) in (2.2) is just a special
case used here for clarity of exposition. The more general theory can be found in [69, 73-75, 82],
and practical engineering problems requiring a p, nonlinear in A are in [59] and [66].
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The following sections give some typical theorems for various classes of problems.

2.1. Brouwer fixed points. This area represents one of the first successes for both simplicial [4,
13-14, 30, 41-43, 45| and continuous homotopy methods (8, 48]. Brouwer fixed point problems can
be very nasty, and often cause locally convergent iterative methods a great deal of difficulty.

Theorem. Let B = {z< E"| |lz|j, = 1} be the closed unit ball, and f: B — B a C* map. Then for
almost all a € int B there exists a zero curve 7 of

pa(X 2) = Az = f(z)) + (1 = A)(2 - a),

along which the Jacobian matrix Dp,(A, z) has full rank, emanating from (0, ¢) and reaching a fixed
point z of f at A = 1. Furthermore, ~ has finite arc length if I — Df(z) is nonsingular.

2.2. General zero finding problems. Typically a problem (such as a partial differential equation)
reduces to a finite dimensional nonlinear system of equations, and what is desired are conditions
on the original problem, not on the final discretized problem. Thus the results in this section are
used to derive, working backwards, useful conditions on the original problem, whatever it might
be. The following four lemmas from [74], {74], [73], [75] respectively, which follow from the results

of [8], are used for that purpose.

Lemma 1. Let g: EP — E” be a C* map, a € E”, and define p, : [0,1) x EP — EP by

pa(A y) = Ag(y) + (1= A)(y - o).

Then for almost all ¢ € E? there is a zero curve 7 of p, emanating from (0, a) along which the
Jacobian matrix Dp,(A, y) has full rank.

Lemma 2. If the zero curve 4 in Lemma 1 is bounded, it has an accumulation point (1, §), where
9(y) = 0. Furthermore, if Dg(y) is nonsingular, then 7 has finite arc length.

Lemma 3. Let F : EP — EF be a C? map such that for some r > 0, 2 F(z) > 0 whenever ||z|| = r.
Then F has a zero in {z€ E” | ||2]] < r}, and for almost all @ € E?, |ja|| < r, there is a zero curve
~ of

pa(A,z) = AF(z) + (1 = A)(z - a),

along which the Jacobian matrix Dp,(A, z) has full rank, emanating from (0, a) and reaching a zero
zof F at A = 1. Furthermore, ~ has finite arc length if DF(z) is nonsingular.

Lemma 3 is a special case of the following more general lemma.

Lemma 4. Let F : EP — EP be a C® map such that for some r > 0 and ¥ > 0, F(z) and z - a do
not point in opposite directions for [|z]| = r, ||a|| < ¥. Then F has a zero in {z€ EP | ||2]| < r}, and
for almost all a € EP, ||a|| < 7, there is a zero curve 4 of

pa(A, 2) = AF(z) + (1 = A)(z - o),

along which the Jacobian matrix Dp,(A, z) has full rank, emanating from (0, a) and reaching a zero
zof F at A = 1. Furthermore, « has finite arc length if DF(z) is nonsingular.
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2.3. Optimization. Consider first the unconstrained optimization problem

mgn f(z). (2:3)

Theorem. Let f: E® — E be a C® convex map with a minimum at %, [|z]|, < M. Then for almost
all a, |jalj, < M, there exists a zero curve 5 of the homotopy map

pa(X,2) = AVf(z) + (1 = A)(z - a),
along which the Jacobian matrix Dp,(A, z) has full rank, emanating from (0, a) and reaching a point
(1,%), where z solves (2.3).

A function is called uniformly convex if it is convex and its Hessian’s smallest eigenvalue is
bounded away from zero. Consider next the constrained optimization problem

min f(z). (2.4)

This is more general than it might appear because the general convex quadratic program reduces
to a problem of the form (2.4).

Theorem. Let f: E® — E be a C° uniformly convex map. Then there exists § > 0 such that for
almost all a > 0 with [{a||, < & there exists a zero curve v of the homotopy map

pa(A, 2) = A K(z) + (1 = A)(z - a),

where

10f(z s af(z)\*
K=~ - x) - () 4

along which the Jacobian matrix Dp,(A, z) has full rank, connecting (0, ) to a point (1,Z), where
z solves the constrained optimization problem (2.4).

2.4. Nonlinear complementarity. Given F : E® — E", the nonlinear complementarity problem is
to find a vector z€ E" such that

£>0, F(z)>0, ZF(z)=0. (2.5)

At a solution Z, Z and F(Z) are “complementary” in the sense that if z; > 0, then Fi(z) = 0, and if
Fi(z) > 0, then % = 0. This problem is difficult because there are linear constraints z > 0, nonlinear
constraints F(z) > 0, and a combinatorial aspect from the complementarity condition #F(z) = 0.
It is interesting that homotopy methods can be adapted to deal with nonlinear constraints and
combinatorial conditions.

Define G: E™ — E™ by

and let



Theorem. Let F : E® — E"™ be a C? map, and let the Jacobian matrix DG(z) be nonsingular at
every zero of G(2). Suppose there exists r > 0 such that z> 0 and 2 = ||2||, > r imply F(2) > 0.

Then for almost all a > O there exists a zero curve v of p,(}, z), along which the Jacobian matrix
Dpa(A, 2) has full rank, having finite arc length and connecting (0, a) to (1, z), where Z solves (2.5).

Theorem. Let F : E® — E™ be a C* map, and let the Jacobian matrix DG(z) be nonsingular at
every zero of G(z). Suppose there exists r > 0 such that z > 0 and ||2||, > r imply zFi(z) > 0 for

o —
some index k. Then there exists § > 0 such that for almost all a > 0 with ||a||, < é there exists a
zero curve 7y of p,(], z), along which the Jacobian matrix Dp,(A, 2) has full rank, having finite arc

length and connecting (0, a) to (1, z), where % solves (2.5).

2.5. Two-point boundary value problems: shooting. The next few sections consider nonlinear
two-point boundary value problems of the form

y"(8) = 9(t,y(t),¥'(t), 0<t<1, (2.7)

(0 =0,  y(1)=0 (ory'(1)=0), (2.8)

where y = (y1,...,¥n), 9(t, u, v) satisfies a Lipschitz condition in (u,v) for 0 < t < 1, and has
continuous second partials with respect to v and v for 0 < t < 1. These technical assumptions vary
slightly from theorem to theorem and method to method; consult the references for complete and
precise statements of the theorems. The intent here is to provide the flavor of applying homotopy
methods to approximations to nonlinear two-point boundary value problems, and not get bogged
down in technical detail.

Let u(t) be the unique solution of

and define f: E® — E™ by

Observe that the original problem (2.7)-(2.8) is equivalent to solving

f(v) =0 (2.10)
for the correct initial condition .

Theorem. Suppose there exists a constant M > 0 such that ilg(t, az:(t),:z:'(t))“o0 < M along every
trajectory z(t) for which z(0) = 0, ||Z(0)||,, = M. Then for almost all w € E" with |jw|, < M
there exists a zero curve v of the homotopy map

pu(A, v) = A f(v) + (1 - 2)(v—w),

along which Dp,, has full rank, lying in [0,1] x {v € E*| ||v]l,, < M} and connecting (0, w) to
(1,%), where v is a zero of f. If Df(?) is nonsingular, then ~ has finite arc length.

2.6. Two-point boundary value problems: finite differences. The problem under consideration is
(2.7)-(2.8). Using standard centered second order accurate finite difference approximations for 3’
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and y" in (2.7) with the boundary conditions (2.8) at mesh points 0 = t5 < t; < «++ < ty < ty41 =1
results in the finite difference approximation

G(Y)=AY +hF}Y)=0, (2.11)

is the mesh size, A is a constant positive definite matrix, and F*(Y) is

where h = max;(ti;q — t;) 1
the nonlinear part of G(Y) due to g.

Theorem. Let Fh(Y) be a C? mapping, and suppose that

|

. )|
llmSU “'—‘—2 < 9.
ny||2—»§o Y1,

Then for almost W € EV there is a zero curve 4 of the homotopy map
pwM,Y)=AG(Y)+(1-A)(Y - W),

along which the Jacobian matrix Dpw(A, Y) has full rank, emanating from (0, W) and reaching a
zero Y of G at A = 1. Furthermore, 7 has finite arc length if DG(Y) is nonsingular.

More general boundary ‘conditions than (2.8) have the form
By(0) + B'y'(0) + Cy(1) + C'y'(1) = b, (2.12)

where rank (B B' C C') = 2n, and there are other technical restrictions (see Keller [23]). These
boundary conditions lead to a different nonlinear system of equations

G(Y)=AY +hFHY)=0, (2.13)
where A and F* are different from those in (2.11).

Theorem. Let F*(Y) be a C? mapping, and suppose that G from (2.13) satisfies one of the following:

1) there exist r > 0 and 7 > O such that ¥ — W and G(Y) do not point in opposite directions for
Y = ¢ W
WYilg=r Wiy <r

2) there exists r > 0 such that Y*G(Y) >0 for || V||, = r;
3) A is positive semidefinite, and there exists r > 0 such that Y!F*(Y) > 0for | V|, =r.

Then for almost all || W||, < 7 there is a zero curve 7 of the homotopy map
pwlh ¥) =X GY) 4 (1= A)(Y - W),

along which the Jacobian matrix Dpw(X, Y') has full rank, emanating from (0, W) and reaching a
zero Y of G at A = 1. Furthermore, 7 has finite arc length if DG(Y) is nonsingular.

Theorem. The conclusion of the previous theorem holds if 4 from (2.13) is positive definite and
g(t, u,v) is a bounded C* mapping.

Theorem. The conclusion of the previous theorem also holds if g(t, u,v) is a bounded C* mapping
and the boundary conditions are of the form y(0) = by, y(1) = bs.
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2.7. Two-point beundary value problems: collocation. The idea here is to approximate y(t) from
some convenient, finite dimensional vector space Sy, with basis ¢1,...,©m. These basis functions
could be orthogonal polynomials (a popular approach in chemical engineering) or B-splines (the
numerical analysts’ choice) or something tailored for a specific problem. The approximations

y(t) ~ 4(t) = Y _aweilt), k=1,...,n, (2.14)
=1

are substituted into equations (2.7)-(2.8) evaluated at discrete points, the collocation points, in the
interval [0,1]. This results in the nonlinear system of equations

F(Y)=MY +N(Y)=0, (2.15)

where
Y =( e Gnm)!
= (011,212, .., Q1m, 21, .., 02my ..., Qp1, ..., Qpm)

M is a constant matrix, and N(Y) is the nonlinear part due to g. The dimension of the problem
is p = nm.

Theorem. Let N(Y) in (2.15) be a C® mapping, and suppose there exist constants C and v such
that NV
limsup H—-—(—?,H?ﬁ: C, 0<v<l. (2.16)
Yloo—oo 1Y lloo

For W € E?, define pw : [0,1) x Ef — EP by
pw(A, Y)=AF(Y)+ (1 -A)(Y - W).

Then for almost all W & EP there exists a zero curve 5 of pw, along which the Jacobian ma-
trix Dpw(A,Y) has full rank, emanating from (0, W) and reaching a zero Y of F (at A = 1).
Furthermore, if DF(Y) is nonsingular, then 4 has finite arc length.

Theorem. Let N(Y) in (2.15) be a C? mapping and the matrix M be such that

min max Y;(MY), =T >0.
1Y [loo=11<5<p

If |l
limsup y[N(Y)HOO

=C<T,
¥leg—oo 1Y lloo

then the conclusion of the above Theorem holds.

Theorem. If g(t, u,v) in (2.7) is C? and bounded, then the conclusion of the above Theorem holds.

Theorem. Let g(t,u,v) in (2.7) be a C? mapping, and suppose there exist constants u and v such
that
ty, ul]
limsup max M =pu, 0<v<l (2.17)
Ioloo—o0 0SS1 I18llce
ueFl

Then the conclusion of the above Theorem holds.
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2.8. Two-point boundary value problems: finite elements. The finite element (or Rayleigh-Ritz-
Galerkin) approach is similar to collocation in that an approximation is sought from a finite dimen-
sional space Sy,. Here the elements of S,, automatically satisfy the boundary conditions (2.8), which
collocation doesn’t require. Instead of satisfying the differential equation (2.7) at discrete points,
the finite element method satisfies (2.7) in an average sense by requiring certain inner product
integrals to be equal. In some contexts the finite element formulation can be viewed as minimizing
some functional over a finite dimensional space, where the minimum over an infinite dimensional
space gives the exact solution (a variational formulation).

Using the approximations (2.14), the Galerkin approximation to (2.7)-(2.8) is

1 1
/ A5 (2)p(z) dz = / g (z, A(2), A'(2)) px(2) dz,
0

0
k=1,...,m, j=1,...,n. (2.18)

This is a system of equations of exactly the same form as (2.15). The convergence theorems are
similar to those for collocation.

Theorem. Let N(Y) in (2.15) be a C? mapping, and suppose there exist constants C and v such

that |
limsup M:a 0<v< L
Yg=oo 1Yz

For W € EP, define pw : [0,1) x EP — EP by
pw(A, Y)=AF(Y)+(1-X)(Y - W)

Then for almost all W &€ EP there exists a zero curve 7 of pw, along which the Jacobian ma-
trix Dpw (A, Y) has full rank, emanating from (0, W) and reaching a zero Y of F (at A = 1).

Furthermore, if DF(Y') is nonsingular, then v has finite arc length.

Theorem. Let N(Y) in (2.15) be a C* mapping and T' > 0 the smallest eigenvalue of M. If

IN(Y)|l,
lim sup ! | (, ,))“
I¥lg—oo 11 Y]i

=C«<T,

then the conclusion of the above Theorem holds.
Theorem. If g(t, u,v) in (2.7) is C? and bounded, then the conclusion of the above Theorem holds.

Theorem. Let g(t,u,v) in (2.7) be a C*® mapping, and suppose there exist constants x, ¢, and v
such that
lg(t,w o)l < w(€+ (fully + l10fl)"), 0<v<y, (2.19)

for all 0 < ¢t <1 and u,v € E". Then the conclusion of the above Theorem holds.

3. Algorithms. The zero curve 5 of the homotopy map pw(}, Y) in (2.2) can be tracked by many
different techniques; refer to the excellent survey [4] and recent work by Rheinboldt and Burkhardt
39], Mejia [28], and Watson [82]. There are three primary algorithmic approaches to tracking + :
1) an ODE-based algorithm based on that in [68], with several refinements; 2) a predictor-corrector
algorithm whose corrector follows the flow normal to the Davidenko flow [16-18] (a “normal flow”
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algorithm); 3) a version of Rheinboldt’s linear predictor, quasi-Newton corrector algorithm [39] (an
“augmented Jacobian matrix” method). The algorithms for dense and sparse Jacobian matrices
are qualitatively different. Only algorithms for dense Jacobian matrices are discussed here; see [77]
for sparse homotopy algorithms.

3.1. Ordinary differential equation based algorithm (dense Jacobian matrix). For the sake of
brevity, only the zero finding problem (2.1) with homotopy map (2.2) will be presented. Assuming
that F(z) is C?, ais such that the Jacobian matrix Dp,(}, z) has full rank along ~, and 5 is bounded,
the zero curve v is C* and can be parametrized by arc length s. Thus A = A(s), z = z(s) along 1,
and

pa(\(s), 2(s)) = 0 (2.1)
identically in s. Therefore
d
2-Pa(A(s), 2(s)) = Dpa(A(s), 2(s)) A\ =y, (3.2)
§ ds
ﬁc
ds
1/ d\ dz H
—_— - i = 1. 3
(&%) .~ (5:3)
With the initial conditions
M0)=0, z0) =g, (3.4)

the zero curve 4 is the trajectory of the initial value problem (3.2-3.4). When A(3) = 1, the
corresponding (%) is a zero of F(z). Thus all the sophisticated ordinary differential equation
techniques currently available can be brought to bear on the problem of tracking v [47], [69!.

i

Typical ordinary differential equation software requires (d)\/ds, dz/ds) explicitly, and (3.2), (3.3)
only implicitly define the derivative (d)\/ds, dz/ds). (It might be possible to use an implicit ordinary
differential equation technique for (3.2-6), but that seems less efficient than the method proposed
here.) The derivative (d)/ds, dz/ds), which is a unit tangent vector to the zero curve 7, can be
calculated by finding the one-dimensional kernel of the n X (n+ 1) Jacobian matrix

Dpa(A(s), 2(s)),

which has full rank according to the theory [69]. It is here that a substantial amount of computation
is incurred, and it is imperative that the number of derivative evaluations be kept small. Once
the kernel has been calculated, the derivative (d)/ds, dz/ds) is uniquely determined by (3.3) and
continuity. Complete details for solving the initial value problem (3.2-3.4) and obtaining z(3) are
in [68] and [69]. A discussion of the kernel computation follows.

The Jacobian matrix Dp, is nx (n+1) with (theoretical) rank n. The crucial observation is that
the last n columns of Dp,, corresponding to D,p,, may not have rank n, and even if they do, some
other n columns may be better conditioned. The objective is to avoid choosing n “distinguished”
columns, rather to treat all columns the same (not possible for sparse matrices). Kubicek [26]
and Mejia (28] have kernel finding algorithms based on Gaussian elimination and n distinguished
columns. Choosing and switching these n columns is tricky, and based on ad hoc parameters. Also,
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computational experience has shown that accurate tangent vectors (d\/ds, dz/ds) are essential, and
the accuracy of Gaussian elimination may not be good enough. A conceptually elegant, as well as
accurate, algorithm is to compute the QR factorization with column interchanges [7] of Dp,,

N
Q Dp, P'Pz = . Ll Pz=0,
0 * %

where @ is a product of Householder reflections and P is a permutation matrix, and then obtain a
vector z € ker Dp, by back substitution. Setting (Pz),+; = 1 is a convenient choice. This scheme
provides high accuracy, numerical stability, and a uniform treatment of all n -+ 1 columns. Finally,

(84) .-
ds’ ds IEIEN

where the sign is chosen to maintain an acute angle with the previous tangent vector on . There
is a rigorous mathematical criterion, based on a (n+ 1) x (n + 1) determinant, for choosing the
sign, but there is no reason to believe that would be more robust than the angle criterion.

Several features which are a combination of common sense and computational experience should
be incorporated into the algorithm. Since most ordinary differential equation solvers only control
the local error, the longer the arc length of the zero curve 7 gets, the farther away the computed
points may be from the true curve 4. Therefore when the arc length gets too long, the last computed
point (X, Z) is used to calculate

(3.5)

Then p3(), Z) = 0 exactly, and the zero curve of p;(), z) is followed starting from (A, ). A rigorous
justification for this strategy was given in [69].

Remember that tracking 4 was merely a means to an end, namely a zero z of F(z). Since v
itself is of no interest (usually), one should not waste computational effort following it too closely.
However, since v is the only sure way to Z, losing 7 can be disastrous [69]. The strategy proposed in
|82] estimates the curvature of each component of y using finite differences, and reduces the tolerance
used by the ordinary differential equation solver whenever the estimated curvature exceeds some
threshold. The tradeoff between computational efficiency and reliability is very delicate, and a
fool-proof strategy appears difficult to achieve.

In summary, the algorithm 1is:

1. Set s: =0, y:=(0,a), ypold : = yp : = (1,0,...,0), restart : = false, error : = initial error
tolerance for the ODE solver.

o

If y1 < O then go to 23.
3. If s> some constant then
4. s:=0.
5. Compute a new vector a from (3.5). If
inew a — old af| > 1 + constant * |jold al|,
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then go to 23.
6. ode error . = error.
7. If ||yp — ypold|| > (last arc length step) * constant, then ode error : = tolerance < error.
8. ypold : = yp.

9. Take a step along the trajectory of (3.2-3.4) with the ODE solver. yp = y'(s) is computed for
the ODE solver by 10-12:

10. Find a vector z in the kernel of Dp,(y) using Householder reflections.
11. If 2 ypold < 0, then z: = —=z.
12. yp:=2/||2.
13. If the ODE solver returns an error code, then go to 23.
14. If y; < 0.99, then go to 2.
15. If restart = true, then go to 20.
16. restart : = true.
17. error : = final accuracy desired.
18. If y; > 1, then set (s, y) back to the previous point (where y; < 1).
19. Go to 4.
20. If y; < 1 then go to 2.
21. Obtain the zero (at y; = 1) by interpolating mesh points used by the ODE solver.
22. Normal return.

23. Error return.

3.2. Normal flow algorithm (dense Jacobian matrix). As the homotopy parameter vector e varies,
the corresponding homotopy zero curve < also varies. This family of zero curves is known as the
Davidenko flow. The normal flow algorithm is so called because the iterates converge to the zero
curve v along the flow normal to the Davidenko flow (in an asymptotic sense).

The normal flow algorithm has three phases: prediction, correction, and step size estimation.
(2.1) and (2.2) are the relevant equations here. For the prediction phase, assume that several points
PM = (X(s1),2(s1)), P® = (A(sz),z(s)) on v with corresponding tangent vectors (d\/ds(s;),
dz/ds(s;)), (d)\/ds(s2), dz/ds(sz)) have been found, and h is an estimate of the optimal step (in arc
length) to take along . The prediction of the next point on ~ is

70 = p(sy + h), (3.6)
where p(s) is the Hermite cubic interpolating (A(s), z(s)) at s1 and s;. Precisely,
p(s1) = (Ms1), 2(s1)),  p'(s1) = (dA/ds(s1), da/ ds(s1)),
pls2) = (Msz),2(s2)),  p'(s2) = (d/ds(sz), da/ ds(s2)),
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and each component of p(s) is a polynomial in s of degree less than or equal to 3.

Starting at the predicted point Z(%), the corrector iteration is

(¥
-1
~

Z0+1) = g [Dpa(Z(k’)]Tpa(Z(")): E=0,1,... (8.

where [Dpa(Z(k))]T is the Moore-Penrose pseudoinverse of the n X (n+ 1) Jacobian matrix Dp,.
Small perturbations of a produce small changes in the trajectory v , and the family of trajectories
~ for varying a is known as the “Davidenko flow”. Geometrically, the iterates given by (3.7) return
to the zero curve along the flow normal to the Davidenko flow, hence the name “normal flow
algorithm”.

A corrector step AZ is the unique minimum norm solutioh of the equation
[Dpo) AZ = —p,. (3.8)

Fortunately AZ can be calculated at the same time as the kernel of [Dpa}, and with just a little more
work. Normally for dense problems the kernel of [Dpa] is found by computing a QR factorization
of [Dpa}, and then using back substitution. By applying this QR factorization to —p, and using
back substitution again, a particular solution v to (3.8) can be found. Let u # O be any vector in
the kernel of [Dp,]. Then the minimum norm solution of (3.8) is

vty

AZ =v- ot (3.9)

Since the kernel of [Dpa} is needed anyway for the tangent vectors, solving (3.8) only requires
another ((n?) operations beyond those for the kernel. The number of iterations required for
convergence of (3.7) should be kept small (say < 4) since QR factorizations of [Dpa] are expensive.
The alternative of using [Dpa(Z(o))] for several iterations, which results in linear convergence, is
rarely cost effective.

When the iteration (3.7) converges, the final iterate Z0+1)

is accepted as the next point on
~, and the tangent vector to the integral curve through Z® is used for the tangent-this saves a
Jacobian matrix evaluation and factorization at Z*t1). The step size estimation described next

attempts to balance progress along v with the effort expended on the iteration (3.7).

Define a contraction factor

_[12® Z“ |2 - 20|
3.10
= TEm =70’ 0
a residual factor ' ( ( ))”
PAVAS
B ) 3.1
o:79) o
a distance factor (Z* = limy_,o, Z)
120 - z7|]
_ i 3
D=17m Ak (813




and ideal values L, R, D for these three. Let h be the current step size (the distance from Z~ to the
previous point found on 4 ), and h the “optimal” step size for the next step. The goal is to achieve

L R D K
R - = — 3.13
L R D H (8.13)
for some ¢. This leads to the choice
h= (min{L/L, R/R, D/D})" "4, (3.14)

a worst case choice. To prevent chattering and unreasonable values, constants Any, (minimum al-
lowed step size), hynax (maximum allowed step size), By, (contraction factor), and Bpnay (expansion
factor) are chosen, and & is taken as

b= min {max {hmin, Businh, b}, Brusch, b } (3.15)

There are eight parameters in this process: L, R, D, huin, hmax, Bmins Bmax, ¢- The choice of h
from (3.15) can be refined further. If (3.7) converged in one iteration, then h should certainly not
be smaller than h, hence set

h := max{h, h} (3.16)
if (3.7) only required one iteration.

To prevent divergence from the iteration (3.7), if (3.7) has not converged after K iterations,
h is halved and a new prediction is computed. Every time h is halved the old value hy)q is saved.
Thus if (3.7) has failed to converge in K iterations sometime during this step, the new k should not
be greater than the value hqg known to produce failure. Hence in this case

h = min{hyq, h}. (3.17)

Finally, if (3.7) required the maximum K iterations, the step size should not increase, so in
this case set

h:= min{h, h}. (3.18)
The logic in (3.16-3.18) is rarely invoked, but it does have a stabilizing effect on the algorithm.
In summary, the algorithm is:

1.s:=0,y:= (0,a), h : = 0.1, firststep : = true, arcae,arcre : = absolute, relative error
tolerances for tracking +, ansae, ansre : = absolute, relative error tolerances for the answer.

2. If firststep : = false then
3. Compute the predicted point Z( using (3.6).
else

4. Compute the predicted point Z(®) using a linear predictor based on y = (0, a) and the
tangent there.
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ot

. Iterate with equation (3.7) until either

HAZU‘)H < arcae + arcre

]

or

4 iterations have been performed

6. If the Newton iteration (3.7) did not converge in 4 steps, then

7. h:=h/2.

8. If his unreasonably small, then return with an error flag.

9. Go to 2.
10. firststep : = false.
11. If y; < 1, then compute a new step size h by (3.10-3.18) and go to 2.
12. Do 13.-18. some fixed number of times.

13. Find 3 such that p(3); = 1, using yold, ypold, y, yp in (3.6).

14. Do two iterations of (3.7) starting with Z(®) = p(3), ending with Z(?).

15. If
-] < o

iz(l)

then return (solution has been found).
16. 1 2{*) > 1, then
17. y:=Z®) yp: = tangent at Z(%).
else
18. yold : = Z® ypold : = tangent at Z(?).

19. Return with an error flag.

3.3. Augmented (dense) Jacobian matrix algorithm. The augmented Jacobian matrix algorithm
has four major phases: prediction, correction, step size estimation, and computation of the solution
at A = 1. Again, only the zero finding case is described here. The algorithm here is based on
Rheinboldt [36-39], but with some significant differences: (1) a Hermite cubic rather than a linear
predictor is used; (2) a tangent vector rather than a standard basis vector is used to augment the
Jacobian matrix of the homotopy map; (3) updated QR factorizations and quasi-Newton updates
are used rather than Newton’s method; (4) different step size control, necessitated by the use of
quasi-Newton iterations, is used; (5) a different scheme for locating the target point at A = 1 is
used which allows the Jacobian matrix of F to be singular at the solution.
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The prediction phase is exactly the same as in the normal flow algorithm. Having the points
P = (A(s1),z(s1)), P® = (A(s2), z(s2)) on 5 with corresponding tangent vectors

di d\
) %(81) ) _ gg(w)
z ’ z !
71;(81) 5(82)

the prediction Z(© of the next point on 7 is given by (3.6).

9
r

In order to use this predictor, a means of calculating the tangent vector T(%) at a point P(*) is
required. This is done by solving the system

0

Dpa (P®) :

[ e 7= | (3.19)
1

for z, where Dp, is the n x (n + 1) Jacobian of p,. Normalizing z gives

T2 = WZ;” (3.20)

The last row of (3.19) insures that the tangent T®) makes an acute angle with the previ-
ous tangent T(1). It is the augmentation of the Jacobian matrix with this additional row whick
motivates the name “augmented Jacobian matrix algorithm”. The solution to (3.19) is found by
computing a QR factorization of the matrix, and then using back substitution [7].

Starting with the predicted pbint 709 the correction is performed by a quasi-Newton iteration
defined by
AR 171 p (Z(k))
k+1) _ k . a .
7 )‘Z()‘[TWJ ( ) k=0, (3.21)

where A% is an approximation to the Jacobian matrix Dp, (Z (k)). The last row of the matrix in

(3.21) insures that the iterates lie in a hyperplane perpendicular to the tangent vector T(2). (3.21)
is the quasi-Newton iteration for solving the augmented nonlinear system

pd(y) — b)
<T(2)t(y— Z(O))) =0 (3:22)
A corrector step AZ®) is the unique solution to the equation

AWK - (Z(k))
(k) _ Pa o

The matrix on the left side of this equation is produced by successive Broyden rank one updates
7] of the matrix in (3.19). Precisely, letting Z(1) = P(}) A(=1) = pp, (P(?)), and



the update formulas are

_ A Dp, (P® t
M= {T(z)t] - [ T((l)t >} T ent1 <T(2) N T(l)) ’ (3:24)
and
(k+1) (k) (5’)“ B M(k)AZ(k)> az®!
M =M% + N CIINC ) k=-1,0, (3.25)
where o) ( 0
~ B pa(Zk+1)_pa Zk))
Ap, = ( 0 .

These updates can be done in QR factored form, requiring a total of O(n?) operations for each
iteration in the correction process [7|. When the iteration (3.21) converges within some tolerance,
the final iterate Z(*) is accepted as the next point on the zero curve 4.

The step size estimation algorithm is an adaptation of a procedure developed by Rheinboldt
139]. At each point P® with tangent T® along v, the curvature is estimated by the formula

)

[CH ———
l‘uf “ = s Isin (ek/2)], (3.26)
where

w® = —_— Q) = arccos (T(k)tT(k'l)> , Asg = HP(") - P(k'l)ii .

Intuitively, a; represents the angle between the last two tangent vectors, and the curvature is
approximated by the Euclidean norm of the difference between these two tangents divided by As.

This curvature data can be extrapolated to produce a prediction for the curvature for the next

step
=]+ ot ae (e] - o) (220
Since ék can be negative, use
= max{&mm, §k} for some small £, > 0, (3.28)

as the predicted curvature for the next step.

The goal in estimating the optimal step size is to keep the error in the prediction [[Z(®) — Z(*)||
relatively constant, so that the number of iterations required by the corrector will be stable. This
is achieved by choosing the step size as

h= 261/, (3.29)

where &y represents the ideal starting error desired for the prediction step. & is chosen as a function
of the tolerance for tracking the curve and is also restricted to be no larger than half of As.

18



As with the normal flow algorithm, additional refinements on the optimal step size are made in
order to prevent chattering and unreasonable values. In particular, k is chosen to satisfy equations
(3.15) and (3.17). This h is then used as the step size for the next step.

The final phase of the algorithm, computation of the solution at A = 1, is entered when a
point P(?) is generated such that Pl(z) > 1. P is the first such point, so the solution must lie

on v somewhere between P(2) and the previous point P(). The algorithm for finding this solution

is a two step process which is repeated until the solution is found. First, starting from a point

P®  a prediction Z(* =) for the solution is generated such that Zl(k_2) = 1. Second, a single quasi-
k+1)

Newton iteration is performed to produce a new point P( close to 4, but not necessarily on the

hyperplane A = 1.

(k-2)

Normally, the prediction Z is computed by a secant method using the last two points P*)

and P*-1);

_ pl®
7=2) — p(h) o (p(k—l) - p(k)) (PE:_I) P1P>(k)> ‘ (3.30)
1 RS

However, this formula can potentially produce a disastrous prediction (e.g., if IPl(k_l) - Pl(k)§ <

11— Pl(k)f ), so an additional scheme is added to ensure that this deces not happen. In order

to implement this scheme, a point P(°PP) must be saved. This point is chosen as the last point
computed from a quasi-Newton step which is on the opposite side of the hyperplane A = 1 from
P® _ Thus, the points P(*?) and P® bracket the solution. The prediction Z*~2) may be bad

whenever the inequality
|

| Z-2) _ p(k)H S H pi _ p<om)>1 (3.31)
is true. In this case, Z*~2) is recomputed from the equation
1-pW
zk=2) = p(b o (p(opp) - p(k)) _~(__1)_ (3.32)

(Pl(opp) _ Pl(k))'

This chord method, while much safer than the secant method (3.30), is used only in the special
case (3.31) because it has a much slower rate of convergence than the secant method.

An exception to these linear prediction schemes occurs with the first step of the final phase.
Since the tangents T(1) and T(?) at P(!) and P(?) are available, this information is used to generate a
Hermite cubic polynomial p(s) for calculating the first prediction point 7 This is done by finding
the root 3 of the equation p;(s) = 1. 70 is then given by

79 = p(s). (3.33)

After the predictor Z(*~2) has been determined, a quasi-Newton step is taken to get the point
P®+1) | This step is defined by
pll) = Z(=2) L AZ(-2) (3.34)

where AZ(*~2) s the solution to (3.23). Again, the matrix in (3.23) is produced by the rank one
updates (3.24) and (3.25).
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The alternating process of computing a prediction and taking a quasi-Newton step is repeated
until the solution is found.

In summary, the algorithm is:

1. s:=0,y:=(0,a), ypold: = (1,0), h: = 0.1, failed : = false, firststep : = true, arcae, arcre : =
absolute, relative error tolerances for tracking v, ansae, ansre : = absolute, relative error toler-
ances for the answer.

2. Compute the tangent yp at y, using (3.19) and (3.20), and update the augmented Jacobian
matrix using (3.24).

3. If firststep = false then

4. Compute the predicted point Z(®) with the cubic predictor (3.6) based on yold, ypold, y,
yp.

else
5. Compute the predicted point Z(%) using a linear predictor based on y and yp.
6. If failed = true then
7. Compute the augmented Jacobian matrix at Z(©.

8. Compute the next iterate Z(!) using (3.21).

9. limit : = 2({— logyo(arcae + arcre|lyl]) | + 1). Repeat steps 10-11 until either

HAZU‘)“ arcae + arcre HZ .

}

or

limat iterations have been performed.

10. Update the augmented Jacobian matrix using (3.25).
11. Compute the next iterate using (3.21).
12. If the quasi-Newton iteration did not converge in limit steps, then
13. h:= h/2; failed : = true.
14. If h is unreasonably small, then return with an error flag.
15. Go to 3.

16. Compute the tangent at the accepted iterate Z(*) using (3.19) and (3.20), and update the
augmented Jacobian matrix using (3.24).

17. Compute the angle o between the current and previous tangents by (3.26).
18. If a > n/3, then

19. h:= h/2; failed : = true.

20. If A is unreasonably small, then return with an error flag.
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21. Go to 3.

22. yold : =y, ypold : = yp, y : = Z()| yp : = tangent computed in step 16, firststep : = false,
failed : = false.

23. If y; < 1, then compute a new step size h by Equations (3.15, 3.17, 3.26-3.29) with £, = 0.01,
: s 1
6 = min ¢ (arcae + arcrelly||)”", §||y — yold|l ¢,

and go to 3.

24. Find 3 such that p(3); = 1, using yold, ypold, y, and yp in (3.6). yopp : = yold, Z0): = p(3).
25. limit : = 2(‘[- log 1o (ansae + ansrelly||) | + 1). Do steps 26-33 for k= 2,...,limit + 2.

26. Update the augmented Jacobian matrix using (3.25).
27. Take a quasi-Newton step with (3.34).
28. If

iPl(kH) - 1! + HAZU‘_"’)H < ansae + ansre ”Z(k'z)

)
then return (solution has been found).

29. If ’Pl(kH) - 1, < ansae + ansre,

then

Zk=1) . — p(k+1)
else do steps 30-33.

30. yold : =y, y: = Pl

31. If yold; and y; bracket A = 1, then yopp : = yold.

(k-1)

32. Compute Z with the linear predictor (3.30) using y and yold.

(k-1)

33. If HZ("'I) - y” > |ly — yopp||, then compute Z with the linear predictor (3.32) using

y and yopp.

34. Return with an error flag.

4. Software. This section describes HOMPACK [82], a software package currently under develop-
ment at Sandia National Laboratories, General Motors Research Laboratories, Virginia Polytechnic
Institute and State University, and the University of Michigan. HOMPACK is organized in two
different ways: by algorithm/problem type and by subroutine level. There are three levels of sub-
routines. The top level consists of drivers, one for each problem type and algorithm type. Normally
these drivers are called by the user, and the user need know nothing beyond them. They allocate
storage for the lower level routines, and all the arrays are variable dimension, so there is no limit
on problem size. The second subroutine level implements the major components of the algorithms
such as stepping along the homotopy zero curve, computing tangents, and the end game for the
solution at A = 1. A sophisticated user might call these routines directly to have complete control
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of the algorithm, or for some other task such as tracking an arbitrary parametrized curve over an
arbitrary parameter range. The lowest subroutine level handles the numerical linear algebra, and
includes some BLAS routines. All the linear algebra and associated data structure handling are
concentrated in these routines, so a user could incorporate his own data structures by writing his
own versions of these low level routines. Also, by concentrating the linear algebra in subroutines,
HOMPACK can be easily adapted to a vector or parallel computer.

The organization of HOMPACK by algorithm/problem type is shown in Table 1, which lists
the driver name for each algorithm and problem type.

Table 1. Taxonomy of homotopy subroutines.

z = f(z) | F(z)=0 | ple,Az)=0 algorithm
dense sparse dense sparse dense sparse
FIXPDF | FIXPDS | FIXPDF | FIXPDS | FIXPDF | FIXPDS | ordinary differential equation
FIXPNF | FIXPNS | FIXPNF | FIXPNS | FIXPNF | FIXPNS | normal flow
FIXPQF | FIXPQS | FIXPQF | FIXPQS | FIXPQF | FIXPQS | augmented Jacobian matrnix

The naming convention is
(D) (F
FIXP { N L
Lo
where D ~ ordinary differential equation algorithm, N &~ normal flow algorithm, Q ~ aug-
mented Jacobian matrix algorithm, F ~ dense Jacobian matrix, and S ~ sparse Jacobian matrix.

Using brackets to indicate the three subroutine levels described above, the natural grouping of the

HOMPACK routines 1is:
[FIXPDF| [FODE, ROOT, SINTRP, STEPS| [DCPOSE!

L

[FIXPDS] [FODEDS, ROOT, SINTRP, STEPDS| {GMFADS, MFACDS, MULTDS, PCGDS,
QIMUDS, SOLVDS]

[FIXPNF] [ROOTNF, STEPNF, [TANGNF]] [ROOT]

[FIXPNS] [ROOTNS, STEPNS, TANGNS] [GMFADS, MFACDS, MULTDS, PCGDS, PCGNS,
QIMUDS, ROOT, SOLVDS]

[FIXPQF] [ROOTQF, STEPQF, TANGQF] [QRFAQF, QRSLQF, RIUPQF, UPQRQF]
[FIXPQS] [ROOTQS, STEPQS, TANGQS] [GMFADS, MULTDS, PCGQS, SOLVDS]

The BLAS subroutines used by HOMPACK are DAXPY, DCOPY, DDOT, DNRM2, DSCAL,
DIMACH, IDAMAX.

The user written subroutines, of which exactly two must be supplied depending on the driver

chosen, are F, FJAC, JFACS, RHO, RHOA, RHOJAC, RHOJS.

The special purpose polynomial system solver POLSYS is essentially a high level driver for
HOMPACK. POLSYS requires special versions of RHO and RHOJAC (subroutines normally pro-
vided by the user). These special versions are included in HOMPACK, so for a polynomial system
the user need only call POLSYS, and define the problem directly to POLSYS by specifying the

22



polynomial coefficients. POLSYS scales and computes partial derivatives on its own. Thus the
user interface to POLSYS and HOMPACK is clean and simple. The only caveat is that FFUNP
cannot recognize patterns of repeated expressions in the polynomial system, and so may be less
efficient than a hand crafted version. If great efficiency is required, the user can modify the default
FFUNP; the sections in the code which must be changed are clearly marked. The grouping is:

[POLSYS] [POLYNF, POLYP, ROOTNF, STEPNF, TANGNF| [DIVP, FFUNP, GFUNP, HFUNP,
HFUN1P, INITP, MULP, OTPUTP, POWP, RHO, RHOJAC, ROOT, SCLGNP, STRPTP]

5. Applications. The globally convergent probability one homotopy algorithms described here have
been successfully applied to a wide range of practical scientific and engineering problems. A survey
of some engineering applications prior to 1980 is given in [76]. Some problems for which locally
convergent iterative methods either totally or partially failed, and for which homotopy methods
succeeded, are given in the references [12], [20], (22], [44], [49-67], [70], (76], {78-81], [83]. The
example at the beginning of this paper is typical.

The fields where homotopy methods have been successfully applied include:
nonlinear structural mechanics (limit point and postbuckling analysis),
fluid mechanics,

statistics (nonlinear regression),

chemistry (reaction and equilibrium equations),

chemical engineering (reactor modelling and process control),

robotics (inverse kinematics),

computer vision (shape from shading, structure from motion),

economics (fixed points),

industrial engineering (nonlinear complementarity),

control theory (pole placement),
CAD/CAM (solid modelling).

6. Parallel computation. This section describes some ongoing work to implement HOMPACK on
a parallel computer. The serial version of HOMPACK was structured so as to be easily adapted
to a vector machine, by segregating most of the linear algebra into subroutines. The appropriate
algorithmic decomposition for a parallel computer like the hypercube is not so clear. Here the im-
plementation of HOMPACK on a hypercube machine for one special class of problems, polynomial
systems, is addressed.

6.1. The hypercube. The word “hypercube” refers to an n-dimensional cube. Think of a cube in n
dimensions as sitting in the positive orthant, with vertices at the points

(v,...,v), wu€{0,1}, i=1,...,n

There are thus 2" vertices, and two vertices v and w are “adjacent”, i.e., connected by an edge, if
and only if v; = w; for all ¢ except one. The associated graph, also sometimes referred to an an
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Figure 3. 4-cube structure and node labelling.

“n-cube”, has 2" vertices (which can be labelled as above with binary n-tuples) and edges between
vertices whose labels differ in exactly one coordinate (see Figure 3).

A “hypercube computer architecture” is a computer system with 2" (node) processors, corre-
sponding to the 2" vertices (nodes), and a communication link corresponding to each edge of the
n-cube. Thus each processor has a direct communication link to exactly n other processors. The
distance between any two of the P = 2" processors is at most n = log, P = log,(2"), considered an
ideal compromise between total connectivity (distance = 1) and ring connectivity (distance = P/2).
Figure 1 shows how a 4-cube is built up from two 3-cubes.

Typically the node label (vy,...,v,) is viewed as a binary number v;v,... vy, and in this view
two nodes are adjacent if and only if their binary representations differ in exactly one bit. Typically
node addresses are computed in programs by a gray code, a bijective function

9:{0,...,2" -1} - {0,...,2" - 1}

such that the binary representations of g(k (mod 2")) and g(k +1 (mod 2")) differ in exactly
one bit for all .

Realizations of this abstract architecture have one additional feature: a “host” processor with
communication links to all the node processors. This host typically loads programs into the nodes,
starts and stops processes executing in the nodes, and interchanges data with the nodes. In current
hardware implementations only the host has external 1/O and peripheral storage; the nodes consists
of memory, a CPU, and possibly communication and floating-point hardware.
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The Intel iPSC has 32, 64, or 128 nodes. Each node is an 80286/80287 with 512K bytes
of memory. The host is also an 80286/80287, but with 4 MB of memory, a floppy disk drive,
a hard disk, an Ethernet connection, and Xenix. The nodes have only a minimal monitor for
communication and process management.

The NCUBE has up to 1024 nodes in multiples of 64, each with 128K of memory and commu-
nication and floating-point hardware. The host is an 80286, running NCUBE’s operating system,
a primitive version of UNIX. The node chip is NCUBE’s own design, with a unique feature being
communication hardware.

6.2. Polynomial systems. Suppose that the components of the nonlinear system of equations (2.1)
have the form

n,- n
d.
F() =) e[z i=1...,n (6.1)
k=1 j=1

The sth component Fi(z) has n; terms, the aj are the (real) coefficients, and the degrees dy are
nonnegative integers. The total degree of F;is

d; = max ZI ik (6.2)
J:

The total degree of the entire system (6.1) is

d=di- dy (6.3)

The homotopy map p, : [0,1) X C* — C" has the form
pe(A, z) = (1= X)G(z) + AF(z), (6.4)

where F(z) is now regarded as a complex map F : C" — C", and G: C" — C" is defined by

d.:
Gj(z) = b :xj] -a, 7=1,...,n, (6.5)

where q; and b; are nonzero complex numbers, d; was defined in (6.2), and
¢ = (al,...,an,bl,...,bn)

is the parameter vector for the homotopy map. Through a series of ingenious tricks — convert-
ing F(z) to a complex map and then back to a real map, converting to projective coordinates,
and adding a linear equation in projective space - the following attributes can be achieved (with
probability one):

1) there are exactly d zero curves of p, emanating from A = 0;
2) d)\/ds > 0 along each zero curve;
3) all the zero curves are bounded;

4) every isolated solution of (2.1) is reached by some zero curve of p,.
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There is thus a rigorous theoretical algorithm [33-34, 82] for finding all solutions to a polynomial
system (2.1). This algorithm is implemented in subroutine POLSYS from HOMPACK.

6.3. Computational results. Polynomial systems arise in such diverse areas as solid modelling,
robotics, chemical engineering, mechanical engineering, and computer vision. A small problem has
total degree d < 100 and a large problem has d > 1000. Given that d homotopy paths are to be
tracked, there are two extreme approaches using a hypercube.

The first extreme, with the coarsest granularity possible, is to assign one path to each node
processor, with the host controlling the assignment of paths to the nodes, keeping as many nodes
busy as possible, and post-processing the answers computed by the nodes.

The second extreme, with the finest granularity, is to track all d paths on the host processor,
distributing the numerical linear algebra, polynomial system evaluation, Jacobian matrix evalua-
tion, and possibly other things amongst the nodes. Because of the high communication overhead
(whether hardware or software) on a hypercube, this approach requires an immense amount of
sophistication and analysis to prevent the communication costs from overwhelming the computa-
tional costs. Also the algorithm at this granularity would have to be a major modificaticn of the
serial algorithm. A possible advantage is that the load could be balanced better, resulting in an
overall speedup over a coarser grained algorithm.

These issues are not simple, and much more research is needed on these and intermediate
approaches. Neither extreme can be declared inferior a priori. The first approach, having a node
track an entire path, has been tried, and some results are shown in Table 1. The problem number
refers to an internal numbering scheme used at General Motors Research Laboratories; problem

data is available on request. These problems are all real engineering problems that have arisen at
GM and elsewhere.

Table 1. Execution time (secs).

Problem | total {80286/ VAX | VAX

number |degree | 80287 |iPSC-32 |11/750 [{11/780
102 256 | 16257 645 | 2438 | 1248
103 625 | 34692 1616 | 5260 | 2656
402 4 255 54 41 18
403 4 84 19 14

6
405 64| 3669 335 703 334

601 60| 9450 257 | 1707 796
602 60 | 28783 2795 | 4332 | 2054
603 12| 1200 243 325 152

803 | 256 11527 | 29779 | 16221
1702 16| 1655 163 216 112
1703 16| 1657 162 216 112
1704 16| 1628 108 216 112

1705 81| 14336 378 | 1884 999
5001 576 — 11786 | 49736 | 27815

The parallel computation scheme of assigning a path to each node seems completely transparent
and straightforward. Why this is not so is illustrative of the difficulty of the whole field of parallel

computation. A detailed discussion of tasks that should be trivial, but were not, is contained in
135].
[99]
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